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## CHAPTER I

## INTRODUCTION

For a system of non-interacting electrons confined in two-dimensions under the influence of a transverse magnetic field, an electron occupies the discrete level known as the Landau level [1]. In real systems, in which impurities are present, each Landau level is broadened into a band, which is called "Landau band" [2]. The state of electron in Landau band consists of extended (delocalized) state and localized state [3]. This gives rise to the quantum Hall effect [4].

If the magnetic field is very strong, the localization in quantum Hall effect can be discussed in terms of semiclassical approximation and percolation [5]. In semiclassical limit, the motion of electron is decomposed into a rapid cyclotron orbiting and a slow drift of orbit guiding centers move along equipotential line of impurity potential. Therefore, in the region where the potential forms hills or valleys the equipotential line is closed corresponding to localization. At the saddle point in potential, the equipotential line percolates and the corresponding state is extended.

From a semiclassical picture, Fertig and Halperin [6] were the pioneers in studying the motion of electron in a saddle point potential under the influence of a transverse magnetic field. They proposed that in vicinity of the saddle point potential, tunneling of electron can occur. In order to study tunneling of electron in this region they were assumed an electron mass moving in xy-plane and the saddle point potential is in the form $V_{\text {sp }}(x, y)=V_{0}+(m / 2)\left(\Omega_{x}^{2} x^{2}-\Omega_{y}^{2} y^{2}\right)$ where $\Omega_{x}$ and $\Omega_{y}$ are parameters representing the saddle point potential and $V_{0}$ is the height of the saddle point potential. They calculated the exact transmission coefficient of an electron in this potential and an arbitrary uniform perpendicular magnetic field.

Recently, the model of Fertig and Halperin has been widely used to study the levitation of extended state in quantum Hall effect [7-10]. Therefore, the propagator and
density of states of electron are necessary elements of this model. In this thesis, we use the Feynman path integral to evaluate the propagator and density of states of electrons in this model.

This thesis is organized as follows. In Chapter 2, we review the quantum Hall effect, semiclassical approximation and the work of Fertig and Halperin. In Chapter 3, we review the Feynman path integral approach to calculate the propagator of electron and density of state. In Chapter 4, we present an exact evaluation of a propagator for electron moving in the a two-dimensional saddle point potential $\mathrm{V}_{\mathrm{sp}}(\mathrm{x}, \mathrm{y})$ under the influence of a transverse magnetic field and apply our result to calculate density of states. Discussion and conclusion are present in Chapter 5.


## CHAPTER II

## QUANTUM HALL EFFECT

As mentioned in the previous chapter, we are interested in the problem of electron in a saddle point potential with a transverse magnetic field, which plays an important role in delocalization in a quantum Hall system. In this chapter, we will review the topic that led to this problem. The contents in this chapter are as follows: Section 2.1, we present an exact evaluation of Landau quantization by solving the Schrodinger equation for an electron moving in two-dimensions under the influence of a transverse magnetic field. Section 2.2, we review the quantum Hall effect that has been a direct consequence of Landau quantization and impurity effect. Section 2.3, we discuss the behavior of electron in quantum Hall effect using semiclassical approximation. Section 2.4, we present the work of Fertig and Halperin.

### 2.1 The Landau Level

The knowledge of the quantum mechanics of a free electron moving in a twodimensional plane, subject to a magnetic field directed perpendicular to the plane, is central to the understanding of quantum Hall effect [11]. In this section we will describe the quantum mechanics of a two-dimensional electron in a magnetic field using theory developed by Landau [12].


Let us assume that a two-dimensional free electron gas, witheffective mass m, is moving in a time-independent and uniform magnetic field $\vec{B}$ applied along the $z$ direction. The magnetic field affects both the orbital motion and the spin dynamics of the electrons. For simplicity we will neglect the interaction between electron spin and the magnetic field. The Hamiltonian, $\mathrm{H}_{0}$, for an electron moving under the uniform magnetic field is given by

$$
\begin{equation*}
\mathrm{H}_{0}=\frac{1}{2 \mathrm{~m}^{*}}\left(\overrightarrow{\mathrm{p}}+\frac{\mathrm{e}}{\mathrm{c}} \overrightarrow{\mathrm{~A}}\right)^{2} \tag{2.1}
\end{equation*}
$$

where $e$ is the magnitude of the electronic charge, $c$ is the speed of light, $\vec{p}=\frac{\hbar}{\mathrm{i}} \vec{\nabla}$ is the electron momentum operator, $\hbar$ is the Planck's constant and $\overrightarrow{\mathrm{A}}$ is the vector potential associated with the magnetic field.

Landau simplified (2.1) by introducing the gauge (known as Landau gauge) in which

$$
\begin{equation*}
\overrightarrow{\mathrm{A}}=(0, \mathrm{Bx}, 0) . \tag{2.2}
\end{equation*}
$$

One can show that this gauge satisfies the requirement that $\vec{B}=\vec{\nabla} \times \vec{A}$. Using Eq. (2.2) the Schrodinger equation corresponding to the Hamiltonian H becomes

$$
\begin{equation*}
\left\{\frac{\partial^{2}}{\partial x^{2}}+\left(\frac{\partial}{\partial y}+\frac{i e B}{\hbar c} x\right)^{2}+\frac{2 m^{*} E}{\hbar^{2}}\right\} \psi(x, y)=0 \tag{2.3}
\end{equation*}
$$

which can be solved by writing the wave function $\psi(x, y)$ in the form

$$
\begin{equation*}
\psi(x, y)=U(x) \exp \left(i k_{y} y\right) \tag{2.4}
\end{equation*}
$$

Substituting Eq. (2.4) into Eq. (2.3), the wave equation for U(x) can be expressed as [1]

$$
\begin{equation*}
669 \frac{2-\hbar^{2}}{2 \mathrm{~m}^{*}} \frac{\partial^{2} \mathrm{U}(\mathrm{x})}{\partial \mathrm{x}^{2}}+\frac{\mathrm{m}^{*}}{2}\left(\frac{\mathrm{eB}}{\mathrm{~m}^{*} \mathrm{c}}-\frac{\hbar \mathrm{k}_{\mathrm{y}}}{\mathrm{~m}^{*}}\right)^{2} \mathrm{U}(\mathrm{x})=\mathrm{EU}(\mathrm{x}) \tag{2.5}
\end{equation*}
$$

Eq. (2.5) is equivalent to the schrodinger equation for a one-dimensional simple harmonic oscillator with cyclotron frequency $\omega$ and equilibrium position

$$
\begin{equation*}
\mathrm{x}_{0}=\frac{\hbar \mathrm{k}_{\mathrm{y}}}{\mathrm{~m}^{*} \omega} . \tag{2.6}
\end{equation*}
$$

The eigen value E of Eq. (2.5) is given by the well-known expression for simple harmonic oscillators

$$
\begin{equation*}
\mathrm{E}=\left(\mathrm{n}+\frac{1}{2}\right) \hbar \omega, \quad \mathrm{n}=0,1,2, \ldots \tag{2.7}
\end{equation*}
$$

These quantized energy levels are known as Landau levels. If we put the system in the plane of size $L_{x} L_{y}$ where $L_{x}$ and $L_{y}$ are the dimensions of the system in the $x$ and $y$ direction, respectively. From Eq. (2.6), the $x$ dimension of the system is confined to $0<x$ $<\mathrm{L}_{\mathrm{x}}$ we see that $0<\mathrm{k}_{\mathrm{y}}<\mathrm{m}^{*} \omega \mathrm{~L}_{\mathrm{x}} / \hbar$. Let us impose the periodic boundary conditions $\psi(\mathrm{x}, \mathrm{y})=\psi\left(\mathrm{x}, \mathrm{y}+\mathrm{L}_{\mathrm{y}}\right)$. Then $\mathrm{k}_{\mathrm{y}}=2 \pi \mathrm{p} / \mathrm{L}_{\mathrm{y}}$ with p an integer. Together with the condition on the range $\mathrm{k}_{\mathrm{y}}$ this implies that the total number of states or degeneracy N in a Landau level is $\frac{1}{2 \pi \ell^{2}} \mathrm{~L}_{\mathrm{x}} \mathrm{L}_{\mathrm{y}}$, or the number of states per unit area of full Landau level is

$$
\begin{equation*}
\mathrm{N}_{\mathrm{B}}=\frac{1}{2 \pi \ell^{2}}=\frac{\mathrm{eB}}{2 \pi \hbar \mathrm{c}} \tag{2.8}
\end{equation*}
$$

where $\ell=\sqrt{\mathrm{c} \hbar / \mathrm{eB}}$ is called magnetic length. From Eqs. (2.7) and (2.8) the corresponding density of states is in the form of delta functions at energies $\mathrm{E}_{\mathrm{n}}$ as shown in the Fig. 1. In a real sample, the impurity potential lifts the Landau levels degeneracy, and leads to the localization and delocalization of an electron that we will discuss it's mechanism in Section 2.3.
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The filling factor is defined as the ratio between the density of the electrons, N


$$
\begin{equation*}
v=\frac{\mathrm{N}}{\mathrm{~N}_{\mathrm{B}}} . \tag{2.9}
\end{equation*}
$$

It is an integer, $v=n+1$, if the states of the lowest $n+1$ Landau level are completely filled with electrons and the other levels are empty.


Fig. 1. The corresponding density of states for the free electron confined to move in a plane perpendicular to the magnetic field.

### 2.2 Quantum Hall Effect

The quantum Hall effect was discovered by Klaus von Klitzing in 1980 [13]. He investigated the electrical transport properties of silicon MOSFET (metal oxide semiconductor field effect transistor) subject to a magnetic field of about 18 T at a temperature of about 1.5 K . The geometry of the sample used by von Klitzing et.al. is shown in Fig. 2. The cross section of the sample is shown schematically in Fig. 3. The two-dimensional electron gas, which is central to the experiment, is confined in an inversion layer at interface between the silicon dioxide $\left(\mathrm{SiO}_{2}\right)$ and the p-type Si substrate. The band bending at this interface, when the substrate is biased to produce an inversion layer, is shown in Fig. 4. The substrate, $\mathrm{SiO}_{2}$, layer and top metal electrode (known as the gate) form a parallel plate capacitor. The total amount of charge on these electrodes is proportional to the gate voltage $\mathrm{V}_{\mathrm{g}}$. As a result, the electron density N can be varied continuously by changing $V_{9}$. In the experiment a constant magnetic field was applied perpendicular to the sample along the $z$ direction. A constant current was maintained in the sample in the $x$ direction via an applied potential while the voltage drops across the sample in the $x$ and $y$ directions (denote by $U$ and $U_{H}$, respectively) were measured.


Fig. 2. Top view of the MOSFET Hall "bar" used in experiment of von Klitzing et.al.


Fig. 3. Cross-sectional view of the sample in MOSFET along the surface channel showing the two-dimensional electron gas (2DEG) under the gate.


Fig. 4. The spatial variation in electron energy across the MOSFET when the gate voltage is biased such that an inversion layer is formed at the Si substrate and the oxide interface.

From the experimental result, they found that the transverse resistance or Hall resistance $R_{H}$ exhibits plateaus that were given by integer fractions of $h / e^{2}$ when gate voltages are varied (Fig. 5)

$$
\begin{equation*}
R_{H}=\frac{1}{j} \frac{h}{e^{2}} \quad(j=1,2,3 \ldots) \tag{2.10}
\end{equation*}
$$

At the same gate voltages they observed the longitudinal resistance was extremely small. Since the Hall conductance, the inverse of the Hall resistance, was quantized in


Fig. 5. The integer quantum Hall effect as discovered in 1980 by K. von Klitzing using silicon MOSFET. The Hall voltage $U_{H}$ and the voltage $V$ at two contacts parallel to the source-drain current $(\mathbf{I}=1 \mu \mathrm{~A}), \mathrm{U}$ are shown as a function of the voltage $\mathrm{V}_{\mathrm{g}}$ at the gate of the MOSFET at the temperature of $\mathrm{T}=1.5 \mathrm{~K}$ and magnetic flux of $B=18 T$.
integer units of $\mathrm{e}^{2} / \mathrm{h}$, this was called later on the integer quantum Hall effect. The quantization of Hall resistance can be as precise as a few parts in $10^{8}$. Explicitly

$$
\begin{equation*}
R_{H}=(25,812.807) \Omega / j . \tag{2.11}
\end{equation*}
$$

This precise quantization leads to a very accurate determination of the fine structure constant $\alpha, \alpha^{-1}=137.035$, in accordance with

$$
\begin{equation*}
\alpha=\frac{\mu_{0} c}{2} \frac{\mathrm{e}^{2}}{\mathrm{~h}} \tag{2.12}
\end{equation*}
$$

where $\mu_{0}=4 \pi \times 10^{-7} \mathrm{H} / \mathrm{m}$ is the permeability of vacuum and c is the speed of light $299,792,458 \mathrm{~m} / \mathrm{s}$. Since the speed of light c is known very precisely, the determination of Hall plateaus provides a very accurate method of determining $\alpha$. At the same time the quantized Hall resistance can be used as an absolute resistance standard.

The experiments show that between two adjacent Landau levels, the Hall resistance has fixed values and the longitudinal resistance vanishes, which means that the electrons are localized in this region. Localization is a key point to interpret the integer quantum Hall effect.

Due to impurities, the density of states will evolve from sharp Landau levels to a broader spectrum of levels (Fig. 6). There are two kinds of levels, localized and extended, in the new spectrum, and it is expected that the extended (delocalized) states occupy a core near the original Landau level energy while the localized states are more spread out in energy. Only the extended states can carry current. Therefore, if the occupation of the extended states does not change, the current will not change. An argument due to Laughlin [14] and Halperin [15] showed that extended states indeed exist at the cores of the Landau levels and if these states are full, (i.e., the Fermi level is not in the core of extended states) then they carry exactly the right current to give (2.10).


Fig. 6. In the presence of impurities, the Landau levels broaden to a band. Regions of extended state are shaded.

The existence of the localized states can explain the appearance of plateaus. As the density of electrons is increased the localized states gradually fill up without any change in occupation of the extended states, thus without any change in the Hall resistance. For these densities the Hall resistance is on a step in Fig. 5 and the Iongitudinal resistance vanishes. It is only as the Fermi level passes through the core of extended states that the longitudinal resistance becomes appreciable and the Hall resistance makes its transition from one plateau step to the next.

### 2.3 Semiclassical and Percolation Picture

In Section 2.2, we have shown that existence of localized state is centrally important to understand integer quantum Hall effects. In this section, we will show that for the disorder potential, smooth on the scale of the magnetic length, the localization in integer quantum Hall effect can be discussed in terms of semiclassical approximation.

From Hamiltonian $H_{0}$ in Eq. (2.1), the semiclassical approximation is most conveniently derived by replacing the coordinate ( $x, y$ ) by guiding center coordinates $(X, Y)$ and relative coordinate $(\xi, \eta)$ given by

$$
\begin{equation*}
x=X+\xi, \tag{2.13a}
\end{equation*}
$$

$$
\begin{equation*}
y=Y+\eta, \tag{2.13b}
\end{equation*}
$$

where

$$
\begin{align*}
& \xi=-\frac{c}{e B}\left(p_{y}-\frac{e}{c} A_{y}\right),  \tag{2.14a}\\
& \eta=\frac{c}{e B}\left(p_{x}-\frac{e}{c} A_{x}\right) . \tag{2.14b}
\end{align*}
$$

From the Heisenberg equation of motion, we get

$$
\begin{align*}
& \dot{\xi}=\frac{i}{\hbar}\left[H_{0}, \xi\right]=\omega \eta  \tag{2.15a}\\
& \dot{\eta}=\frac{i}{\hbar}\left[H_{0}, \eta\right]=-\omega \xi . \tag{2.16b}
\end{align*}
$$

We see that $(\xi, \eta)$ indeed rotate with angular frequency $\omega$ around guiding center (cyclotron motion). Due to the commutation relation of $\vec{p}$ and $\vec{r}$, both guiding center coordinate and relative coordinate obey canonical commutation relations,


Using Eq. $(2.14)$, the Hamiltonian $H_{\circ}$ can be written in terms of $\xi$ and $\eta$,
which expresses the degeneracy of Landau levels as $H_{0}$ does not depend on $X$ and $Y$.

In the presence of a disorder potential $V(x, y)$, the degeneracy is lifted. The equations of motion for the center coordinates are

$$
\begin{align*}
& \dot{\mathrm{X}}=\frac{\mathrm{i}}{\hbar}\left[\mathrm{H}_{0}+\mathrm{V}(\mathrm{x}, \mathrm{y}), \mathrm{X}\right]=\frac{-\ell^{2}}{\hbar} \frac{\partial \mathrm{~V}}{\partial \mathrm{y}},  \tag{2.19a}\\
& \dot{\mathrm{Y}}=\frac{\mathrm{i}}{\hbar}\left[\mathrm{H}_{0}+\mathrm{V}(\mathrm{x}, \mathrm{y}), \mathrm{Y}\right]=\frac{\ell^{2}}{\hbar} \frac{\partial \mathrm{~V}}{\partial \mathrm{x}} . \tag{2.19b}
\end{align*}
$$

Due to impurity ions which are randomly located in sample, creating fluctuations in $V(x, y)$. If the sample is penetrated by a strong magnetic field, the cyclotron radius is much smaller than the potential fluctuations in the sense that $|\vec{\nabla} \mathrm{V}(\mathrm{x}, \mathrm{y})| \ll \hbar \omega / \ell$. Consequently, the potential $V(x, y)$ is smooth on the scale of magnetic length $\ell$, we can replace $V(x, y)$ by $V(X, Y)$ and obtain a drift of the guiding center along equipotential,

$$
\begin{equation*}
\dot{\mathrm{X}}=-\frac{\ell^{2}}{\hbar} \frac{\partial \mathrm{~V}}{\partial \mathrm{Y}} \tag{2.20a}
\end{equation*}
$$

In this limit, the eigen energies are


This discussion shows that in the semiclassical limit the motion of electrons can be decomposed into guiding center motion along equipotential dine of disorder potential and cyclotron motion with frequency $\omega$ around guiding center. It then seems very reasonable that in the presence of smooth disorder potential the eigenfunction will live on contour lines of constant energy on the random energy surface. Thus low energy states will be found lying along contours in valleys in the potential energy landscape while high-energy state will be found encircling hills in the landscape. In both cases the corresponding states are localized.

For the delocalization in the smooth disorder potential landscape, Trugman [16] pointed out that in this limit the delocalization of electronic states is associated with the percolation of equipotential lines which percolate at the saddle points in potential landscape. The energy of extended state is thus clearly determined by saddle point potential in this limit. For a disorder potential symmetrically distributed about zero, then all saddle point in potential landscape are identified with zero energy.

In order to understand the electron transport from the above picture, it is useful to imaging gradually filling a random landscape with water, in this analogy sea level represents the Fermi energy for electron. When only a small amount of water has been added, the water will fill in the valleys to form small lakes. As the sea level is increased, at a "height" of a saddle point in potential energy landscape (zero energy) their shorelines will be percolate from one side of the system to the other (Fig. 7). As the sea level is raised still further, the ocean will cover the majority of the landscape and only the hill will stick out above the water. The shoreline will no longer percolate but only surround the hill.

### 2.4 Fertig and Halperin Model

In the previous section we presented that behavior of an electron moving in twodimensional disordered system with strong magnetic field can be understood using a semiclassical picture. However, semiclassical picture dose not include the effect of quantum tunneling which can occur in the vicinity of saddle point when two orbits on equipotential line at the same energy approach each other on the distance less than the cyclotron radius (Fig. 8). In this section, we present the work of Fertig and Halperin who studied tunneling in this region by assuming the saddle point potential in the form $\mathrm{V}_{\mathrm{sp}}(\mathrm{x}, \mathrm{y})=(\mathrm{m} / 2)\left(\Omega_{\mathrm{x}}^{2} \mathrm{x}^{2}-\Omega_{\mathrm{y}}^{2} \mathrm{y}^{2}\right)+\mathrm{V}_{0}$. The parameters $\Omega_{\mathrm{x}}$ and $\Omega_{\mathrm{y}}$ are representing the harmonic and inverted harmonic of saddle point potential in the x and y directions, respectively, and $V_{0}$ is the top of the saddle point potential. The Hamiltonian for this system is


Fig. 7. Left: Schematic plot of smooth random potential $V(x, y)$ with equipotential lines at E equal to the "height" of the saddle points in the potential energy landscape. Right: Equipotential lines of the same potential for E equal to valley, zero energy ("height" of saddle point), and hill corresponding to long dashed, solid and short dashed lines respectively. Note the solid line percolating the system from top to bottom as indicated by the arrows.


Fig. 8. Sketch of the saddle point potential corresponding to the model of Fertig and Halperin. The electron drifts along equipotential lines ( $a$ and $b$ ) and can tunnel between different contours where they get close in distance less than cyclotron radius $(c<\ell)$.

$$
\begin{equation*}
H=\frac{1}{2 m}\left(\vec{p}+\frac{e}{c} \vec{A}\right)^{2}+\left(\frac{m}{2}\right)\left(\Omega_{x}^{2} x^{2}-\Omega_{y}^{2} y^{2}\right)+V_{0} \tag{2.22}
\end{equation*}
$$

By using symmetric gauge $\vec{A}=\frac{B}{2}(-y, x, 0)$ there is coupling between $x$ and $y$ in the Hamiltonian. In order to decouple this Hamiltonian, they express Eq. (2.22) in the form

$$
\begin{equation*}
\mathrm{H}=\tilde{\omega}\left(\hat{\mathrm{a}}_{1}^{+} \hat{\mathrm{a}}_{1}+\hat{\mathrm{a}}_{2}^{+} \hat{\mathrm{a}}_{2}+1\right)+\frac{\omega}{2 \mathrm{i}}\left(\hat{\mathrm{a}}_{1}^{+} \hat{\mathrm{a}}_{2}-\hat{\mathrm{a}}_{2}^{+} \hat{\mathrm{a}}_{1}\right)+\gamma\left[\left(\hat{\mathrm{a}}_{2}^{+}+\hat{\mathrm{a}}_{2}\right)^{2}-\left(\hat{\mathrm{a}}_{1}^{+}+\hat{\mathrm{a}}_{1}\right)^{2}\right]+\mathrm{V}_{0}, \tag{2.23}
\end{equation*}
$$

where $\tilde{\omega}=\sqrt{\frac{\omega^{2}}{4}+\tilde{\Omega}^{2}}, \tilde{\Omega}^{2}=\frac{\Omega_{\mathrm{x}}^{2}-\Omega_{\mathrm{y}}^{2}}{2}, \gamma=\frac{\Omega^{2}}{\tilde{\omega}}, \Omega^{2}=\frac{\Omega_{\mathrm{x}}^{2}+\Omega_{\mathrm{y}}^{2}}{2}$, and operators $\widehat{\mathrm{a}}_{1}$ and $\hat{\mathrm{a}}_{2}$ are given by

$$
\begin{equation*}
\hat{a}_{1}=\frac{1}{\sqrt{2}}\left\{\sqrt{m \tilde{\omega}} x+\frac{1}{\sqrt{m \tilde{\omega}}} \frac{\partial}{\partial x}\right\} \tag{2.24a}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\mathrm{a}}_{2}=\frac{1}{\sqrt{2}}\left\{\sqrt{\mathrm{~m} \tilde{\omega}} y+\frac{1}{\sqrt{\mathrm{~m} \tilde{\omega}}} \frac{\partial}{\partial \mathrm{y}}\right\}, \tag{2.24b}
\end{equation*}
$$

so that $\left[\hat{\mathrm{a}}_{1}, \hat{\mathrm{a}}_{1}^{+}\right]=\left[\hat{\mathrm{a}}_{2}, \hat{\mathrm{a}}_{2}^{+}\right]=1$ and $\left[\hat{\mathrm{a}}_{1}, \hat{\mathrm{a}}_{2}\right]=\left[\hat{\mathrm{a}}_{1}, \hat{\mathrm{a}}_{2}^{+}\right]=0$ (omitted $\hbar$ in momentum operator).

Hamiltonian Eq. (2.23) can decouple into a sum of two commuting Hamiltonian by introduce a Bogoliubov transformation

with $\tan (2 \phi)=\frac{-\omega}{4 \gamma}$, Eq. (2.23) becomes $\mathrm{H}_{1}+\mathrm{H}_{2}$, where

$$
\mathrm{H}_{1}=\left(\hat{\mathrm{b}}_{1}^{+} \hat{\mathrm{b}}_{1}\left\{\begin{array}{cc}
\frac{\tilde{\omega}}{2}-\sqrt{\gamma^{2}+\left(\frac{\omega}{4}\right)^{2}} & \gamma  \tag{2.26a}\\
\gamma & \frac{\tilde{\omega}}{2}-\sqrt{\gamma^{2}+\left(\frac{\omega}{4}\right)^{2}}
\end{array}\right)\binom{\left(\hat{\mathrm{b}}_{1}\right.}{\hat{\mathrm{b}}_{1}^{+}},\right.
$$

$$
\mathrm{H}_{2}=\left(\begin{array}{lc}
\hat{\mathrm{b}}_{2}^{+} \hat{\mathrm{b}}_{2}
\end{array}\right)\left(\begin{array}{cc}
\frac{\tilde{\omega}}{2}+\sqrt{\gamma^{2}+\left(\frac{\omega}{4}\right)^{2}} & -\gamma  \tag{2.26b}\\
-\gamma & \frac{\tilde{\omega}}{2}+\sqrt{\gamma^{2}+\left(\frac{\omega}{4}\right)^{2}}
\end{array}\right)\binom{\hat{\mathrm{b}}_{2}}{\overline{\mathrm{~b}}_{2}^{+}}+\mathrm{V}_{0} .
$$

Operators $\hat{b}_{1}$ and $\hat{b}_{2}$ satisfies commutation relation $\left[\hat{b}_{1}, \hat{b}_{2}\right]=\left[\hat{b}_{1}, \hat{b}_{2}^{+}\right]=0$ and $\left[\widehat{b}_{1}, \widehat{b}_{1}^{+}\right]=\left[\widehat{b}_{2}, \widehat{b}_{2}^{+}\right]=1$. From Eq. (2.26) $\mathrm{H}_{2}$ can be diagonalized with a second Bogoliubov transformation of the form

$$
\binom{\mathrm{b}_{2}}{\mathrm{~b}_{2}^{+}}=\left(\begin{array}{cc}
\cosh \theta_{2} & \sinh \theta_{2}  \tag{2.27}\\
\sinh \theta_{2} & \cosh \theta_{2}
\end{array}\right)\binom{\hat{\mathrm{c}}_{2}}{\hat{\mathrm{c}}_{2}^{+}},
$$

with

$$
\tan \left(2 \theta_{2}\right)=\frac{\gamma}{\tilde{\omega}}+\sqrt{\gamma^{2}+\left(\frac{\omega}{4}\right)^{2}} .
$$

For this transformation, $\left[\hat{\mathrm{c}}_{2}, \widehat{\mathrm{c}}_{2}^{+}\right]=1$, Eq. (2.26b) becomes

where

$$
\begin{equation*}
\sigma_{\mathrm{E}_{2}}=\frac{1}{\sqrt{2}}\left(\left(\omega^{4}+4 \omega^{2} \tilde{\Omega}^{2} /+4 \Omega^{4}\right)^{1 / 2}+\dot{\omega}^{2}+2 \tilde{\Omega}^{2}\right)^{1 / T^{2}} . \tag{2.29}
\end{equation*}
$$

Equation Eq. (2.28) shows that $\mathrm{H}_{2}$ has the form of harmonic oscillator Hamiltonian. Unlike $\mathrm{H}_{2}, \mathrm{H}_{1}$ cannot be written in the harmonic oscillator form. However, $\mathrm{H}_{1}$ can be written in a convenient form, which preserve the commutation relation $\left[\hat{c}_{1}, \hat{c}_{1}^{+}\right]=1$,

$$
\begin{equation*}
\mathrm{H}_{1}=\mathrm{E}_{1}\left(\hat{\mathrm{c}}_{1}^{2}+\hat{\mathrm{c}}_{1}^{+2}\right), \tag{2.30}
\end{equation*}
$$

when

$$
\begin{gather*}
\binom{\hat{\mathrm{b}}_{1}}{\hat{\mathrm{~b}}_{1}^{+}}=\left(\begin{array}{cc}
\cosh \theta_{1} & \sinh \theta_{1} \\
\sinh \theta_{1} & \cosh \theta_{1}
\end{array}\right)\binom{\hat{\mathrm{c}}_{1}}{\hat{\mathrm{c}}_{1}^{+}}  \tag{2.31}\\
\tan \left(2 \theta_{1}\right)=\frac{\tilde{\tilde{\omega}}-\sqrt{\gamma^{2}+\left(\frac{\omega}{4}\right)^{2}}}{-\gamma} \tag{2.32}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathrm{E}_{1}=\frac{1}{2 \sqrt{2}}\left(\left(\omega^{4}+4 \omega^{2} \tilde{\Omega}^{2}+4 \Omega^{4}\right)^{1 / 2}-\omega^{2}-2 \tilde{\Omega}^{2}\right)^{1 / 2} \tag{2.33}
\end{equation*}
$$

Using Eqs. (2.28) and (2.30), full Hamiltonian may be written as

$$
\begin{equation*}
\mathrm{H}=\mathrm{E}_{1}\left(\hat{\mathrm{c}}_{1}^{2}+\hat{\mathrm{c}}_{1}^{+2}\right)+\frac{1}{2} \mathrm{E}_{2}\left(\hat{\mathrm{c}}_{2}^{+} \hat{\mathrm{c}}_{2}+\frac{1}{2}\right)+\mathrm{V}_{0} \tag{2.34}
\end{equation*}
$$

with $\left[\hat{\mathrm{c}}_{1}, \hat{\mathrm{c}}_{2}\right]=\left[\hat{\mathrm{c}}_{1}, \hat{\mathrm{c}}_{2}^{+}\right]=0$, and $\left[\hat{\mathrm{c}}_{1}, \hat{\mathrm{c}}_{1}^{+}\right]=\left[\hat{\mathrm{c}}_{2}, \hat{\mathrm{c}}_{2}^{+}\right]=1$.

In order to solve the Schrodinger equation from Eq. (2.34), it is convenient to define the following operator:

$$
\begin{equation*}
99 / 9 \sim 6<\frac{1}{9}=\frac{1}{\sqrt{2} \mathrm{i}}\left(\hat{c}_{2}-\hat{c}_{2}^{+}\right) . \tag{2.35c}
\end{equation*}
$$

Using Eq. (2.35), the Hamiltonian $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ may be written as

$$
\begin{equation*}
\mathrm{H}_{1}=\mathrm{E}_{1}\left(\mathrm{P}^{2}-\mathrm{X}^{2}\right) \tag{2.36a}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{H}_{2}=\frac{1}{2} \mathrm{E}_{2}\left(\mathrm{p}^{2}+\mathrm{s}^{2}\right)+\mathrm{V}_{0}, \tag{2.36b}
\end{equation*}
$$

with $[\mathrm{X}, \mathrm{P}]=\mathrm{i},[\mathrm{s}, \mathrm{p}]=\mathrm{i}$, and $[\mathrm{s}, \mathrm{X}]=[\mathrm{s}, \mathrm{P}]=[\mathrm{p}, \mathrm{X}]=[\mathrm{p}, \mathrm{P}]=0$.

The full Hamiltonian is a sum of two commuting Hamiltonians, the first $\left(\mathrm{H}_{1}\right)$ being equivalent to that of a one-dimensional inverted harmonic oscillator, and the other $\left(\mathrm{H}_{2}\right)$ representing the one-dimensional particle in a confining harmonic potential. Physically, the coordinate s is associated with the cyclotron motion of electron, and the coordinate X with the guiding center motion.

Thus, the wave function of this system can be written in the form $\Psi(\mathrm{X}, \mathrm{s})$ where X and s are real numbers. Since $\mathrm{H}_{2}-\mathrm{V}_{0}$ is Hamiltonian of one-dimensional harmonic oscillator, $\Psi(\mathrm{X}, \mathrm{s})$ can be chosen to be $\phi(\mathrm{X}) \varphi_{\mathrm{n}}(\mathrm{s})$ where $\mathrm{H}_{2} \varphi_{\mathrm{n}}(\mathrm{s})=\left\{\left(\mathrm{n}+\frac{1}{2}\right) \mathrm{E}_{2}+\mathrm{V}_{0}\right\} \varphi_{\mathrm{n}}(\mathrm{s})$, and $\varphi_{\mathrm{n}}(\mathrm{s})$ to be normalized to unity $\left(\int_{-\infty}^{\infty} \mathrm{ds}\left|\varphi_{\mathrm{n}}(\mathrm{s})\right|^{2}=1\right)$. This implies that energy spectrum is unlike discrete Landau levels, the saddle-point potential allows for a continuous energy E for each discrete state n . For $\Omega_{\mathrm{x}}^{2}, \Omega_{\mathrm{y}}^{2} \rightarrow 0$ the energy E becomes discrete Landau level [8]. Consequently, Schrodinger's equation for wave function of this form may be written as

$$
\begin{equation*}
\mathrm{H}_{1} \phi(\mathrm{X})=\mathrm{E}_{1}\left(\mathrm{P}^{2}-\mathrm{X}^{2}\right) \phi(\mathrm{X})=\left(\mathrm{E}-\left(\mathrm{n}+\frac{1}{2}\right) \mathrm{E}_{2}-\mathrm{V}_{0}\right) \phi(\mathrm{X}), \tag{2.37}
\end{equation*}
$$

where $\mathrm{E}-\left(\mathrm{n}+\frac{1}{2}\right) \mathrm{E}_{2}$ is the guiding center energy of electron. Eq. (2.25) implies that the probability that the electron in this system will go through the saddle point is equivalent to the probability that the one-dimensional electron will be transmitted through the inverted harmonic oscillator potential.

From the work of Fertig and Halperin, in Chapter 4, we will use the Feynman path integral to derive the exact propagator and evaluate the density of states of electron in this model.

## CHAPTER III

## THE PROPAGATOR AND FEYNMAN PATH INTEGRAL

Motivated by the work of Fertig and Halperin, who treat the problem of twodimensional electron in a saddle point potential with a transverse magnetic field by solving Schrodinger equation, we will study the electron energy spectrum in this system by using Feynman path integral approach. Before we present our calculation in next chapter, in this chapter we will review the Feynman path integral and some applications that can be applied to our work.

### 3.1 The Propagator and Feynman Path Integrals

In quantum mechanics, the dynamical information of a quantum mechanical system is contained in the wave function. It is a function, sometimes called the probability amplitude that determines the wave associated with a particle. In practice, we can obtain their wave function by solving the Schrodinger's equation.

In Schrodinger's picture [17], there exists the state vector $|\Psi(\mathrm{t})\rangle$ that evolves as

where $U\left(t, t^{\prime}\right)$ is the time evolution operator satisfying the following properties,
i) $i \hbar \frac{\partial}{\partial \mathrm{t}} \mathrm{U}\left(\mathrm{t}, \mathrm{t}^{\prime}\right)=\mathrm{HU}\left(\mathrm{t}, \mathrm{t}^{\prime}\right)$
ii ) $U\left(t^{\prime}, t^{\prime}\right)=1$
\{initial condition\}

iii) $\mathrm{U}\left(\mathrm{t}^{\prime \prime}, \mathrm{t}\right) \mathrm{U}\left(\mathrm{t}, \mathrm{t}^{\prime}\right)=\mathrm{U}\left(\mathrm{t}^{\prime \prime}, \mathrm{t}^{\prime}\right)$ \{composition law\} 9 ?
iv ) $\mathrm{U}^{+}\left(\mathrm{t}^{\prime \prime}, \mathrm{t}^{\prime}\right)=\mathrm{U}^{-1}\left(\mathrm{t}^{\prime \prime}, \mathrm{t}^{\prime}\right)=\mathrm{U}\left(\mathrm{t}^{\prime}, \mathrm{t}^{\prime \prime}\right)$
and H is the Hamiltonian. If the Hamiltonian is not an explicit function of time then the evolution operator is of the form

$$
\begin{equation*}
\mathrm{U}\left(\mathrm{t}^{\prime \prime}, \mathrm{t}^{\prime}\right)=\exp \left\{-\frac{\mathrm{i}}{\hbar} \mathrm{H}\left(\mathrm{t}^{\prime \prime}, \mathrm{t}^{\prime}\right)\right\} . \tag{3.2}
\end{equation*}
$$

In the configuration representation Eq. (3.1) becomes

$$
\begin{equation*}
\left\langle\vec{x}^{\prime \prime} \mid \Psi\left(t^{\prime \prime}\right)\right\rangle=\int_{-\infty}^{\infty} d^{3} x^{\prime}\left\langle\vec{x}^{\prime \prime}\right| U\left(t^{\prime \prime}, t^{\prime}\right)\left|\vec{x}^{\prime}\right\rangle\left\langle\vec{x}^{\prime} \mid \Psi\left(t^{\prime}\right)\right\rangle, \tag{3.3}
\end{equation*}
$$

where the complete set

$$
\begin{equation*}
\int_{-\infty}^{\infty} d^{3} x^{\prime}\left|\vec{x}^{\prime}\right\rangle\left\langle\vec{x}^{\prime}\right|=1 . \tag{3.4}
\end{equation*}
$$

We can rewrite Eq. (3.3) as

$$
\begin{equation*}
\left\langle\vec{x}^{\prime \prime} \mid \Psi\left(t^{\prime \prime}\right)\right\rangle=\int_{-\infty}^{\infty} d^{3} x^{\prime} K\left(\vec{x}^{\prime \prime}, t^{\prime \prime} ; \vec{x}^{\prime}, t^{\prime}\right)\left\langle\vec{x}^{\prime} \mid \Psi\left(t^{\prime}\right)\right\rangle, \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
K\left(\vec{x}^{\prime \prime}, t^{\prime \prime} ; \vec{x}^{\prime}, t^{\prime}\right)=\left\langle\vec{x}^{\prime \prime}\right| U\left(t^{\prime \prime}, t^{\prime}\right)\left|\vec{x}^{\prime}\right\rangle . \tag{3.6}
\end{equation*}
$$

$\mathrm{K}\left(\overrightarrow{\mathrm{x}}^{\prime \prime}, \mathrm{t}^{\prime \prime} ; \overrightarrow{\mathrm{x}}^{\prime}, \mathrm{t}^{\prime}\right)$ is called the "propagator" as the probability amplitude of a particle to go from $\vec{x}^{\prime}$ at time $t^{\prime}$ to $\vec{x}^{\prime \prime}$ at time $t^{\prime \prime}$.

According to Feynman's idea [18], there are infinitely many paths for a particle to go from the initial point to the final point under the restrictive condition that $\vec{x}\left(t^{\prime}\right)=\vec{x}^{\prime}$, $\vec{x}\left(t^{\prime \prime}\right)=\vec{x}^{\prime \prime}$. Each trajectory contributes to the total amplitude, to go from $\vec{x}^{\prime}$ to $\vec{x}^{\prime \prime}$. They contribute equal amounts to the totalamplitude, but at different phases. The phase of the contribution from a given path is the action $S$ for that path in unit of action $\hbar$. That is, to summarize, the probability $P^{P}\left(\vec{x}^{\prime \prime}, \vec{x}^{\prime}\right)$ to $g o$ from the point $\vec{x}^{\prime}$ at $\mathrm{t}^{\prime}$ to the point $\overrightarrow{\mathrm{x}}^{\prime \prime}$ at $\mathrm{t}^{\prime \prime}$ is the absolute square of an amplitude $\mathrm{K}\left(\overrightarrow{\mathrm{x}}^{\prime \prime}, \mathrm{t}^{\prime \prime} ; \overrightarrow{\mathrm{x}}^{\prime}, \mathrm{t}^{\prime}\right), \mathrm{P}\left(\vec{x}^{\prime \prime}, \vec{x}^{\prime}\right)=\left|\mathrm{K}\left(\overrightarrow{\mathrm{x}}^{\prime \prime}, \mathrm{t}^{\prime \prime} ; \overrightarrow{\mathrm{x}}^{\prime}, \mathrm{t}^{\prime}\right)\right|^{2}$ to go from $\vec{x}^{\prime}$ to $\overrightarrow{\mathrm{x}}^{\prime \prime}$. This amplitude is the sum of all amplitude contributions $\Phi[\overrightarrow{\mathrm{x}}(\mathrm{t})]$ from each path, that is

$$
\begin{equation*}
\mathrm{K}\left(\overrightarrow{\mathrm{x}}^{\prime \prime}, \mathrm{t}^{\prime \prime} ; \overrightarrow{\mathrm{x}}^{\prime}, \mathrm{t}^{\prime}\right)=\sum_{\substack{\text { over ald path } \\ \text { form }}} \Phi\left[\mathrm{x}^{\prime}(\mathrm{t})\right] . \tag{3.7}
\end{equation*}
$$

The contribution of a path has a phase proportional to the action S ,

$$
\begin{equation*}
\Phi[\stackrel{\mathrm{x}}{\mathrm{x}}(\mathrm{t})]=[\text { constant }] \exp \left\{\frac{\mathrm{i}}{\hbar} \mathrm{~S}[\overrightarrow{\mathrm{x}}(\mathrm{t})]\right\}, \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{S}=\int_{\mathrm{t}^{\prime}}^{\mathrm{t}^{\prime \prime}} \mathrm{dt} \mathrm{~L}(\overrightarrow{\mathrm{x}}, \dot{\overrightarrow{\mathrm{x}}}), \tag{3.9}
\end{equation*}
$$

with the Lagrangian

$$
\begin{equation*}
\mathrm{L}(\overrightarrow{\mathrm{x}}, \dot{\vec{x}})=\frac{1}{2} \mathrm{~m} \dot{\vec{x}}^{2}-\mathrm{V}(\overrightarrow{\mathrm{x}}) . \tag{3.10}
\end{equation*}
$$

Actually, we can not evaluate $\mathrm{K}\left(\overrightarrow{\mathrm{x}}^{\prime \prime}, \mathrm{t}^{\prime \prime} ; \vec{x}^{\prime}, \mathrm{t}^{\prime}\right)$ from Eq. (3.7) directly because of the infinitely many paths contributing. Feynman [18] proposed another way to perform a new formalism of $\mathrm{K}\left(\overrightarrow{\mathrm{x}}^{\prime \prime}, \mathrm{t}^{\prime \prime} ; \overrightarrow{\mathrm{x}}^{\prime}, \mathrm{t}^{\prime}\right)$. By dividing the time variable into steps of width $\varepsilon \rightarrow 0$, this gives us a set of value $t_{i}$ spaced at a distance $\varepsilon$ apart between the values $t^{\prime}$ and $t^{\prime \prime}$ .At each time $t_{i}$ we select some special $\vec{x}_{i}$ and construct a path by connecting all points. It is possible to define a sum over all paths in this manner by taking a multiple integral over all values of $\vec{x}_{i}$ for $i$ between 1 and $N-1$, where

where $\mathrm{S}=\int_{\mathbf{t}^{\prime}}^{\mathrm{t}^{\prime \prime}} \mathrm{dt}(\overrightarrow{\mathrm{x}}, \dot{\overrightarrow{\mathrm{x}}})$ and the normalizing factor $\mathrm{A}=\left(\frac{2 \pi \mathrm{i} \hbar \varepsilon}{\mathrm{m}}\right)^{3 / 2}$.

## 

Fig. 9. The sum over paths is defined as a limit, in which at first is specified by giving only its coordinate $x$ at a large number of specified time separated by very small interval $\varepsilon$. The path sum is then an integral over all these specified coordinates. Then to achieve the correct measure, the limit is taken as $\varepsilon$ approaches zero.

For small time slices,

$$
\begin{equation*}
\mathrm{S}\left(\mathrm{t}_{\mathrm{i}}, \mathrm{t}_{\mathrm{i}-1}\right)=\int_{\mathrm{t}} \mathrm{dt} \mathrm{~L}(\overrightarrow{\mathrm{x}}, \dot{\vec{x}})=\frac{\mathrm{m}}{2 \varepsilon}\left(\overrightarrow{\mathrm{x}}_{\mathrm{i}}-\overrightarrow{\mathrm{x}}_{\mathrm{i}-1}\right)^{2}-\varepsilon \mathrm{V}\left(\overrightarrow{\mathrm{x}}_{\mathrm{i}}\right) \tag{3.12}
\end{equation*}
$$

so that Eq. (3.11) can be written as

$$
\begin{align*}
& K\left(\vec{x}^{\prime \prime}, \mathrm{t}^{\prime \prime} ; \overrightarrow{\mathrm{x}}^{\prime}, \mathrm{t}^{\prime}\right)=\lim _{\mathrm{N} \rightarrow \infty}\left(\frac{\mathrm{~m}}{2 \pi \mathrm{i} \hbar \varepsilon}\right)^{\frac{3 \mathrm{~N}}{2}} \iint^{2} \ldots \int_{\sigma}^{3} \mathrm{~d}_{1} \mathrm{~d}^{3} \mathrm{x}_{2} \ldots \mathrm{~d}^{3} \mathrm{x}_{\mathrm{N}-1} \exp \left\{\frac{i}{\hbar} \sum_{\mathrm{i}=1}^{\mathrm{N}} \frac{\mathrm{~m}}{2 \varepsilon}\left(\overrightarrow{\mathrm{x}}_{\mathrm{i}}-\overrightarrow{\mathrm{x}}_{\mathrm{i}-1}\right)^{2}-\varepsilon \mathrm{V}\left(\overrightarrow{\mathrm{x}}_{\mathrm{i}}\right)\right\} . \\
& \text { จุหาลงกรณมหาวทยาลย } \tag{3.13}
\end{align*}
$$

Feynman wrote this sum over all paths in a less restrictive notation as

$$
\begin{equation*}
\mathrm{K}\left(\overrightarrow{\mathrm{x}}^{\prime \prime}, \mathrm{t}^{\prime \prime} ; \overrightarrow{\mathrm{x}}^{\prime}, \mathrm{t}^{\prime}\right)=\int \mathrm{D}[\overrightarrow{\mathrm{x}}(\mathrm{t})] \exp \left\{\frac{\mathrm{i}}{\hbar} \mathrm{~S}\left[\overrightarrow{\mathrm{x}}^{\prime \prime}, \overrightarrow{\mathrm{x}}^{\prime}\right]\right\}, \tag{3.14}
\end{equation*}
$$

which is called the Feynman path integral. Here the symbol $\int \mathrm{D}[\overrightarrow{\mathrm{x}}(\mathrm{t})]$ is defined by Eq. (3.13) and represents an integration over all possible paths connecting the point ( $\vec{x}^{\prime}, t^{\prime}$ ) and ( $\vec{x}^{\prime \prime}, t^{\prime \prime}$ ).

### 3.2 Path Integral of a Free Particle

From Eq. (3.13) we can compute the propagator of a free particle. The Lagrangian for a free particle is

$$
\begin{equation*}
\mathrm{L}(\overrightarrow{\mathrm{x}}, \dot{\mathrm{x}})=\frac{\mathrm{m}}{2} \dot{\vec{x}}^{2} . \tag{3.15}
\end{equation*}
$$

The three dimensional propagator is simply the product of three one-dimensional propagators, so that these is no point in cluttering our equation with vector. We wish to evaluate

$$
\begin{equation*}
\mathrm{K}\left(\vec{x}^{\prime \prime}, \mathrm{t}^{\prime \prime} ; \vec{x}^{\prime}, \mathrm{t}^{\prime}\right)=\lim _{\mathrm{N} \rightarrow \infty}\left(\frac{\mathrm{~m}}{2 \pi \mathrm{i} \hbar \varepsilon}\right)^{\frac{N}{2}} \iint \ldots \int \mathrm{dx}_{1} \mathrm{dx}_{2} \ldots \mathrm{dx}_{\mathrm{N}-1} \exp \left\{\frac{i}{\hbar} \sum_{\mathrm{i}=1}^{\mathrm{N}} \frac{\mathrm{~m}}{2 \varepsilon}\left(\overrightarrow{\mathrm{x}}_{\mathrm{i}}-\overrightarrow{\mathrm{x}}_{\mathrm{i}-1}\right)^{2}\right\} . \tag{3.16}
\end{equation*}
$$

This is an integral of the form $\int_{-\infty}^{\infty} d x \exp \left[-\mathrm{ax}^{2}+\mathrm{bx}\right]$, which is called a gaussian integral. Since the integral of a gaussian is again gaussian, we may carry out the integration on one variable after the other with the help of the formula.


After the integration is completed, the limit may be taken. The result is

$$
\begin{equation*}
K\left(\vec{x}^{\prime \prime}, \mathrm{t}^{\prime \prime} ; \overrightarrow{\mathrm{x}}^{\prime}, \mathrm{t}^{\prime}\right)=\left(\frac{\mathrm{m}}{2 \pi \mathrm{i} \hbar\left(\mathrm{t}^{\prime \prime}-\mathrm{t}^{\prime}\right)}\right)^{\frac{1}{2}} \exp \left\{\left(\frac{\mathrm{im}}{2 \hbar\left(\mathrm{t}^{\prime \prime}-\mathrm{t}^{\prime}\right)}\right)\left(\overrightarrow{\mathrm{x}}^{\prime \prime}-\overrightarrow{\mathrm{x}}^{\prime}\right)^{2}\right\} . \tag{3.18}
\end{equation*}
$$

### 3.3 The Quadratic Lagrangian

In principle, if the path integral is still in a gaussian form, it is possible to carry out the integral over all paths in the way described in the previous section. But in real practice it is too complicated to perform, for example, the harmonic oscillator problem. We now introduce some additional mathematical techniques, which help us to sum over paths in some certain situations. The simplest example to be studied is a quadratic Lagrangian, this corresponds to a case in which the action $S$ contains the path $x(t)$ up to the second power.

To illustrate how the method works in such case, consider a particle whose Lagrangian has the form

$$
\begin{equation*}
\mathrm{L}(\mathrm{x}, \dot{\mathrm{x}}, \mathrm{t})=\mathrm{a}(\mathrm{t}) \dot{\mathrm{x}}^{2}+\mathrm{b}(\mathrm{t}) \mathrm{x} \dot{\mathrm{x}}+\mathrm{c}(\mathrm{t}) \mathrm{x}^{2}+\mathrm{d}(\mathrm{t}) \dot{\mathrm{x}}+\mathrm{e}(\mathrm{t}) \mathrm{x}+\mathrm{f}(\mathrm{t}) . \tag{3.19}
\end{equation*}
$$

The action is the integral of this function with respect to time between two fixed end points. We wish to determine

$$
\begin{equation*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)=\int D[x(t)] \exp \left\{\frac{i}{\hbar} \int_{\mathrm{t}^{\prime}}^{\mathrm{t}^{t^{\prime}}} d t \mathrm{~L}(\mathrm{x}, \dot{\mathrm{x}}, \mathrm{t})\right\} \text {, } \tag{3.20}
\end{equation*}
$$

the integral over all paths which go from $\left(x^{\prime}, t^{\prime}\right)$ to $\left(x^{\prime \prime}, t^{\prime \prime}\right)$. Of course, it is possible to carry out this integral over all paths in the way which was first described by dividing the region into short time elements, and so on. But we shall not go through this tedious calculation, since we can determine the most important characteristics of the propagator in the following way.
Let $\bar{x}(t)$ be the classical path between the specified end points. This

Let $\bar{x}(t)$ be the classical path between the specified end points. This is the path, which has an extremum for the action S. For this notation we will use

$$
\begin{equation*}
\mathrm{S}_{\mathrm{cl}}\left[\mathrm{x}^{\prime \prime}, \mathrm{x}^{\prime}\right]=\mathrm{S}[\overline{\mathrm{x}}(\mathrm{t})] . \tag{3.21}
\end{equation*}
$$

We can represent x in term of x and y

$$
\begin{equation*}
x=\bar{x}+y . \tag{3.22}
\end{equation*}
$$

That is to say, instead of defining a point on the path by its distance $x(t)$ from an arbitrary coordinate axis, we measure instead the deviation $y(t)$ from the classical path, as shown in Fig. 10.


Fig. 10. The difference between the classical path $\bar{x}(t)$ and some possible alternative path. The end point $\mathrm{y}\left(\mathrm{t}^{\prime \prime}\right)=\mathrm{y}\left(\mathrm{t}^{\prime}\right)=0$.

At each $t$ the variable $x$ and $y$ differ by the constant $\bar{x}$. Therefore, clearly, $d x_{i}=$ $d y_{i}$ for each specific point $t_{i}$ in the subdivision of time. In general, we may say $D[x(t)]=$ $\mathrm{D}[\mathrm{y}(\mathrm{t})]$. The integral for the action can be written as

If fill the terms, which does not involve $y$ are collected, the resulting integral is just $\mathrm{S}[\mathrm{x}(\mathrm{t})]=\mathrm{S}_{\mathrm{cl}}$. If all the terms, which contains y as a linear factor, are collected, the resulting integral vanishes. This could be proved by actually carrying out the integration, however, such a calculation is unnecessary, since we already know the result is true. The function $\bar{x}(t)$ is determined by this very requirement Eq. (3.21). That is, $\bar{x}$ is so chosen that there is no change in $S$, to first order, for variation of path around $\overline{\mathrm{x}}$. All that
remains are the second order term in y . These can be easily picked out, so that we can write

$$
\begin{equation*}
\mathrm{S}[\mathrm{x}(\mathrm{t})]=\mathrm{S}_{\mathrm{cl}}\left[\mathrm{x}^{\prime \prime}, \mathrm{x}^{\prime}\right]+\int_{\mathrm{t}^{\prime}}^{\mathrm{t}^{\prime \prime}} \mathrm{dt}\left[\mathrm{a}(\mathrm{t}) \dot{\mathrm{y}}^{2}+\mathrm{b}(\mathrm{t}) \mathrm{y} \dot{\mathrm{y}}+\mathrm{c}(\mathrm{t}) \mathrm{y}^{2}\right] \tag{3.24}
\end{equation*}
$$

The integral over paths dose not depend upon the classical path, so the propagator can be written

$$
\begin{align*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)= & \exp \left\{\frac{i}{\hbar} S_{c l}\left[x^{\prime \prime}, x^{\prime}\right]\right\} \\
& \int D[y(t)] \exp \left\{\frac{i}{\hbar} \int_{t^{\prime}}^{t^{\prime \prime}} d t\left[a(t) \dot{y}^{2}+b(t) y \dot{y}+c(t) y^{2}\right]\right\} . \tag{3.25}
\end{align*}
$$

Since all path $y(t)$ start from and return to the point $y=0$, the integral over paths can be a function only of times at the end points. This means that the kernel can be written as

$$
\begin{equation*}
\mathrm{K}\left(\mathrm{x}^{\prime \prime}, \mathrm{t}^{\prime \prime} ; \mathrm{x}^{\prime}, \mathrm{t}^{\prime}\right)=\mathrm{F}\left(\mathrm{t}^{\prime \prime}, \mathrm{t}^{\prime}\right) \exp \left\{\frac{\mathrm{i}}{\hbar} \mathrm{~S}_{\mathrm{cl}}\left[\mathrm{x}^{\prime \prime}, \mathrm{x}^{\prime}\right]\right\} . \tag{3.26}
\end{equation*}
$$

So the propagator is determined except for a multiplying factor $\mathrm{F}\left(\mathrm{t}^{\prime \prime}, \mathrm{t}^{\prime}\right)$, which may be determined by some other known properties of the solution. However, for a quadratic Lagrangian, van-Vleck [19] and Pauli [20] had verified that the pre-factor $\mathrm{F}\left(\mathrm{t}^{\prime \prime}, \mathrm{t}^{\prime}\right)$ can be evaluated exactly by using the formula
(t') can de evaluated exactly by using the tormula
so that Eq. (3.26) becomes

$$
\begin{equation*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)=\sqrt{\operatorname{det}\left\{\frac{i}{2 \pi \hbar} \frac{\partial^{2}}{\partial x^{\prime \prime} \partial x^{\prime}} S_{c l}\left[x^{\prime \prime}, x^{\prime}\right]\right\}} \exp \left\{\frac{i}{\hbar} S_{\mathrm{cl}}\left[\mathrm{x}^{\prime \prime}, \mathrm{x}^{\prime}\right]\right\} . \tag{3.28}
\end{equation*}
$$

It is interesting to note that the expression $\mathrm{K} \sim \exp \left[\frac{i}{\hbar} \mathrm{~S}_{\mathrm{cl}}\right]$ is exact for the case that $S$ is a quadratic form.

### 3.4 Path Integral of a Harmonic Oscillator

From Eq. (3.28) we can compute the propagator of a harmonic oscillator. For a harmonic oscillator the Lagrangian is

$$
\begin{equation*}
L(x, \dot{x})=\frac{1}{2} m \dot{x}^{2}-\frac{1}{2} m \omega^{2} x^{2} . \tag{3.29}
\end{equation*}
$$

This Lagrangian leads to equation of motion [21]

$$
\begin{equation*}
\ddot{x}+\omega^{2} x^{2}=0 \tag{3.30}
\end{equation*}
$$

Subject to the boundary condition

$$
\begin{equation*}
x(T)=x_{T}, x(0)=x_{0} \text {, } \tag{3.31}
\end{equation*}
$$

and has the solution

$$
\begin{equation*}
\mathrm{x}(\mathrm{t})=\mathrm{A} \cos \omega \mathrm{t}+\mathrm{B} \sin \omega \mathrm{t} . \tag{3.32}
\end{equation*}
$$

After applying the boundary conditions, Eq. (3.32) becomes

Using this result, the action for the classical trajectory Eq. (3.33) is given by

$$
\begin{equation*}
\mathrm{S}_{\mathrm{cl}}=\frac{\mathrm{m}}{2} \int_{0}^{\mathrm{T}} \mathrm{dt}\left\{\left(\frac{\mathrm{dx}}{\mathrm{dt}}\right)^{2}-\omega^{2} \mathrm{x}^{2}\right\}=\frac{\mathrm{m} \omega}{2 \sin \omega \mathrm{~T}}\left\{\left(\mathrm{x}_{\mathrm{o}}^{2}+\mathrm{x}_{\mathrm{T}}^{2}\right) \cos \omega \mathrm{T}-2 \mathrm{x}_{0} \mathrm{x}_{\mathrm{T}}\right\} . \tag{3.34}
\end{equation*}
$$

The pre-factor associated with the propagator can be evaluated exactly. It is found that

$$
\begin{equation*}
F(T)=\sqrt{\frac{\mathrm{m} \omega}{2 \pi \mathrm{i} \hbar \sin \omega \mathrm{~T}}} . \tag{3.35}
\end{equation*}
$$

From Eqs. (3.26), (3.34) and (3.35) we obtain the propagator

$$
\begin{equation*}
\mathrm{K}\left(\mathrm{x}_{\mathrm{T}}, \mathrm{~T} ; \mathrm{x}_{0}, 0\right)=\sqrt{\frac{\mathrm{m} \omega}{2 \pi \mathrm{i} \hbar \sin \omega \mathrm{~T}}} \exp \left\{\frac{\operatorname{im} \omega}{2 \hbar \sin \omega \mathrm{~T}}\left[\left(\mathrm{x}_{\mathrm{o}}^{2}+\mathrm{x}_{\mathrm{T}}^{2}\right) \cos \omega \mathrm{T}-2 \mathrm{x}_{0} \mathrm{x}_{\mathrm{T}}\right]\right\} . \tag{3.36}
\end{equation*}
$$

### 3.5 Density of States and Energy Spectrum

The fundamental quantity that calculated from a path integral is the time evolution amplitude or propagator of a system $K\left(\vec{x}^{\prime \prime}, t^{\prime \prime} ; \vec{x}^{\prime}, t^{\prime}\right)$. In this section we give a general method of evaluation the density of states and energy spectrum from the propagator [22].

For a system with a time-independent Hamiltonian, the propagator can be written as matrix element of the time evolution operator $U\left(t^{\prime \prime}, t^{\prime}\right)=\exp \left\{-\frac{i}{\hbar} H\left(t^{\prime \prime}-t^{\prime}\right)\right\}$ :

$$
\left.K\left(\vec{x}^{\prime \prime}, \mathrm{t}^{\prime \prime} ; \overrightarrow{\mathrm{x}}^{\prime}, \mathrm{t}^{\prime}\right)=\left\langle\overrightarrow{\mathrm{x}}^{\prime \prime}\right| \mathrm{U}\left(\mathrm{t}^{\prime \prime}, \mathrm{t}^{\prime}\right)\left|\vec{x}^{\prime}\right\rangle=\left(\left\langle\overrightarrow{\mathrm{x}}^{\prime \prime}\right| \exp \left\{-\frac{1}{\hbar} \mathrm{Ht} t^{\prime \prime}\right\}\right)\left(\exp \left\{\frac{\mathrm{i}}{\hbar} \mathrm{Ht} t^{\prime}\right\} \overrightarrow{\mathrm{x}}^{\prime}\right\rangle\right),
$$

which implies


We now want to use the explicit form of the propagator in order to calculate the energy spectrum of a particle in the potential. To this end we consider the trace of the timeevolution operator:

$$
\begin{aligned}
G\left(t^{\prime \prime}-t^{\prime}\right) & =\operatorname{Tr}\left[\exp \left\{-\frac{i}{\hbar} H\left(t^{\prime \prime}-t^{\prime}\right)\right\}\right] \\
& =\int_{-\infty}^{\infty} \mathrm{d}^{3} \mathrm{x}_{0}\left\langle\overrightarrow{\mathrm{x}}_{0}\right| \exp \left\{-\frac{i}{\hbar} \mathrm{H}\left(\mathrm{t}^{\prime \prime}-\mathrm{t}^{\prime}\right)\right\}\left|\overrightarrow{\mathrm{x}}_{0}\right\rangle \\
& =\int_{-\infty}^{\infty} \mathrm{d}^{3} \mathrm{x}_{0} \mathrm{~K}\left(\overrightarrow{\mathrm{x}}_{0}, \mathrm{t}^{\prime \prime} ; \vec{x}_{0}, \mathrm{t}^{\prime}\right) \\
& =\int_{-\infty}^{\infty} \mathrm{d}^{3} \mathrm{x}_{0} \sum_{\mathrm{n}=0}^{\infty}\left|\varphi_{\mathrm{n}}\left(\overrightarrow{\mathrm{x}}_{0}\right)\right|^{2} \exp \left\{-\frac{i}{\hbar} E_{\mathrm{n}}\left(\mathrm{t}^{\prime \prime}-\mathrm{t}^{\prime}\right)\right\} \\
G(\mathrm{~T}) & =\sum_{\mathrm{n}=0}^{\infty} \exp \left\{-\frac{i}{\hbar} E_{\mathrm{n}} T\right\},
\end{aligned}
$$

i.e., where $\varphi_{\mathrm{n}}\left(\overrightarrow{\mathrm{x}}_{0}\right)=\left\langle\overrightarrow{\mathrm{x}}_{0} \mid \mathrm{n}\right\rangle$ is the eigenfunction with eigenvalue n and $\mathrm{T}=\mathrm{t}^{\prime \prime}-\mathrm{t}^{\prime}$, we have found

$$
\begin{equation*}
G(T)=\operatorname{Tr}\left[\exp \left\{-\frac{i}{\hbar} H T\right\}\right]=\sum_{n=0}^{\infty} \exp \left\{-\frac{i}{\hbar} E_{n} T\right\} \tag{3.38}
\end{equation*}
$$

With the Fourier transform

$$
\begin{equation*}
\overline{G(E)}=\int_{0}^{\infty} \mathrm{dT} \exp \left\{\frac{\mathrm{iET}}{\hbar}\right\} G(T), \tag{3.39}
\end{equation*}
$$

we immediately obtain

$$
\begin{align*}
& \text { 66) } \underbrace{G(E)}=\sum_{n=0}^{\infty} \int_{0}^{\infty} d T \exp \left\{\frac{1}{\hbar}\left(E-E_{n}\right) T\right\} \tag{3.40}
\end{align*}
$$

As an example of the foregoing formalism, we consider the harmonic oscillator. It is easy to deduce the energy levels $\mathrm{E}_{\mathrm{n}}$ by forming the trace

$$
\begin{align*}
G(T) & =\int_{-\infty}^{\infty} d x K(x, T ; x, 0) \\
& =\sqrt{\frac{m \omega}{2 \pi i \hbar \sin \omega T} \int_{-\infty}^{\infty} d x \exp \left\{\frac{i}{\hbar} \frac{m \omega x^{2}}{\sin \omega T}(\cos \omega T-1)\right\}} \\
& =\frac{1}{2 i \sin \frac{\omega T}{2}} \\
& =\sum_{n=0}^{\infty} \exp \left\{-i\left(n+\frac{1}{2}\right) \omega T\right\} \tag{3.41}
\end{align*}
$$

The Fourier transform is

$$
\begin{equation*}
G(E)=\sum_{n=0}^{\infty} \frac{i \hbar}{E-\left(n+\frac{1}{2}\right) \hbar \omega} \tag{3.42}
\end{equation*}
$$

which gives the energy level

$$
\begin{equation*}
\mathrm{E}_{\mathrm{n}}=\left(\mathrm{n}+\frac{1}{2}\right) \hbar \omega, \mathrm{n}=0,1,2, \ldots \tag{3.43}
\end{equation*}
$$

From Eq. (3.38), G(T) can be rewritten as an integral

with

$$
\begin{equation*}
66 \leadsto 9 \sim \rho(\mathrm{E})=\sum_{\mathrm{n}} \delta\left(\mathrm{E}-\mathrm{E}_{\mathrm{n}}\right), \tag{3.45}
\end{equation*}
$$

being the densityoof states available to the system in an energy interval (E+dE). The density of states may also be written formally as

$$
\begin{equation*}
\rho(\mathrm{E})=\frac{1}{\pi \hbar} \operatorname{Re}\left[\int_{0}^{\infty} \mathrm{dT} \operatorname{Tr}\left[\mathrm{~K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \mathrm{~T} ; \overrightarrow{\mathrm{r}}_{0}, 0\right)\right] \exp \left\{\frac{\mathrm{iET}}{\hbar}\right\}\right] . \tag{3.46}
\end{equation*}
$$

### 3.6 Path Integral of an Electron Confined in Two Dimensions with Perpendicular Magnetic Field

We now return to the system of an electron confined in two dimensions under the influence of a transverse magnetic field $B$, in $z$ direction. Using the symmetric gauge $\vec{A}=B(-y / 2, x / 2,0)$, the Lagrangian of the corresponding classical system is

$$
\begin{equation*}
\mathrm{L}=\frac{\mathrm{m}}{2}\left\{\dot{\mathrm{x}}^{2}+\dot{\mathrm{y}}^{2}+\omega(\mathrm{x} \dot{\mathrm{y}}-\mathrm{y} \dot{\mathrm{x}})\right\} \tag{3.47}
\end{equation*}
$$

where $\omega=\mathrm{eB} / \mathrm{mc}$ is the cyclotron frequency. Eq. (3.47) leads to the equation of motion [21]

$$
\begin{equation*}
\ddot{x}-\omega \dot{y}=0, \tag{3.48}
\end{equation*}
$$

Subject to the boundary condition

$$
\begin{equation*}
x(0)=x_{0}, x(T)=x_{T}, y(0)=y_{0}, y(T)=y_{T} \tag{3.50}
\end{equation*}
$$

In order to solve the classical motion, we substitute Eq. (3.49) into Eq. (3.48), then we have
สถาบันวิทยบริการ
which has the solution $\frac{\mathrm{d}^{3} \mathrm{x}}{\mathrm{dt}^{3}+\omega^{2} \frac{\mathrm{dx}}{\mathrm{dt}}=0,6}$

$$
\begin{equation*}
\ddot{y}+\omega \dot{x}=0 . \tag{3.49}
\end{equation*}
$$

$$
\begin{equation*}
x(t)=A \sin \omega t+B \cos \omega t+C \tag{3.51}
\end{equation*}
$$

Using Eqs. (3.51) and (3.48), we obtain

$$
\begin{equation*}
y(t)=A \cos \omega t-B \sin \omega t+D \tag{3.52}
\end{equation*}
$$

where $\mathrm{A}, \mathrm{B}, \mathrm{C}$ and D are arbitrary constants. After applying boundary condition, Eqs. (3.51) and (3.52) becomes

$$
\begin{align*}
x(t)= & x_{0}+\frac{\left(x_{T}-x_{0}\right)}{4 \sin ^{2} \frac{\omega T}{2}}[\sin \omega T \sin \omega t+(\cos \omega T-1)(\cos \omega t-1)]  \tag{3.53}\\
& +\frac{\left(y_{T}-y_{0}\right)}{4 \sin ^{2} \frac{\omega T}{2}}[(\cos \omega T-1) \sin \omega t+\sin \omega T(\cos \omega t-1)], \\
y(t)= & y_{0}+\frac{\left(x_{T}-x_{0}\right)}{4 \sin ^{2} \frac{\omega T}{2}}[\sin \omega T(\cos \omega t-1)-\sin \omega t(\cos \omega T-1)]  \tag{3.54}\\
& +\frac{\left(y_{T}-y_{0}\right)}{4 \sin ^{2} \frac{\omega T}{2}}[(\cos \omega T-1)(\cos \omega t-1)+\sin \omega T \sin \omega t] .
\end{align*}
$$

Using Eq. (3.28) we obtain the propagator

$$
\begin{align*}
\mathrm{K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \mathrm{~T} ; \overrightarrow{\mathrm{r}}_{0}, 0\right)= & \frac{\mathrm{m}}{2 \pi i \hbar \mathrm{~T}}\left(\frac{\omega \mathrm{~T} / 2}{\sin (\omega \mathrm{~T} / 2)}\right) \\
& \exp \left\{\frac{\mathrm{im}}{2 \hbar}\left(\frac{\omega}{2} \cot \frac{\omega \mathrm{~T}}{2}\left(\left(\mathrm{x}_{\mathrm{T}}-\mathrm{x}_{0}\right)^{2}+\left(\mathrm{y}_{\mathrm{T}}-\mathrm{y}_{0}\right)^{2}+\omega\left(\mathrm{x}_{0} \mathrm{y}_{\mathrm{T}}-\mathrm{x}_{\mathrm{T}} \mathrm{y}_{0}\right)\right)\right\} .\right.
\end{align*}
$$

Because $\mathrm{K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \mathrm{T} ; \overrightarrow{\mathrm{r}}_{0}, 0\right)$ obtained in Eq. (3.55) is translation invariant, having the property
so that for finding the density of states, the end point $\overrightarrow{\mathrm{r}}_{\mathrm{T}}$ and initial point $\overrightarrow{\mathrm{r}}_{0}$ must be the same. It therefore follows that [23]

$$
\begin{equation*}
\rho(\mathrm{E})=\frac{\mathrm{A}}{\pi \hbar} \operatorname{Re}\left[\int_{0}^{\mathrm{T}} \mathrm{dT} K(0,0, \mathrm{~T}) \exp \left\{\frac{\mathrm{iET}}{\hbar}\right\}\right], \tag{3.57}
\end{equation*}
$$

where $A$ is area of the system.

Now applying Eq. (3.57) to Eq. (3.55), one finds the density of states of an electron,

$$
\begin{equation*}
\rho(\mathrm{E})=\frac{\mathrm{m} \omega \mathrm{~A}}{2 \pi \hbar} \sum_{\mathrm{n}=0}^{\infty} \delta\left(\mathrm{E}-\left(\mathrm{n}+\frac{1}{2}\right) \hbar \omega\right) . \tag{3.58}
\end{equation*}
$$

Eq. (3.58) consists of discrete energy level at each Landau levels ( $\mathrm{n}+\frac{1}{2}$ ) $\hbar \omega$ separated by cyclotron energy $\hbar \omega$, and degeneracy per Landau level per unit area is $\frac{\mathrm{m} \omega}{2 \pi \hbar}$ which is equivalent to Eqs. (2.7) and (2.8).

### 3.7 Path Integral of an Electron Confined in Two-Dimensional Harmonic Potential with

 Perpendicular Magnetic FieldFrom Eq. (3.47), in the presence of an isotropic quadratic potential, $V_{\lambda}(x, y)=\frac{m \lambda^{2}}{2}\left(x^{2}+y^{2}\right)$, where $\lambda$ is a parameter representing this potential. The Lagrangian in Eq. (3.47) becomes

$$
\begin{equation*}
\mathrm{L}=\frac{\mathrm{m}}{2}\left\{\dot{\mathrm{x}}^{2}+\dot{\mathrm{y}}^{2}+\omega(\mathrm{x} \dot{\mathrm{y}}-\mathrm{y} \dot{\mathrm{x}})-\lambda^{2}\left(\mathrm{x}^{2}+\mathrm{y}^{2}\right)\right\} \tag{3.59}
\end{equation*}
$$

the equations of motion are in the form

In order to solve these equations, Papadopoulos [24] introduced a $2 \times 2$ matrix

$$
\overline{\mathrm{J}}=\left|\begin{array}{cc}
0 & -1  \tag{3.62}\\
1 & 0
\end{array}\right| .
$$

Using this matrix, Eqs. (3.60) and (3.61) can be written as

$$
\begin{equation*}
\ddot{\overline{\mathrm{r}}}+\omega \overline{\mathrm{J}} \dot{\overline{\mathrm{r}}}+\lambda^{2} \overline{\mathrm{r}}=0, \tag{3.63}
\end{equation*}
$$

where the matrix $\bar{r}=\left|\begin{array}{l}x \\ y\end{array}\right|$. Writing the solution of Eq. (3.63) in the form $\vec{r} \sim \exp (\bar{\gamma} t)$, the auxiliary equation associated with Eq. (3.63) is

$$
\begin{equation*}
\bar{\gamma}^{2}+\omega \overline{\mathrm{J}} \bar{\gamma}+\lambda^{2} \overline{\mathrm{I}}=0 . \tag{3.64}
\end{equation*}
$$

where the unit matrix $\overline{\mathrm{I}}=\left|\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right|$. This equation is satisfied by the matrices

$$
\begin{equation*}
\bar{\gamma}_{1}=-\frac{\omega}{2} \bar{J}+\omega^{\prime} \bar{J}, \tag{3.65}
\end{equation*}
$$

where $\omega^{\prime}=\sqrt{\frac{\omega^{2}}{4}+\lambda^{2}}$. Thus, the solution of Eq. (3.63) is

$$
\begin{equation*}
\overline{\mathrm{r}}(\mathrm{t})=\exp \left\{\frac{-\omega \overline{\mathrm{J}} \mathrm{t}}{2}\right\}\left(\exp \left\{\omega^{\prime} \overline{\mathrm{J}} \mathrm{t}\right\} \overline{\mathrm{A}}+\exp \left\{-\omega^{\prime} \overline{\mathrm{J}} \mathrm{t}\right\} \overline{\mathrm{B}}\right) \tag{3.67}
\end{equation*}
$$

where $\overline{\mathrm{A}}$ and $\overline{\mathrm{B}}$ are arbitrary constants. Using the property $\exp \{ \pm \overline{\mathrm{J}} \beta\}=\overline{\mathrm{I}} \cos \beta \pm \overline{\mathrm{J}} \sin \beta$, and applying boundary condition $\tilde{\mathrm{r}}(0)=\overline{\mathrm{r}}_{0}=\left|\begin{array}{l}\mathrm{x}_{0} \\ \mathrm{y}_{0}\end{array}\right|$ and $\overline{\mathrm{r}}(\mathrm{T})=\overline{\mathrm{r}}_{\mathrm{T}}=\left\lvert\, \begin{aligned} & \mathrm{x}_{\mathrm{T}} \\ & \mathrm{y}_{\mathrm{T}}\end{aligned}\right.$


$$
\begin{equation*}
\overline{\mathrm{r}}(\mathrm{t})=\frac{\exp \left\{\frac{-\omega \overline{\mathrm{J}} \mathrm{t}}{2}\right\}}{\sin \omega^{\prime} \mathrm{T}}\left(\exp \left\{\frac{\omega^{\prime} \overline{\mathrm{J} T}}{2}\right\} \sin \omega^{\prime} \mathrm{t} \overline{\mathrm{r}}_{\mathrm{T}}+\sin \omega^{\prime}(\mathrm{T}-\mathrm{t}) \overline{\mathrm{r}}_{0}\right) \tag{3.68}
\end{equation*}
$$

Using this result, the classical action is given by

$$
\begin{aligned}
\mathrm{S}_{\mathrm{cl}}=\frac{\mathrm{m} \omega^{\prime}}{2 \sin \omega^{\prime} \mathrm{T}} & \left(\left(\mathrm{x}_{0}^{2}+\mathrm{x}_{\mathrm{T}}^{2}+\mathrm{y}_{0}^{2}+\mathrm{y}_{\mathrm{T}}^{2}\right) \cos \omega^{\prime} \mathrm{T}\right. \\
& \left.-2\left(\mathrm{x}_{0} \mathrm{x}_{\mathrm{T}}-\mathrm{y}_{0} \mathrm{y}_{\mathrm{T}}\right) \cos \frac{\omega \mathrm{T}}{2}+2\left(\mathrm{x}_{0} \mathrm{y}_{\mathrm{T}}-\mathrm{x}_{\mathrm{T}} \mathrm{y}_{0}\right) \sin \frac{\omega \mathrm{T}}{2}\right)
\end{aligned}
$$

Substituting Eq. (3.69) into Eq. (3.28), we obtain the exact propagator

$$
\begin{align*}
& \mathrm{K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \mathrm{~T} ; \overrightarrow{\mathrm{r}}_{0}, 0\right)= \frac{\mathrm{m}}{2 \pi \mathrm{i} \hbar \sin \omega^{\prime} \mathrm{T}} \\
& \exp \left\{\frac { i m \omega ^ { \prime } } { 2 \hbar \operatorname { s i n } \omega ^ { \prime } \mathrm { T } } \left(\left(\mathrm{x}_{0}^{2}+\mathrm{x}_{\mathrm{T}}^{2}+\mathrm{y}_{0}^{2}+\mathrm{y}_{\mathrm{T}}^{2}\right) \cos \omega^{\prime} \mathrm{T}\right.\right. \\
&\left.\left.\quad-2\left(\mathrm{x}_{0} \mathrm{x}_{\mathrm{T}}-\mathrm{y}_{0} \mathrm{y}_{\mathrm{T}}\right) \cos \frac{\omega \mathrm{T}}{2}+2\left(\mathrm{x}_{0} \mathrm{y}_{\mathrm{T}}-\mathrm{x}_{\mathrm{T}} \mathrm{y}_{0}\right) \sin \frac{\omega \mathrm{T}}{2}\right)\right\} . \tag{3.70}
\end{align*}
$$

After taking the trace Eq. (3.70), we obtain

$$
\begin{align*}
G(T) & =\left(\frac{1}{2 i \sin \left(\omega^{\prime}+\frac{\omega}{2}\right) T}\right)\left(\frac{1}{2 i \sin \left(\omega^{\prime}-\frac{\omega}{2}\right) T}\right)  \tag{3.71}\\
& =\sum_{p=0}^{\infty} \exp \left\{-i\left(p+\frac{1}{2}\right)\left(\omega^{\prime}+\frac{\omega}{2}\right) T\right\} \sum_{q=0}^{\infty} \exp \left\{-i\left(q+\frac{1}{2}\right)\left(\omega^{\prime}-\frac{\omega}{2}\right) T\right\}
\end{align*}
$$

In comparison with Eq. (3.41), it is found that this is a product of two harmonic oscillators with renormalized frequency $\omega^{\prime}+\frac{\omega}{2}$ and $\omega^{\prime}-\frac{\omega}{2}$. Substituting Eq. (3.71) into Eq. (3.46),

$$
\begin{align*}
& \text { then the density of state is given by } \sigma \\
& \rho(\mathrm{E})=\sum_{\mathrm{p}, \mathrm{q}=0}^{\infty} \delta\left(\mathrm{E}-\left(\mathrm{p}+\frac{1}{2}\right) \hbar\left(\omega^{\prime}+\frac{\omega}{2}\right)-\left(\mathrm{q}-\frac{1}{2}\right) \hbar\left(\omega^{\prime}-\frac{\omega}{2}\right)\right) .
\end{align*}
$$

Eq. (3.72) indicates the discrete level at each index $p$ and $q$.

The matrix method of Papadopoulos has been used by Kagalovsky [25] to evaluate the exact propagator of a two-dimensional electron system in the model of Fertig and Halperin. Since $\mathrm{V}_{\mathrm{sp}}(\mathrm{x}, \mathrm{y})$ of Fertig and Halperin is anisotropic which matrix method is not applicable, Kagalovsky assumed the saddle point potential in the isotropic form $V_{\lambda}(x, y)=\frac{m \lambda^{2}}{2}\left(x^{2}-y^{2}\right)$. By using symmetric gauge $\vec{A}=B(-y / 2, x / 2,0)$ for magnetic field in the $z$ direction, the Lagrangian of the corresponding classical system is presented as

$$
\begin{equation*}
\mathrm{L}=\frac{\mathrm{m}}{2}\left(\dot{\overline{\mathrm{r}}}^{2}-\lambda^{2} \sigma_{3} \overline{\mathrm{r}}^{2}+\omega \dot{\overline{\mathrm{T}}} \overline{\overline{\mathrm{r}}} \overline{\mathrm{r}}\right), \tag{3.73}
\end{equation*}
$$

where $\sigma_{3}=\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$ is a Pauli matrix. The action is calculated along the trajectory evolving via the equation of motion

$$
\begin{equation*}
\ddot{\overline{\mathrm{r}}}+\omega \overline{\mathrm{J}} \dot{\overline{\mathrm{r}}}-\lambda^{2} \sigma_{3} \overline{\mathrm{r}}=0 . \tag{3.74}
\end{equation*}
$$

The solution of Eq. (3.74) may be written in the form $\overline{\mathrm{r}} \sim \exp (\overline{\mathrm{R}} \mathrm{t})$, where the matrix $\overline{\mathrm{R}}$ has the structure


After this substitution, Eq.(3.74) becomes $\ell \| \square$ な?

$$
0 \text { Q } 0
$$

which has two solutions, $\overline{\mathrm{R}}_{1}=\left(\begin{array}{cc}0 & -\omega_{2} \\ \omega_{1} & 0\end{array}\right) \quad$ and $\quad \overline{\mathrm{R}}_{2}=-\left(\begin{array}{cc}0 & \omega_{4} \\ \omega_{3} & 0\end{array}\right)$ where $\omega_{1,3}= \pm\left(\omega^{2}-2 \lambda^{2} \pm \sqrt{\omega^{4}+4 \lambda^{4}}\right) / 2 \omega, \quad \omega_{2,4}= \pm 2 \omega \lambda^{2}\left(\omega^{2}+2 \lambda^{2} \pm \sqrt{\omega^{4}+4 \lambda^{4}}\right) . \quad$ The exponentials can be presented as matrices

$$
\begin{align*}
& \exp \left(\overline{\mathrm{R}}_{1} \mathrm{t}\right)=\left(\begin{array}{cc}
\cos \omega^{\prime} \mathrm{t} & \frac{\omega_{1}}{\omega^{\prime}} \sin \omega^{\prime} \mathrm{t} \\
-\frac{\omega_{2}}{\omega^{\prime}} \sin \omega^{\prime} \mathrm{t} & \cos \omega^{\prime} \mathrm{t}
\end{array}\right)  \tag{3.77}\\
& \exp \left(\overline{\mathrm{R}}_{2} \mathrm{t}\right)=\left(\begin{array}{cc}
\cosh \omega^{\prime \prime t} & \frac{\omega_{3}}{\omega^{\prime \prime}} \sinh \omega^{\prime \prime} \mathrm{t} \\
-\frac{\omega_{4}}{\omega^{\prime \prime}} \sinh \omega^{\prime \prime} \mathrm{t} & \cosh \omega^{\prime \prime} \mathrm{t}
\end{array}\right) \tag{3.78}
\end{align*}
$$

where $\omega^{\prime}=\sqrt{\omega_{1} \omega_{2}}$ and $\omega^{\prime \prime}=\sqrt{\omega_{3} \omega_{4}}$.
Therefore the general solution of Eq. (3.74) is $\overline{\mathrm{r}}(\mathrm{t})=\exp \left(\overline{\mathrm{R}}_{1} \mathrm{t}\right) \overline{\mathrm{a}}+\exp \left(\overline{\mathrm{R}}_{2} \mathrm{t}\right) \overline{\mathrm{b}}$. Matrices $\overline{\mathrm{a}}$ and $\overline{\mathrm{b}}$ are determined from the boundary conditions $\overline{\mathrm{r}}(\mathrm{T})=\overline{\mathrm{r}}_{\mathrm{T}}, \overline{\mathrm{r}}(0)=\overline{\mathrm{r}}_{0}$. Since the Lagrangian in this case is quadratic the classical action can be evaluated from

$$
\begin{equation*}
\mathrm{S}_{\mathrm{cl}}=\frac{\mathrm{m}}{2}\left(\overline{\mathrm{r}}_{\mathrm{T}} \dot{\mathrm{r}}_{\mathrm{T}}-\overline{\mathrm{r}}_{0} \dot{\overline{\mathrm{r}}}_{0}\right) \tag{3.79}
\end{equation*}
$$

After applying boundary condition to $\overline{\mathrm{r}}(\mathrm{t})$ then substituting into Eq. (3.79), the classical action is given by the following formula:

$$
\begin{align*}
& \mathrm{S}_{\mathrm{cl}}=\frac{\mathrm{m}}{2 \Delta}\left\{( \mathrm { x } _ { \mathrm { T } } ^ { 2 } + \mathrm { x } _ { 0 } ^ { 2 } ) \left[\left(\frac{\omega_{2} \omega_{3}}{\omega^{\prime}}+\omega^{\prime}\right) \sin \omega^{\prime} \mathrm{T} \cosh \omega^{\prime \prime} \mathrm{T}\right.\right. \\
&\left.-\left(\frac{\omega_{1} \omega_{4}}{\omega^{\prime \prime}}+\omega^{\prime \prime}\right) \cos \omega^{\prime} \mathrm{T} \sinh \omega^{\prime \prime} \mathrm{T}\right]
\end{aligned} \quad \begin{aligned}
& \left(2 \mathrm{x}_{\mathrm{T}} \mathrm{x}_{0}\right)\left[-\left(\frac{\omega_{2} \omega_{3}}{\omega^{\prime}}+\omega^{\prime}\right) \sin \omega^{\prime} \mathrm{T}+\left(\frac{\omega_{1} \omega_{4}}{\omega^{\prime \prime}}+\omega^{\prime \prime}\right) \sinh \omega^{\prime \prime} \mathrm{T}\right] \\
& +\left(\mathrm{y}_{\mathrm{T}}^{2}+\mathrm{y}_{0}^{2}\right)\left[\left(\omega^{\prime}-\frac{\omega_{1} \omega_{4}}{\omega^{\prime}}\right) \sin \omega^{\prime} \mathrm{T} \cosh \omega^{\prime \prime} \mathrm{T}\right.
\end{align*}
$$

where $\quad \Delta=2-2 \cos \omega^{\prime} T \cosh \omega^{\prime \prime} T+\frac{\omega_{2} \omega_{3}-\omega_{1} \omega_{4}}{\omega^{\prime} \omega^{\prime \prime}} \sin \omega^{\prime} T \sinh \omega^{\prime \prime} T$. Using Van Vleck-Pauli formula to evaluate the pre-factor, the exact propagator is given by

$$
\begin{align*}
& \mathrm{K}\left(\overline{\mathrm{r}}_{\mathrm{T}}, \mathrm{~T} ; \overline{\mathrm{r}}_{0}, 0\right)=\frac{\mathrm{m}}{2 \pi \mathrm{i} \hbar}\left\{4 \sin ^{2} \omega^{\prime} \mathrm{T}\left[\omega_{1} \omega_{4}-\omega_{2} \omega_{3}+\omega^{\prime \prime 2}-\omega^{\prime 2}\right]\right. \\
& \quad+4 \sin \omega^{\prime} \mathrm{T} \sinh \omega^{\prime \prime} \mathrm{T}\left[2 \omega^{\prime} \omega^{\prime \prime}+\left(\omega_{1} \omega_{4}-\omega_{2} \omega_{3}\right)\left(\frac{\omega^{\prime \prime}}{\omega^{\prime}}-\frac{\omega^{\prime}}{\omega^{\prime \prime}}\right)+\frac{\left(\omega_{1}^{2} \omega_{4}^{2}+\omega_{2}^{2} \omega_{3}^{2}\right)}{\omega^{\prime} \omega^{\prime \prime}}\right] \\
& \quad+4 \sinh ^{2} \omega^{\prime \prime \prime} \mathrm{T}\left[\omega^{\prime \prime 2}+\omega_{1} \omega_{4}-\omega_{2} \omega_{3}-\omega^{\prime 2}\right] \\
& \left.\quad+\left(\cosh \omega^{\prime \prime} \mathrm{T}-\cos \omega^{\prime} \mathrm{T}\right)^{2}\left[\omega_{1}+\omega_{2}+\omega_{3}-\omega_{4}\right]^{2}\right\}^{1 / 2} \exp \left\{\frac{\mathrm{i}}{\hbar} \mathrm{~S}_{\mathrm{cl}}\right\} \tag{3.81}
\end{align*}
$$

This is the exact propagator of Kagalovsky, which can be used to consider the behavior of a tunneling electron. Kagalovsky pointed out that the propagator might be transformed to new coordinates is product of two independent propagators, $\mathrm{K}_{1}$ for the inverted harmonic and $K_{2}$ for the harmonic oscillator. The relation between the propagator in "old" coordinate Eq. (3.81) and in coordinates from the work of Fertig and Halperin is given by the following integral:

$$
\begin{align*}
\mathrm{K}\left(\overline{\mathrm{r}}_{\mathrm{T}}, \mathrm{~T} ; \overline{\mathrm{r}}_{0}, 0\right)= & \iiint \int \mathrm{d} \mathrm{X}^{\prime} \mathrm{ds} \mathrm{~s}^{\prime} \mathrm{d} \mathrm{X}^{\prime \prime} d s^{\prime \prime} \mathrm{K}_{1}\left(\mathrm{X}^{\prime \prime}, \mathrm{T} ; \mathrm{X}^{\prime}, 0\right) \mathrm{K}_{2}\left(\mathrm{~s}^{\prime \prime}, \mathrm{T} ; \mathrm{s}^{\prime}, 0\right) \\
& \delta\left(\mathrm{x}_{\mathrm{T}}-\sqrt{\frac{2}{\mathrm{~m} \omega}}\left(\alpha_{1} \mathrm{X}^{\prime \prime}-\beta_{2} \mathrm{~s}^{\prime \prime}\right)\right) \delta\left(\mathrm{x}_{0}-\sqrt{\frac{2}{\mathrm{~m} \omega}}\left(\alpha_{1} \mathrm{X}^{\prime}-\beta_{2} \mathrm{~s}^{\prime}\right)\right) \\
& \exp \left\{\frac{i}{\hbar} \sqrt{\frac{\mathrm{~m} \mathrm{\omega}}{2}}\left(\beta_{3} \mathrm{X}^{\prime \prime}+\alpha_{4} \mathrm{~s}^{\prime \prime}\right) \mathrm{y}_{\mathrm{T}}\right\} \exp \left\{\frac{i}{\hbar} \sqrt{\frac{\mathrm{~m} \omega}{2}}\left(\beta_{3} \mathrm{X}^{\prime}+\alpha_{4} \mathrm{~s}^{\prime}\right) \mathrm{y}_{0}\right\},
\end{align*}
$$

where $\alpha_{\mathrm{i}}$ and $\beta_{\mathrm{i}}$ are coefficient dependent on $m, \omega$, and $\lambda$, In this thesis, we will show that the exact propagator in the case of anisotropic saddle point potential $\mathrm{V}_{\mathrm{sp}}(\mathrm{x}, \mathrm{y})$ can be obtained. Since the matrix method cannot use in the case of anisotropy, we will develop a new method to solve the classical motion. The detailed calculation is presented in the next chapter.

## CHAPTER IV

# EXACT PROPAGATOR FOR TWO-DIMENSIONAL ELECTRON <br> IN AN ANISOTROPIC QUADRATIC SADDLE POINT <br> POTENTIAL IN A TRANSVERSE <br> MAGNETIC FIELD 

In this chapter, we derive the exact propagator for a two-dimensional system in the presence of transverse magnetic field and anisotropic quadratic saddle point potential. As presented in Chapter 3, when the potential is in the form of an isotropic quadratic potential the propagator can be evaluated exactly by using two-dimensional matrix of Papadopoulos. However, the matrix method is not applicable in our case due to the anisotropy of saddle point potential. In stead we introduce the complex variable path to decouple the two classical equations of motion. The classical solutions are obtained and used to calculate the classical action. Since the action is quadratic one can obtain the pre-factor by employing the Van Vleck-Pauli method which leads to the exact propagator. The propagator can be used to obtain the density of states and energy spectrum.


### 4.1 Classical Action and Exact Propagator

We now consider the problem of an electron confined in a two-dimensional quadratic saddle point potential $\mathrm{V}_{\mathrm{sp}}(\mathrm{x}, \mathrm{y})=\mathrm{V} 0+(\mathrm{m} / 2)\left(\Omega_{x}^{2} \mathrm{x}^{2}-\Omega_{\mathrm{y}}^{2} \mathrm{y}^{2}\right)$ with a magnetic field B has the direction along the z-axis. The Lagrangian of the corresponding classical system is presented as

$$
\begin{equation*}
L=\frac{m}{2}\left(\dot{x}^{2}+\dot{y}^{2}\right)+\frac{m \omega}{2}(x \dot{y}-y \dot{x})-\frac{m}{2}\left(\Omega_{x}^{2} x^{2}-\Omega_{y}^{2} y^{2}\right)-V_{o}, \tag{4.1}
\end{equation*}
$$

where $\omega=\mathrm{eB} / \mathrm{mc}$ is the cyclotron frequency, $\Omega_{\mathrm{x}}$ and $\Omega_{\mathrm{y}}$ are parameters representing the harmonic and inverted harmonic of saddle point potential
in the x and y directions, respectively, and $\mathrm{V}_{0}$ is the top of the saddle point potential. The required propagator can be written in the path integral form,

$$
\begin{equation*}
\mathrm{K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \mathrm{~T} ; \overrightarrow{\mathrm{r}}_{0}, 0\right)=\int \mathrm{D}[\overrightarrow{\mathrm{r}}(\mathrm{t})] \exp \left\{\frac{\mathrm{i}}{\hbar} \mathrm{~S}\left[\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \overrightarrow{\mathrm{r}}_{0}\right]\right\}, \tag{4.2}
\end{equation*}
$$

where $\left.\vec{r}_{\vec{r}}=(\mathrm{x}, \mathrm{y}), \quad \mathrm{S}\left[\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \vec{r}_{0}\right]=\int_{0}^{\mathrm{T}} \mathrm{dtL} L \overrightarrow{\mathrm{r}}, \dot{\vec{r}}, \mathrm{t}\right)$ is the action and $\mathrm{D}[\overrightarrow{\mathrm{r}}(\mathrm{t})]$ denote measure of the path integral to be carried out with the boundary conditions $\overrightarrow{\mathrm{r}}(0)=\vec{r}_{0}$ and $\overrightarrow{\mathrm{r}}(\mathrm{T})=\overrightarrow{\mathrm{r}}_{\mathrm{T}}$. The propagator in Eq. (4.1) can be rewritten as

$$
\begin{align*}
\mathrm{K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \mathrm{~T} ; \vec{r}_{0}, 0\right)=\iint \mathrm{D}[\mathrm{x}(\mathrm{t})] \mathrm{D}[\mathrm{y}(\mathrm{t})] \exp \left\{\frac { \mathrm { i } } { 2 \hbar } \int _ { 0 } ^ { \mathrm { T } } \mathrm { dt } \left(\left(\dot{\mathrm{x}}^{2}+\dot{\mathrm{y}}^{2}\right)+\right.\right. \\
\left.\left.\omega(\mathrm{xy}-\mathrm{y} \dot{x})-\left(\Omega_{x}^{2} \mathrm{x}^{2}-\Omega_{y}^{2} y^{2}\right)\right)-\mathrm{V}_{0} \mathrm{~T}\right\} . \tag{4.3}
\end{align*}
$$

Since the Lagrangian given by Eq. (4.1) is quadratic the path integral can be evaluated exactly as
where $\mathrm{F}(\mathrm{T})$ is a pre-exponential factor which can be calculated by using Eq. (3.27).

We now wish to calculate the classical action $\mathrm{S}_{\mathrm{cl}}$ corresponding to the Lagrangian in Eq. (4.1). The constituent equations of motion for this Lagrangian are


$$
\begin{equation*}
\ddot{y}+\omega \dot{x}-\Omega_{y}^{2} y=0, \tag{4.6}
\end{equation*}
$$

which are subject to the boundary condition

$$
\begin{equation*}
x(T)=x_{T}, x(0)=x_{0}, y(T)=y_{T}, y(0)=y_{0} . \tag{4.7}
\end{equation*}
$$

We can express the equation of motion Eqs. (4.5) and (4.6) in the form

$$
\begin{align*}
& \ddot{z}+i \omega \dot{\tilde{z}}+\tilde{\Omega}^{2} \tilde{z}=-\Omega^{2} z,  \tag{4.8}\\
& \ddot{z}-i \omega \dot{z}+\tilde{\Omega}^{2} z=-\Omega^{2} \tilde{z}, \tag{4.9}
\end{align*}
$$

where $\Omega^{2}=\left(\Omega_{x}^{2}+\Omega_{y}^{2}\right) / 2, \tilde{\Omega}^{2}=\left(\Omega_{x}^{2}-\Omega_{y}^{2}\right) / 2$ and the variables $z$ and $\tilde{z}$ are given by

$$
\begin{equation*}
z=x-i y, \tag{4.10}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\mathrm{z}}=\mathrm{x}+\mathrm{iy} . \tag{4.11}
\end{equation*}
$$

Eq. (4.9) can be rewritten as

$$
\begin{equation*}
\tilde{z}=-\frac{1}{\Omega^{2}}\left(\ddot{z}-\mathrm{i} \omega \dot{z}+\tilde{\Omega}^{2} z\right) . \tag{4.12}
\end{equation*}
$$

Substituting Eq. (4.12) into Eq. (4.8), we obtain

$$
\begin{equation*}
\frac{\mathrm{d}^{4} \mathrm{z}}{\mathrm{dt}^{4}}+\left(\omega^{2}+2 \tilde{\Omega}^{2}\right) \frac{\mathrm{d}^{2} \mathrm{z}}{\mathrm{dt}^{2}}+\left(\tilde{\Omega}^{4}-\Omega^{4}\right) \mathrm{z}=0 . \tag{4.13}
\end{equation*}
$$

The auxiliary equation associated with Eq. (4.13) is

$$
\begin{equation*}
\beta^{4}+\left(\omega^{2}+2 \tilde{\Omega}^{2}\right) \beta^{2}+\left(\tilde{\Omega}^{4}-\Omega^{4}\right)=0 . \tag{4.14}
\end{equation*}
$$

Solving Eq. (4.14), we obtain four roots

$$
\begin{align*}
& \beta_{1}=\omega_{1}, \\
& \beta_{2}=-\omega_{1},  \tag{4.15}\\
& \beta_{3}=\mathrm{i} \omega_{2}, \\
& \beta_{4}=-\mathrm{i} \omega_{2},
\end{align*}
$$

where

$$
\begin{equation*}
\omega_{1}=\frac{1}{\sqrt{2}}\left(\left(\omega^{4}+4 \omega^{2} \tilde{\Omega}^{2}+4 \Omega^{4}\right)^{1 / 2}-\omega^{2}-2 \tilde{\Omega}^{2}\right)^{1 / 2}, \tag{4.16}
\end{equation*}
$$

$$
\begin{equation*}
\omega_{2}=\frac{1}{\sqrt{2}}\left(\left(\omega^{4}+4 \omega^{2} \tilde{\Omega}^{2}+4 \Omega^{4}\right)^{1 / 2}+\omega^{2}+2 \tilde{\Omega}^{2}\right)^{1 / 2} . \tag{4.17}
\end{equation*}
$$

The solution of Eqs. (4.8) and (4.9) are

$$
\begin{gather*}
\mathrm{z}(\mathrm{t})=\mathrm{C}_{1} \exp \left\{\omega_{1} t\right\}+\mathrm{C}_{2} \exp \left\{-\omega_{1} t\right\}+\mathrm{C}_{3} \exp \left\{\omega_{2} t\right\}+\mathrm{C}_{4} \exp \left\{-\mathrm{i} \omega_{2} t\right\},  \tag{4.18}\\
\tilde{z}(\mathrm{t})=\Omega_{1} \mathrm{C}_{1} \exp \left\{\omega_{1} t\right\}+\frac{\mathrm{C}_{2}}{\Omega_{1}} \exp \left\{-\omega_{1} t\right\}+\Omega_{2} \mathrm{C}_{3} \exp \left\{i \omega_{2} t\right\}+\frac{\mathrm{C}_{4}}{\Omega_{2}} \exp \left\{-\mathrm{i} \omega_{2} t\right\}, \tag{4.19}
\end{gather*}
$$

 , $\mathrm{C}_{3}, \mathrm{C}_{4}$ are arbitrary constants.

To obtain the complete solutions, we assume $\Omega_{1}=\exp \{\mathrm{i} \theta\}$ and $\Omega_{2}=\exp \{\gamma\}$, Eq. (4.19) becomes

$$
\begin{equation*}
\tilde{\mathrm{z}}(\mathrm{t})=\mathrm{C}_{1} \exp \left\{\omega_{1} \mathrm{t}+\mathrm{i} \theta\right\}+\mathrm{C}_{2} \exp \left\{-\omega_{1} \mathrm{t}-\mathrm{i} \theta\right\}+\mathrm{C}_{3} \exp \left\{\mathrm{i} \omega_{2} \mathrm{t}+\gamma\right\}+\mathrm{C}_{4} \exp \left\{-\mathrm{i} \omega_{2} \mathrm{t}-\gamma\right\} . \tag{4.20}
\end{equation*}
$$

From Eqs. (4.18), (4.20), using relation $x(t)=\frac{\tilde{z}+z}{2}, y(t)=\frac{\tilde{z}-z}{2 i}$ and arranging the arbitrary constant, $\mathrm{C}_{1} \mathrm{e}^{\frac{i \theta}{2}}+\mathrm{C}_{2} \mathrm{e}^{-\frac{1 \theta}{2}}=\mathrm{A}, \mathrm{C}_{1} \mathrm{e}^{\frac{i \theta}{2}}-\mathrm{C}_{2} \mathrm{e}^{-\frac{i \theta}{2}}=\mathrm{B}$, $\left(\mathrm{C}_{3} \mathrm{e}^{\frac{\gamma}{2}}+\mathrm{C}_{4} \mathrm{e}^{-\frac{\gamma}{2}}\right) / 2 \sqrt{\Omega_{2}}=\mathrm{C}, \mathrm{i}\left(\mathrm{C}_{3} \mathrm{e}^{\frac{\gamma}{2}}-\mathrm{C}_{4} \mathrm{e}^{-\frac{\gamma}{2}}\right) / 2 \sqrt{\Omega_{2}}=\mathrm{D}$, we get

$$
\begin{equation*}
x(t)=\cos \frac{\theta}{2}\left(A \cosh \omega_{1} t+B \sinh \omega_{1} t\right)+\left(\Omega_{2}+1\right)\left(C \cos \omega_{2} t-D \sin \omega_{2} t\right) \tag{4.21}
\end{equation*}
$$



$$
\begin{equation*}
y(t)=\sin \frac{\theta}{2}\left(A \cosh \omega_{1} t+B \sinh \omega_{1} t\right)+\left(\Omega_{2}-1\right)\left(C \cos \omega_{2} t-D \sin \omega_{2} t\right), \tag{4.22}
\end{equation*}
$$

where $\theta=\arctan \left(-\omega \omega_{1} /\left(\omega_{1}^{2}+\tilde{\Omega}^{2}\right)\right)$. After applying the boundary condition, Eqs. (4.21) and (4.22) becomes

$$
\begin{equation*}
x(t)=x_{0} F_{1}(t)+y_{0} F_{2}(t)+x_{T} F_{3}(t)+y_{T} F_{4}(t), \tag{4.23}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{y}(\mathrm{t})=\mathrm{x}_{0} \mathrm{~F}_{5}(\mathrm{t})+\mathrm{y}_{0} \mathrm{~F}_{6}(\mathrm{t})+\mathrm{x}_{\mathrm{T}} \mathrm{~F}_{7}(\mathrm{t})+\mathrm{y}_{\mathrm{T}} \mathrm{~F}_{8}(\mathrm{t}), \tag{4.24}
\end{equation*}
$$

## where

$$
\begin{aligned}
& \mathrm{F}_{1}(\mathrm{t})=\frac{1}{\Delta}\left\{( \Omega _ { 2 } ^ { 2 } - 1 ) \left[\cos \omega_{2} \mathrm{~T} \cosh \omega_{1}(\mathrm{~T}-\mathrm{t})+\cos \omega_{2}(\mathrm{~T}-\mathrm{t}) \cosh \omega_{1} \mathrm{~T}\right.\right. \\
& \left.-\cosh \omega_{1} \mathrm{t}-\cos \omega_{2} \mathrm{t}\right] \\
& +\left(\Omega_{2}+1\right)^{2} \tan \frac{\theta}{2} \sin \omega_{2}(\mathrm{~T}-\mathrm{t}) \sinh \omega_{1} \mathrm{~T} \\
& \left.-\left(\Omega_{2}-1\right)^{2} \cot \frac{\theta}{2} \sin \omega_{2} \mathrm{~T} \sinh \omega_{1}(\mathrm{~T}-\mathrm{t})\right\}, \\
& \mathrm{F}_{2}(\mathrm{t})=\frac{1}{\Delta}\left\{( \Omega _ { 2 } + 1 ) ^ { 2 } \left[\sin \omega_{2} t-\sin \omega_{2} T \cosh \omega_{1}(T-t)\right.\right. \\
& \left.+\sin \omega_{2}(\mathrm{~T}-\mathrm{t}) \cosh \omega_{1} \mathrm{~T}\right] \\
& +\left(\Omega_{2}^{2}-1\right) \cot \frac{\theta}{2}\left[\cos \omega_{2}(T-t) \sinh \omega_{1} T-\sinh \omega_{1} t\right. \\
& \left.\left.-\cos \omega_{2} T \sinh \omega_{1}(T-t)\right]\right\} \\
& \mathrm{F}_{3}(\mathrm{t})=\frac{1}{\Delta}\left\{( \Omega _ { 2 } ^ { 2 } - 1 ) \left[\cos \omega_{2} \mathrm{t} \cosh \omega_{1} \mathrm{~T}+\cos \omega_{2} \mathrm{~T} \cosh \omega_{1} \mathrm{t}\right.\right. \\
& \left.-\cosh \omega_{1}(T-t)-\cos \omega_{2}(T-t)\right] \\
& +\left(\Omega_{2}+1\right)^{2} \tan \frac{\theta}{2} \sin \omega_{2} t \sinh \omega_{1} T \\
& \left.-\left(\Omega_{2}-1\right)^{2} \cot \frac{\theta}{2} \sin \omega_{2} \mathrm{~T} \sinh \omega_{1} \mathrm{t}\right\}, \\
& \mathrm{F}_{4}(\mathrm{t})=\frac{1}{\Delta}\left\{( \Omega _ { 2 } + 1 ) ^ { 2 } \left[\sin \omega_{2}(\mathrm{~T}-\mathrm{t})+\sin \omega_{2} \mathrm{t} \cosh \omega_{1} \mathrm{~T}\right.\right. \\
& \left.-\sin \omega_{2} \mathrm{~T} \cosh \omega_{1} \mathrm{t}\right] \\
& +\left(\Omega_{2}^{2}-1\right) \cot \frac{\theta}{2}\left[\cos \omega_{2} t \sinh \omega_{1} T-\sinh \omega_{1}(T-t)\right. \\
& \left.\left.-\cos \omega_{2} T \sinh \omega_{1} \mathrm{t}\right]\right\} \text {, } \\
& \begin{aligned}
\mathrm{F}_{5}(\mathrm{t})=\frac{1}{\Delta}\{ & \left(\Omega_{2}^{2}-1\right) \tan \frac{\theta}{2}\left[\cos \omega_{2}(\mathrm{~T}-\mathrm{t}) \sinh \omega_{1} \mathrm{~T}-\cos \omega_{2} \mathrm{~T} \sinh \omega_{1}(\mathrm{~T}-\mathrm{t})\right. \\
& \left.-\sinh \omega_{1} \mathrm{t}\right] \\
& +\left(\Omega_{2}-1\right)^{2}\left[\sin \omega_{2} \mathrm{~T} \cosh \omega_{1}(\mathrm{~T}-\mathrm{t})-\sin \omega_{2}(\mathrm{~T}-\mathrm{t}) \cosh \omega_{1} \mathrm{~T}\right. \\
& \left.\left.-\sin \omega_{2} \mathrm{t}\right]\right\},
\end{aligned} \\
& \mathrm{F}_{6}(\mathrm{t})=\frac{1}{\Delta}\left\{( \Omega _ { 2 } ^ { 2 } - 1 ) \left[\cos \omega_{2} \mathrm{~T} \cosh \omega_{1}(\mathrm{~T}-\mathrm{t})+\cos \omega_{2}(\mathrm{~T}-\mathrm{t}) \cosh \omega_{1} \mathrm{~T}\right.\right. \\
& \left.-\cosh \omega_{1} \mathrm{t}-\cos \omega_{2} \mathrm{t}\right] \\
& +\left(\Omega_{2}+1\right)^{2} \tan \frac{\theta}{2} \sin \omega_{2} \mathrm{~T} \sinh \omega_{1}(\mathrm{~T}-\mathrm{t}) \\
& \left.-\left(\Omega_{2}-1\right)^{2} \cot \frac{\theta}{2} \sin \omega_{2}(T-t) \sinh \omega_{1} T\right\},
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{F}_{7}(\mathrm{t})=\frac{1}{\Delta}\{ \left(\Omega_{2}-1\right)^{2}\left[\sin \omega_{2}(\mathrm{~T}-\mathrm{t})+\sin \omega_{2} \mathrm{t} \cosh \omega_{1} \mathrm{~T}\right. \\
&\left.-\sin \omega_{2} \mathrm{~T} \cosh \omega_{1} \mathrm{t}\right] \\
&+\left(\Omega_{2}^{2}-1\right) \tan \frac{\theta}{2}\left[\cos \omega_{2} \mathrm{~T} \sinh \omega_{1} \mathrm{t}+\sinh \omega_{1}(\mathrm{~T}-\mathrm{t})\right. \\
&\left.\left.-\cos \omega_{2} \mathrm{t} \sinh \omega_{1} \mathrm{~T}\right]\right\}, \\
& \mathrm{F}_{8}(\mathrm{t})=\frac{1}{\Delta}\left\{( \Omega _ { 2 } ^ { 2 } - 1 ) \left[\cos \omega_{2} \mathrm{~T} \cosh \omega_{1} \mathrm{t}+\cos \omega_{2} \mathrm{t} \cosh \omega_{1} \mathrm{~T}\right.\right. \\
&\left.-\cosh \omega_{1}(\mathrm{~T}-\mathrm{t})-\cos \omega_{2}(\mathrm{~T}-\mathrm{t})\right] \\
&+\left(\Omega_{2}+1\right)^{2} \tan \frac{\theta}{2} \sin \omega_{2} \mathrm{~T} \sinh \omega_{1} \mathrm{t} \\
&\left.-\left(\Omega_{2}-1\right)^{2} \cot \frac{\theta}{2} \sin \omega_{2} \mathrm{t} \sinh \omega_{1} \mathrm{~T}\right\},
\end{aligned}
$$

and

$$
\begin{equation*}
\Delta=2\left(1-\Omega_{2}^{2}\right)\left(1-\cos \omega_{2} \mathrm{~T} \cosh \omega_{1} \mathrm{~T}\right)-\frac{2\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right)}{\sin \theta} \sin \omega_{2} \mathrm{~T} \sinh \omega_{1} \mathrm{~T} \tag{4.25}
\end{equation*}
$$

We now focus our attention on the classical action

$$
\begin{equation*}
\mathrm{S}_{\mathrm{cl}}=\frac{\mathrm{m}}{2} \int_{0}^{\mathrm{T}} \mathrm{dt}\left(\left(\dot{\mathrm{x}}^{2}+\dot{\mathrm{y}}^{2}\right)+\omega(\mathrm{x} \dot{\mathrm{y}}-\mathrm{y} \dot{\mathrm{x}})-\left(\Omega_{\mathrm{x}}^{2} \mathrm{x}^{2}-\Omega_{\mathrm{y}}^{2} \mathrm{y}^{2}\right)\right)-\mathrm{V}_{0} \mathrm{~T} \tag{4.26}
\end{equation*}
$$

Integrating by parts the first term of Eq. (4.26) and applying the equation of motion Eqs (4.5) and (4.6), we obtain

$$
\begin{equation*}
S_{c l}=\frac{m}{2}(x(T) \dot{x}(T)-x(0) \dot{x}(0)+y(T) \dot{y}(T)-y(0) \dot{y}(0))-V_{0} T \tag{4.27}
\end{equation*}
$$

The complete solution for the action is จิาลงกวลฝมดาวดยาลย

$$
\begin{align*}
& \mathrm{S}_{\mathrm{cl}}=\frac{\mathrm{m}}{2 \Delta}\{ \\
& {\left[\omega_{1}\left(\Omega_{2}-1\right)^{2} \cot \frac{\theta}{2}+\omega_{2}\left(\Omega_{2}^{2}-1\right)\right] \sin \omega_{2} \mathrm{~T}\left[\left(\mathrm{x}_{\mathrm{o}}^{2}+\mathrm{x}_{\mathrm{T}}^{2}\right) \cosh \omega_{1} \mathrm{~T}-2 \mathrm{x}_{\mathrm{o}} \mathrm{x}_{\mathrm{T}}\right]} \\
& -\left[\omega_{1}\left(\Omega_{2}^{2}-1\right)+\omega_{2}\left(\Omega_{2}+1\right)^{2} \tan \frac{\theta}{2}\right] \sinh \omega_{1} \mathrm{~T}\left[\left(\mathrm{x}_{\mathrm{o}}^{2}+\mathrm{x}_{\mathrm{T}}^{2}\right) \cos \omega_{2} \mathrm{~T}-2 \mathrm{x}_{\mathrm{o}} \mathrm{x}_{\mathrm{T}}\right] \\
& +\left[\omega_{2}\left(\Omega_{2}^{2}-1\right)-\omega_{1}\left(\Omega_{2}+1\right)^{2} \tan \frac{\theta}{2}\right] \sin \omega_{2} \mathrm{~T}\left[\left(\mathrm{y}_{\mathrm{o}}^{2}+\mathrm{y}_{\mathrm{T}}^{2}\right) \cosh \omega_{1} \mathrm{~T}-2 \mathrm{y}_{\mathrm{o}} \mathrm{y}_{\mathrm{T}}\right] \\
& +\left[\omega_{2}\left(\Omega_{2}-1\right)^{2} \cot \frac{\theta}{2}-\omega_{1}\left(\Omega_{2}^{2}-1\right)\right] \sinh \omega_{1} \mathrm{~T}\left[\left(\mathrm{y}_{\mathrm{o}}^{2}+\mathrm{y}_{\mathrm{T}}^{2}\right) \cos \omega_{2} \mathrm{~T}-2 \mathrm{y}_{\mathrm{o}} \mathrm{y}_{\mathrm{T}}\right] \\
& \quad+\frac{2}{\sin \theta}\left[( \operatorname { c o s } \omega _ { 2 } \mathrm { T } - \operatorname { c o s h } \omega _ { 1 } \mathrm { T } ) \left(\omega_{1} \cos \theta\left(\Omega_{2}^{2}-1\right)\right.\right. \\
& \left.\left.+\omega_{2} \sin \theta\left(\Omega_{2}^{2}+1\right)\right)\right]\left(\mathrm{x}_{\mathrm{o}} \mathrm{y}_{\mathrm{T}}-\mathrm{x}_{\mathrm{T}} \mathrm{y}_{\mathrm{o}}\right)
\end{align*} \quad \begin{array}{r}
\quad+\frac{2}{\sin \theta}\left[\left(2 \omega_{2} \Omega_{2} \sin \theta-\omega_{1}\left(\Omega_{2}^{2}-1\right)\right) \cosh \omega_{1} \mathrm{~T} \cos \omega_{2} \mathrm{~T}\right. \\
-\left(2 \omega_{1} \Omega_{2} \sin \theta+\omega_{2}\left(\Omega_{2}^{2}-1\right)\right) \sinh \omega_{1} \mathrm{~T} \sin \omega_{2} \mathrm{~T} \\
\left.\left.-\left(2 \omega_{2} \Omega_{2} \sin \theta-\omega_{1}\left(\Omega_{2}^{2}-1\right)\right)\right]\left(\mathrm{x}_{\mathrm{o}} \mathrm{y}_{\mathrm{o}}-\mathrm{x}_{\mathrm{T}} \mathrm{y}_{\mathrm{T}}\right)\right\} \\
-\mathrm{V}_{0} \mathrm{~T}
\end{array}
$$

The pre-factor associated with the propagator can be evaluated exactly. It is found that (see appendix)

$$
\begin{equation*}
\mathrm{F}(\mathrm{~T})=\frac{\mathrm{m}}{2 \pi \mathrm{i} \hbar \sqrt{\Delta \sin \theta}}\left\{\left(\omega_{1}^{2}-\omega_{2}^{2}\right)\left(\Omega_{2}^{2}-1\right) \sin \theta-2 \omega_{1} \omega_{2}\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right)\right\}^{\frac{1}{2}} \tag{4.29}
\end{equation*}
$$

From Eqs. (4.4), (4.28) and (4.29) we obtain the propagator

$$
\begin{aligned}
\mathrm{K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \overrightarrow{\mathrm{r}}_{0} ; \mathrm{T}\right)= & \frac{\mathrm{m}}{2 \pi \mathrm{i} \hbar \sqrt{\Delta \sin \theta}}\left\{\left(\omega_{1}^{2}-\omega_{2}^{2}\right)\left(\Omega_{2}^{2}-1\right) \sin \theta\right.
\end{aligned}
$$

$$
\begin{align*}
& +\left[\omega_{2}\left(\Omega_{2}^{2}-1\right)-\omega_{1}\left(\Omega_{2}+1\right)^{2} \tan \frac{\theta}{2}\right] \sin \omega_{2} \mathrm{~T}\left[\left(\mathrm{y}_{\mathrm{o}}^{2}+\mathrm{y}_{\mathrm{T}}^{2}\right) \cosh \omega_{1} \mathrm{~T}-2 \mathrm{y}_{\mathrm{o}} \mathrm{y}_{\mathrm{T}}\right] \\
& +\left[\omega_{2}\left(\Omega_{2}-1\right)^{2} \cot \frac{\theta}{2}-\omega_{1}\left(\Omega_{2}^{2}-1\right)\right] \sinh \omega_{1} \mathrm{~T}\left[\left(\mathrm{y}_{\mathrm{o}}^{2}+\mathrm{y}_{\mathrm{T}}^{2}\right) \cos \omega_{2} \mathrm{~T}-2 \mathrm{y}_{\mathrm{o}} \mathrm{y}_{\mathrm{T}}\right] \\
& +\frac{2}{\sin \theta}\left[( \operatorname { c o s } \omega _ { 2 } \mathrm { T } - \operatorname { c o s h } \omega _ { 1 } \mathrm { T } ) \left(\omega_{1} \cos \theta\left(\Omega_{2}^{2}-1\right)\right.\right. \\
& \left.\left.\quad+\omega_{2} \sin \theta\left(\Omega_{2}^{2}+1\right)\right)\right]\left(\mathrm{x}_{\mathrm{o}} \mathrm{y}_{\mathrm{T}}-\mathrm{x}_{\mathrm{T}} \mathrm{y}_{\mathrm{o}}\right) \\
& +\frac{2}{\sin \theta}\left[\left(2 \omega_{2} \Omega_{2} \sin \theta-\omega_{1}\left(\Omega_{2}^{2}-1\right)\right) \cosh \omega_{1} \mathrm{~T} \cos \omega_{2} \mathrm{~T}\right. \\
& -\left(2 \omega_{1} \Omega_{2} \sin \theta+\omega_{2}\left(\Omega_{2}^{2}-1\right)\right) \sinh \omega_{1} \mathrm{~T} \sin \omega_{2} \mathrm{~T} \\
& \left.\left.-\left(2 \omega_{2} \Omega_{2} \sin \theta-\omega_{1}\left(\Omega_{2}^{2}-1\right)\right)\right]\left(\mathrm{x}_{\mathrm{o}} \mathrm{y}_{\mathrm{o}}-\mathrm{x}_{\mathrm{T}} \mathrm{y}_{\mathrm{T}}\right)\right\} . \tag{4.30}
\end{align*}
$$

### 4.2 Two Limiting Cases

Eq. (4.30) is the exact propagator of an electron moving in two dimensions under the influence of transverse magnetic field and a saddle point potential. To check the validity of our result, we consider the two limiting cases:
a) When the saddle point potential approaches zero, the system of interest corresponds to the $\mathrm{V}_{0} \rightarrow 0, \Omega_{\mathrm{x}}^{2} \rightarrow 0$ and $\Omega_{y}^{2} \rightarrow 0$ case. We first consider the pre-factor of Eq. (4.30). In this case

$$
\begin{array}{r}
\lim _{\Omega_{x}^{2}, \Omega_{y}^{1} \rightarrow 0} \mathrm{~F}(\mathrm{~T})= \\
\lim _{\Omega_{\mathrm{x}}^{2}, \Omega_{\mathrm{y}}^{2} \rightarrow 0} \frac{\mathrm{~m}}{2 \pi \mathrm{i} \hbar \sqrt{\Delta \sin \theta}}\left\{\left(\omega_{1}^{2}-\omega_{2}^{2}\right)\left(\Omega_{2}^{2}-1\right) \sin \theta\right. \\
\left.-2 \omega_{1} \omega_{2}\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right)\right\}^{\frac{1}{2}} \\
6
\end{array}
$$



$$
\begin{equation*}
=\frac{\mathrm{m}}{2 \pi \mathrm{i} \hbar \mathrm{~T}}\left(\frac{\omega \mathrm{~T}}{2 \sin \frac{\omega \mathrm{~T}}{2}}\right) . \tag{4.31}
\end{equation*}
$$

One can verify that when $\omega_{1} \rightarrow 0$ and $\omega_{2} \rightarrow \omega$ the exponential term of Eq. (4.30) reduces to

$$
\begin{aligned}
& \exp \left\{\frac { \mathrm { im } } { 2 \hbar } \frac { \omega } { 4 \operatorname { s i n } ^ { 2 } \frac { \omega \mathrm { T } } { 2 } } \left[\left(\mathrm{x}_{0}^{2}+\mathrm{x}_{\mathrm{T}}^{2}\right) \sin \omega \mathrm{T}-2 \mathrm{x}_{0} \mathrm{x}_{\mathrm{T}} \sin \omega \mathrm{~T}\right.\right. \\
&+\left(\mathrm{y}_{0}^{2}+\mathrm{y}_{\mathrm{T}}^{2}\right) \sin \omega \mathrm{T}-2 \mathrm{y}_{0} \mathrm{y}_{\mathrm{T}} \sin \omega \mathrm{~T} \\
&\left.\left.+2\left(\mathrm{x}_{0} \mathrm{y}_{\mathrm{T}}-\mathrm{x}_{\mathrm{T}} \mathrm{y}_{0}\right)(1-\cos \omega \mathrm{T})\right]\right\}
\end{aligned}
$$

$$
\begin{gather*}
=\exp \left\{\frac { \mathrm { im } } { 2 \hbar } \left(\frac { \omega } { 2 } \operatorname { c o t } \frac { \omega \mathrm { T } } { 2 } \left(\left(\mathrm{x}_{\mathrm{T}}-\mathrm{x}_{0}\right)^{2}+\left(\mathrm{y}_{\mathrm{T}}-\mathrm{y}_{0}\right)^{2}\right.\right.\right. \\
\left.\left.+\omega\left(\mathrm{x}_{0} \mathrm{y}_{\mathrm{T}}-\mathrm{x}_{\mathrm{T}} \mathrm{y}_{0}\right)\right)\right\} . \tag{4.32}
\end{gather*}
$$

Thus, from Eqs. (4.31) and (4.32) we get, when $\mathrm{V}_{0} \rightarrow 0, \Omega_{x}^{2} \rightarrow 0$ and $\Omega_{y}^{2} \rightarrow 0$

$$
\begin{aligned}
& K\left(\vec{r}_{\mathrm{T}}, \mathrm{~T} ; \overrightarrow{\mathrm{r}}_{0}, 0\right)=\frac{m}{2 \pi \mathrm{~m}^{2} \hbar T}\left(\frac{\omega \mathrm{~T}}{2 \sin \omega \mathrm{~T}}\right) \\
& \left.\underset{\exp \left\{\frac { 1 \mathrm { m } } { 2 \hbar } \left(\frac { \omega } { \operatorname { c o t } } \operatorname { c o t } \frac { \omega T } { 2 } \left(\left(x_{T}-x_{0}\right)^{2}\right.\right.\right.}{\left.\left.\omega\left(x_{0} y_{T}-x_{T} y_{0}\right)\right)\right\} .}\right\}\left(y_{T}-y_{0}\right)^{2}
\end{aligned}
$$

This is the propagator of an electron confined in two dimensions in the presence of a transverse magnetic field.
b) When the magnetic field goes to zero, this limiting case corresponds to the case when $\omega \rightarrow 0$. Then the pre-factor is
จุหาลงกรณมหาวิทยาลยย

$$
\begin{align*}
\lim _{\omega \rightarrow 0} \mathrm{~F}(\mathrm{~T})= & \lim _{\omega \rightarrow 0} \frac{\mathrm{~m}}{2 \pi \mathrm{i} \hbar \sqrt{\Delta \sin \theta}}\left\{\left(\omega_{1}^{2}-\omega_{2}^{2}\right)\left(\Omega_{2}^{2}-1\right) \sin \theta\right. \\
& \left.-2 \omega_{1} \omega_{2}\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right)\right\}^{\frac{1}{2}} \\
= & \lim _{\substack{\omega_{2} \rightarrow \Omega_{\mathrm{x}} \\
\omega_{1} \rightarrow \Omega_{\mathrm{y}}}} \frac{\mathrm{~m}}{2 \pi \mathrm{i} \hbar \sqrt{\Delta \sin \theta}}\left\{\left(\omega_{1}^{2}-\omega_{2}^{2}\right)\left(\Omega_{2}^{2}-1\right) \sin \theta\right. \\
& \left.-2 \omega_{1} \omega_{2}\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right)\right\}^{\frac{1}{2}} \\
= & \frac{\mathrm{m}}{2 \pi \mathrm{i} \hbar} \sqrt{\frac{\Omega_{\mathrm{x}} \Omega_{\mathrm{y}}}{\sin \Omega_{\mathrm{x}} \mathrm{~T} \sinh \Omega_{\mathrm{y}} \mathrm{~T}}} \tag{4.33}
\end{align*}
$$

and the exponential term of Eq. (4.30) when $\omega \rightarrow 0$ becomes

$$
\begin{array}{r}
\exp \left\{\frac{\mathrm{im}}{2 \pi \mathrm{i} \hbar} \frac{\omega}{4 \tan \frac{\theta}{2} \sin \Omega_{\mathrm{x}} \mathrm{~T} \sinh \Omega_{\mathrm{y}} \mathrm{~T}}\right. \\
{\left[4 \Omega_{\mathrm{x} \tan \frac{\theta}{2} \sinh \Omega_{\mathrm{y}} \mathrm{~T}\left(\left(\mathrm{x}_{0}^{2}+\mathrm{x}_{\mathrm{T}}^{2}\right) \cos \Omega_{\mathrm{x}} \mathrm{~T}-2 \mathrm{x}_{0} \mathrm{x}_{\mathrm{T}}\right)}\right.} \\
\left.\left.+4 \Omega_{\mathrm{y}} \tan \frac{\theta}{2} \sin \Omega_{\mathrm{x}} \mathrm{~T}\left(\left(\mathrm{y}_{0}^{2}+\mathrm{y}_{\mathrm{T}}^{2}\right) \cosh \Omega_{\mathrm{y}} \mathrm{~T}-2 \mathrm{y}_{0} \mathrm{y}_{\mathrm{T}}\right)\right]\right\} \\
=\exp \frac{\frac{\mathrm{t}}{\hbar} \frac{\mathrm{~m} \Omega_{\mathrm{x}}}{2 \sin \Omega_{\mathrm{x}} \mathrm{~T}}\left(\left(\mathrm{x}_{0}^{2}+\mathrm{x}_{\mathrm{T}}^{2}\right) \cos \Omega_{\mathrm{x}} \mathrm{~T}-2 \mathrm{x}_{0} \mathrm{x}_{\mathrm{T}}\right)}{}  \tag{4.34}\\
\left.\quad+\frac{\mathrm{m} \Omega_{\mathrm{y}}}{2 \sinh \Omega_{\mathrm{y}} \mathrm{~T}}\left(\left(\mathrm{y}_{0}^{2}+\mathrm{y}_{\mathrm{T}}^{2}\right) \cosh \Omega_{\mathrm{y}} \mathrm{~T}-2 \mathrm{y}_{0} \mathrm{y}_{\mathrm{T}}\right)\right\} .
\end{array}
$$

From Eqs. (4.33) and (4.34), it follows that

$$
\begin{align*}
& \text { 6. } \mathrm{K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \mathrm{~T} ; \overrightarrow{\mathrm{r}}_{0}, 0\right)=\frac{\mathrm{m}}{2 \pi \mathrm{i} \hbar} \sqrt{\frac{\Omega_{\mathrm{x}} \Omega_{\mathrm{y}}}{\sin \Omega_{\mathrm{x}} \mathrm{~T} \sinh \Omega_{\mathrm{y}} \mathrm{~T}}} \tag{4.35}
\end{align*}
$$

This is the propagator of an electron in the saddle point potential, which is represented by a product of two independent one-dimensional propagators, one for the harmonic oscillator (along x-axis) and the other for the inverse parabola potential (along y-axis). One can also show that for the case of an isotropic saddle point potential, parameters $\omega_{1}$ and $\omega_{2}$ reduce to
$\omega_{1}=\frac{1}{\sqrt{2}}\left(\left(\omega^{4}+4 \Omega^{4}\right)^{1 / 2}-\omega^{2}\right)^{1 / 2}$ and $\omega_{2}=\frac{1}{\sqrt{2}}\left(\left(\omega^{4}+4 \Omega^{4}\right)^{1 / 2}+\omega^{2}\right)^{1 / 2}$ which was given in the work of Kagalovsky [25].

### 4.3 Density of States and Energy Spectrum of the Fertig and Halperin Model

Starting from the exact propagator given in Eq. (4.30), it is possible to obtain the density of states by using Eq. (3.46). In order to obtain the trace of Eq. (4.30), we set $x_{T}=x_{0}=x$ and $\mathrm{y}_{\mathrm{T}}=\mathrm{y}_{0}=\mathrm{y}$ that lead to varnishing of coupling terms, $x_{T} y_{0}-x_{0} y_{T}$ and $x_{0} y_{0}-x_{T} y_{T}$, in the propagator. Then Eq. (4.30) reduce to

$$
\begin{aligned}
& \mathrm{K}(\mathrm{x}, \mathrm{y}, \mathrm{~T} ; \mathrm{x}, \mathrm{y}, 0)=\mathrm{F}(\mathrm{~T}) \exp \left\{\frac{\mathrm{im}}{2 \Delta \hbar}( \right. \\
& 2 \mathrm{x}^{2}\left[\sin \omega_{2} \mathrm{~T}\left(\cosh \omega_{1} \mathrm{~T}-1\right)\left(\omega_{1}\left(\Omega_{2}-1\right)^{2} \cot \frac{\theta}{2}+\omega_{2}\left(\Omega_{2}^{2}-1\right)\right)\right. \\
&\left.-\sinh \omega_{1} \mathrm{~T}\left(\cos \omega_{2} \mathrm{~T}-1\right)\left(\omega_{1}\left(\Omega_{2}^{2}-1\right)+\omega_{2}\left(\Omega_{2}+1\right)^{2} \tan \frac{\theta}{2}\right)\right] \\
&+2 \mathrm{y}^{2}\left[\sin \omega_{2} \mathrm{~T}\left(\cosh \omega_{1} \mathrm{~T}-1\right)\left(\omega_{2}\left(\Omega_{2}^{2}-1\right)-\omega_{1}\left(\Omega_{2}+1\right)^{2} \tan \frac{\theta}{2}\right)\right. \\
&\left.\left.+\sinh \omega_{1} \mathrm{~T}\left(\cos \omega_{2} \mathrm{~T}-1\right)\left(\omega_{2}\left(\Omega_{2}-1\right)^{2} \cot \frac{\theta}{2}-\omega_{1}\left(\Omega_{2}^{2}-1\right)\right)\right]\right) \\
&\left.\quad-\frac{\mathrm{iV} \mathrm{~V}_{0} \mathrm{~T}}{\hbar}\right\} .
\end{aligned}
$$

This is an exponential of the form exp[iax $\left.{ }^{2}\right]$. Thus the trace of Eq. (4.30) can be evaluated exactly by using Gaussian integral, which can be performed immediately,

$$
\begin{aligned}
& \operatorname{Tr}\left[\mathrm{K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \mathrm{~T} ; \mathrm{r}_{0}, 0\right)\right]=\int_{-\infty}^{\infty} \mathrm{dx} \int_{-\infty}^{\infty} \mathrm{dy} \mathrm{~K}(\mathrm{x}, \mathrm{y}, \mathrm{~T} ; \mathrm{x}, \mathrm{y}, 0), \\
& =\mathrm{F}(\mathrm{~T}) \exp \left\{-\frac{\mathrm{iV}, \mathrm{~T}}{\hbar}\right\} \frac{\pi}{2} \sqrt{\frac{2 \mathrm{i} \Delta \hbar}{\mathrm{~m}}} \\
& \left\{\left[\sin \omega_{2} \mathrm{~T}\left(\cosh \omega_{1} \mathrm{~T}-1\right)\left(\omega_{1}\left(\Omega_{2}-1\right)^{2} \cot \frac{\theta}{2}+\omega_{2}\left(\Omega_{2}^{2}-1\right)\right)\right.\right. \\
& \left.-\sinh \omega_{1} \mathrm{~T}\left(\cos \omega_{2} \mathrm{~T}-1\right)\left(\omega_{1}\left(\Omega_{2}^{2}-1\right)+\omega_{2}\left(\Omega_{2}+1\right)^{2} \tan \frac{\theta}{2}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& {\left[\sin \omega_{2} \mathrm{~T}\left(\cosh \omega_{1} \mathrm{~T}-1\right)\left(\omega_{2}\left(\Omega_{2}^{2}-1\right)-\omega_{1}\left(\Omega_{2}+1\right)^{2} \tan \frac{\theta}{2}\right)\right.} \\
& \left.\left.+\sinh \omega_{1} \mathrm{~T}\left(\cos \omega_{2} \mathrm{~T}-1\right)\left(\omega_{2}\left(\Omega_{2}-1\right)^{2} \cot \frac{\theta}{2}-\omega_{1}\left(\Omega_{2}^{2}-1\right)\right)\right]\right\}^{-1 / 2} \\
& =\left(\frac{1}{2 \sinh \frac{\omega_{1} \mathrm{~T}}{2}}\right)\left(\frac{\exp \left\{\frac{-\mathrm{iV} \mathrm{~V}_{0} \mathrm{~T}}{\hbar}\right\}}{2 \mathrm{i} \sin \frac{\omega_{2} \mathrm{~T}}{2}}\right) \tag{4.36}
\end{align*}
$$

This is the product of two independent terms which consist of the first factor $\left(2 \sinh \frac{\omega_{1} \mathrm{~T}}{2}\right)^{-1}$ representing the one-dimensional propagator in an inverted harmonic potential and the second $\exp \left\{\frac{-\mathrm{iV}_{0} \mathrm{~T}}{\hbar}\right\} \quad\left(2 \operatorname{isin} \frac{\mathrm{O}_{2} \mathrm{~T}}{2}\right)^{-1}$ for the harmonic potential with renormalized frequency $\omega_{1}$ and $\omega_{2}$, respectively. For the case which magnetic field goes to zero, Eq. (4.36) reduces to the trace of propagator of a two-dimensional electron in the anisotropic saddle point potential.

In order to evaluate the density of states we use the following identity

$$
\frac{1}{2 i \sin \frac{\omega_{2} T}{2}}=\sum_{n=0}^{\infty} \exp \left[-i\left(n+\frac{1}{2}\right) \omega_{2} T\right] \text {, }
$$

and in the large T approximation we use

$$
\begin{aligned}
& 66 \frac{1}{2 \sinh \frac{\omega_{1} \mathrm{~T}}{2}} \cong \exp \left[\frac{-\omega_{1} \mathrm{~T}}{2}\right] \text {. } \\
& \text { จฬาลงกระยสสี่หนาว่าว่ทยาลัย }
\end{aligned}
$$

Thus the density of states becomes

$$
\begin{equation*}
\rho(E)=\frac{1}{\pi} \sum_{n=0}^{\infty} \frac{\frac{\hbar \omega_{1}}{2}}{\left(E-\left(n+\frac{1}{2}\right) \hbar \omega_{2}-V_{0}\right)^{2}+\left(\frac{\hbar \omega_{1}}{2}\right)^{2}}, \tag{4.37}
\end{equation*}
$$

Eq. (4.37) is in the form of a summation of Lorentzian functions that have peaks at $\mathrm{E}=\mathrm{V}_{0}+\left(\mathrm{n}+\frac{1}{2}\right) \hbar \omega_{2}$ and broadening of each peak is proportional to the parameter $\hbar \omega_{1} / 2$ (Fig. 11). Therefore, the first term in the denominator gives the renormalized energy spectrum

$$
\begin{equation*}
\mathrm{E}_{\mathrm{n}}=\mathrm{V}_{0}+\left(\mathrm{n}+\frac{1}{2}\right) \hbar \omega_{2}, \mathrm{n}=0,1,2, \ldots \tag{4.38}
\end{equation*}
$$

From Eqs. (4.26) and (4.27) one can show that the energy spectrum is unlike discrete Landau levels, the saddle-point potential allows for a continuous energy E for each discrete state n . Furthermore, for $\Omega_{\mathrm{x}}^{2}, \Omega_{\mathrm{y}}^{2}, \mathrm{~V}_{0} \rightarrow 0$ then $\omega_{2} \rightarrow \omega, \omega_{1} \rightarrow 0$, energy $\mathrm{E}_{\mathrm{n}} \rightarrow\left(\mathrm{n}+\frac{1}{2}\right) \hbar \omega$ corresponds to the usual discrete Landau levels.


Fig. 11. Schematic diagram of the density of states which is given by Eq. (4.37).
สถาบันวิทยบริการ


## CHAPTER V

## CONCLUSIONS AND DISCUSSION

In this thesis, we have studied the system of non-interacting electron confined in two-dimensions under the influence of a transverse magnetic field and an anisotropic quadratic saddle point potential $\mathrm{V}_{\mathrm{sp}}(\mathrm{x}, \mathrm{y})=\mathrm{V}_{0}+\frac{\mathrm{m}}{2}\left(\Omega_{\mathrm{x}}^{2} \mathrm{x}^{2}-\Omega_{\mathrm{y}}^{2} \mathrm{y}^{2}\right)$. This system was introduced by Fertig and Halperin to study tunneling and delocalization of electrons in the quantum Hall problem.

In the work of Fertig and Halperin, the symmetric gauge has been used for magnetic field in the $z$ direction. The Hamiltonian of this system is given by Eq. (2.22),

$$
\begin{equation*}
H=\frac{1}{2 m}\left\{\left(\frac{\hbar}{i} \frac{\partial}{\partial x}-\frac{e B y}{2 c}\right)^{2}+\left(\frac{\hbar}{i} \frac{\partial}{\partial y}+\frac{e B x}{2 c}\right)^{2}\right\}+V_{0}+\frac{m}{2}\left(\Omega_{x}^{2} x^{2}-\Omega_{y}^{2} y^{2}\right) . \tag{5.1}
\end{equation*}
$$

By using Bogoliubov transformations, they were able to decouple the Hamiltonian into a sum of two commuting Hamiltonians in Eq. (2.36),

$$
\begin{equation*}
H=\left\{E_{1}\left(P^{2}-X^{2}\right)\right\}+\left\{\frac{1}{2} E_{2}\left(p^{2}+s^{2}\right)+V_{0}\right\} \tag{5.2}
\end{equation*}
$$

where parameters are given by Eqs. (2.29) and (2.33),


The first $\mathrm{E}_{1}\left(\mathrm{P}^{2}-\mathrm{X}^{2}\right)$ is equivalent to that of a one-dimensional particle in an inverted harmonic potential and the other $\frac{1}{2} E_{2}\left(p^{2}+s^{2}\right)+V_{0}$ represents a onedimensional particle confined by a harmonic potential. This implies that energy spectrum is unlike discrete Landau levels, the saddle-point potential allows for a continuous energy $E$.

Kagalovsky used the Feynman path integral to calculate the exact propagator of electrons in this system. Since the system is quadratic, the path integral can be carried out exactly by using Eq. (3.26),

$$
\begin{equation*}
\mathrm{K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \mathrm{~T} ; \overrightarrow{\mathrm{r}}_{0}, 0\right)=\mathrm{F}(\mathrm{~T}) \exp \left\{\frac{\mathrm{i}}{\hbar} \mathrm{~S}_{\mathrm{cl}}\right\}, \tag{5.3}
\end{equation*}
$$

where $S_{c \mid}$ is the classical action , and pre-factor $F(T)$ is given by Eq. (3.27),

$$
\begin{equation*}
\mathrm{F}(\mathrm{~T})=\sqrt{\operatorname{det}\left\{\frac{\mathrm{i}}{2 \pi \hbar} \frac{\partial^{2}}{\partial \overrightarrow{\mathrm{r}}_{\mathrm{T}} \partial \overrightarrow{\mathrm{r}}_{0}} \mathrm{~S}_{\mathrm{c}[ }\left[\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \overrightarrow{\mathrm{r}}_{0}\right]\right\}} . \tag{5.4}
\end{equation*}
$$

The classical action is evaluated along the trajectory via the equations of motion Eqs. (4.5) and (4.6),

$$
\begin{align*}
& \ddot{x}-\omega \dot{y}+\Omega_{x}^{2} x=0,  \tag{5.5}\\
& \ddot{y}+\omega \dot{x}-\Omega_{y}^{2} y=0 . \tag{5.6}
\end{align*}
$$

In order to evaluate classical action from Eqs. (5.5) and (5.6), Kagalovsky used matrix methods which are not applicable to a potential of anisotropic form. Therefore, he assumed $\Omega_{x}^{2}=\Omega_{y}^{2}=\lambda^{2}$ or $V_{\text {sp }}(x, y)$ in the isotropic form $\frac{m}{2} \lambda^{2}\left(x^{2}-y^{2}\right)$. After solving the classical action and using formula Eq. (3.26), Kagalovsky obtained the exact propagator Eq. (3.81),

## สถาบันวิทยบริการ


$+4 \sin \omega^{\prime} \mathrm{T} \sinh \omega^{\prime \prime} \mathrm{T}\left[2 \omega^{\prime} \omega^{\prime \prime}+\left(\omega_{1} \omega_{4}-\omega_{2} \omega_{3}\right)\left(\frac{\omega^{\prime \prime}}{\omega^{\prime}}-\frac{\omega^{\prime}}{\omega^{\prime \prime}}\right)+\frac{\left(\omega_{1}^{2} \omega_{4}^{2}+\omega_{2}^{2} \omega_{3}^{2}\right)}{\omega^{\prime} \omega^{\prime \prime}}\right]$
$+4 \sinh ^{2} \omega^{\prime \prime} \mathrm{T}\left[\omega^{\prime \prime 2}+\omega_{1} \omega_{4}-\omega_{2} \omega_{3}-\omega^{\prime 2}\right]$
$\left.+\left(\cosh \omega^{\prime \prime} \mathrm{T}-\cos \omega^{\prime} \mathrm{T}\right)^{2}\left[\omega_{1}+\omega_{2}+\omega_{3}-\omega_{4}\right]^{2}\right\}^{1 / 2} \exp \left\{\frac{\mathrm{i}}{\hbar} \mathrm{S}_{\mathrm{cl}}\right\}$,
where classical action $\mathrm{S}_{\mathrm{cl}}$ in Eq. (3.81),

$$
\begin{aligned}
\mathrm{S}_{\mathrm{cl}}=\frac{\mathrm{m}}{2 \Delta} & \left\{( \mathrm { x } _ { \mathrm { T } } ^ { 2 } + \mathrm { x } _ { 0 } ^ { 2 } ) \left[\left(\frac{\omega_{2} \omega_{3}}{\omega^{\prime}}+\omega^{\prime}\right) \sin \omega^{\prime} \mathrm{T} \cosh \omega^{\prime \prime} \mathrm{T}\right.\right. \\
& \left.-\left(\frac{\omega_{1} \omega_{4}}{\omega^{\prime \prime}}+\omega^{\prime \prime}\right) \cos \omega^{\prime} \mathrm{T} \sinh \omega^{\prime \prime} \mathrm{T}\right] \\
+ & \left(2 \mathrm{x}_{\mathrm{T}} \mathrm{x}_{0}\right)\left[-\left(\frac{\omega_{2} \omega_{3}}{\omega^{\prime}}+\omega^{\prime}\right) \sin \omega^{\prime} \mathrm{T}+\left(\frac{\omega_{1} \omega_{4}}{\omega^{\prime \prime}}+\omega^{\prime \prime}\right) \sinh \omega^{\prime \prime} \mathrm{T}\right] \\
+ & \left(\mathrm{y}_{\mathrm{T}}^{2}+\mathrm{y}_{0}^{2}\right)\left[\left(\omega^{\prime}-\frac{\omega_{1} \omega_{4}}{\omega^{\prime}}\right) \sin \omega^{\prime} \mathrm{T} \cosh \omega^{\prime \prime} \mathrm{T}\right. \\
& \left.-\left(\frac{\omega_{2} \omega_{3}}{\omega^{\prime \prime}}-\omega^{\prime \prime}\right) \cos \omega^{\prime} \mathrm{T} \sinh \omega^{\prime \prime} \mathrm{T}\right] \\
+ & \left(2 \mathrm{y}_{\mathrm{T}} \mathrm{y}_{0}\right)\left[\left(\frac{\omega_{1} \omega_{4}}{\omega^{\prime}}-\omega^{\prime}\right) \sin \omega^{\prime} \mathrm{T}+\left(\omega^{\prime \prime}-\frac{\omega_{2} \omega_{3}}{\omega^{\prime \prime}}\right) \sinh \omega^{\prime \prime} \mathrm{T}\right] \\
& +\left(\mathrm{x}_{\mathrm{T}} \mathrm{y}_{0}-\mathrm{y}_{\mathrm{T}} \mathrm{x}_{0}\right)\left(\omega_{1}+\omega_{2}+\omega_{3}-\omega_{4}\right)\left(\cos \omega^{\prime} \mathrm{T}-\cosh \omega^{\prime \prime} \mathrm{T}\right) \\
& +\left(\mathrm{x}_{\mathrm{T}} \mathrm{y}_{\mathrm{T}}-\mathrm{y}_{0} \mathrm{x}_{0}\right)\left[\left(\omega_{1}-\omega_{2}-\omega_{3}-\omega_{4}\right)\left(1-\cos \omega^{\prime} \mathrm{T} \cosh \omega^{\prime \prime} \mathrm{T}\right)\right. \\
& \left.\left.+\frac{\left(\omega_{3}-\omega_{4}\right)}{\omega^{\prime \prime}} \omega^{\prime} \sin \omega^{\prime} \mathrm{T} \sinh \omega^{\prime \prime} \mathrm{T}+\frac{\left(\omega_{1}-\omega_{2}\right)}{\omega^{\prime}} \omega^{\prime \prime}\right]\right\},
\end{aligned}
$$

,$\Delta=2-2 \cos \omega^{\prime} \mathrm{T} \cosh \omega^{\prime \prime} \mathrm{T}+\frac{\omega_{2} \omega_{3}-\omega_{1} \omega_{4}}{\omega^{\prime} \omega^{\prime \prime}} \sin \omega^{\prime} \mathrm{T} \sinh \omega^{\prime \prime} \mathrm{T}$ and parameters $\omega_{\mathrm{i}}$ are given by $\omega_{1,3}= \pm\left(\omega^{2}-2 \lambda^{2} \pm \sqrt{\omega^{4}+4 \lambda^{4}}\right) / 2 \omega, \quad \overline{\omega_{2,4}}= \pm 2 \omega \lambda^{2}\left(\omega^{2}+2 \lambda^{2} \pm \sqrt{\omega^{4}+4 \lambda^{4}}\right), \quad \omega^{\prime}=\sqrt{\omega_{1} \omega_{2}}$, $\omega^{\prime \prime}=\sqrt{\omega_{3} \omega_{4}}$. To relate the path integral approach to the work of Fertig and Halperin, Kagalovsky pointed out that the propagator may be transformed to a product of two independent propagators,

$$
\begin{equation*}
\mathrm{K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \mathrm{~T} ; \overrightarrow{\mathrm{r}}_{0}, 0\right) \rightarrow \mathrm{K}_{1}(\mathrm{X}) \mathrm{K}_{2}(\mathrm{~s}) \tag{5.9}
\end{equation*}
$$

$\mathrm{K}_{1}(\mathrm{X})$ for the inverted harmonic and the other $\mathrm{K}_{2}(\mathrm{~s})$ for the harmonic oscillator in new coordinate.

## สถาบันวิทยบริการ

In Chapter 4, we presented the exact evaluation of the propagator for an electron in the model of Fertig and Halperin. By introducing the complex variable path $\mathrm{z}=\mathrm{x}$-iy and $\tilde{\mathrm{z}}=\mathrm{x}+\mathrm{iy}$ instead of the matrix method, the classical action for the case of anisotropy $\Omega_{\mathrm{x}}^{2} \neq \Omega_{\mathrm{y}}^{2}$ can be obtained. By solving equation of motion from complex path and using Eq. (3.26) we obtain the exact propagator Eq. (4.30),

$$
\begin{align*}
& \mathrm{K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \overrightarrow{\mathrm{r}}_{\mathrm{o}} ; \mathrm{T}\right)=\frac{\mathrm{m}}{2 \pi \mathrm{i} \hbar \sqrt{\Delta \sin \theta}}\left\{\left(\omega_{1}^{2}-\omega_{2}^{2}\right)\left(\Omega_{2}^{2}-1\right) \sin \theta\right. \\
& \left.-2 \omega_{1} \omega_{2}\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right)\right\}^{\frac{1}{2}} \exp \left\{-\frac{\mathrm{iV} \mathrm{~V}_{0} \mathrm{~T}}{\hbar}\right\} \exp \frac{\mathrm{im}}{2 \Delta \hbar}\{ \\
& {\left[\omega_{1}\left(\Omega_{2}-1\right)^{2} \cot \frac{\theta}{2}+\omega_{2}\left(\Omega_{2}^{2}-1\right)\right] \sin \omega_{2} \mathrm{~T}\left[\left(\mathrm{x}_{0}^{2}+\mathrm{x}_{\mathrm{T}}^{2}\right) \cosh \omega_{1} \mathrm{~T}-2 \mathrm{x}_{0} \mathrm{x}_{\mathrm{T}}\right]} \\
& -\left[\omega_{1}\left(\Omega_{2}^{2}-1\right)+\omega_{2}\left(\Omega_{2}+1\right)^{2} \tan \frac{\theta}{2}\right] \sinh \omega_{1} \mathrm{~T}\left[\left(\mathrm{x}_{0}^{2}+\mathrm{x}_{\mathrm{T}}^{2}\right) \cos \omega_{2} \mathrm{~T}-2 \mathrm{x}_{0} \mathrm{x}_{\mathrm{T}}\right] \\
& +\left[\omega_{2}\left(\Omega_{2}^{2}-1\right)-\omega_{1}\left(\Omega_{2}+1\right)^{2} \tan \frac{\theta}{2}\right] \sin \omega_{2} \mathrm{~T}\left[\left(\mathrm{y}_{\mathrm{o}}^{2}+\mathrm{y}_{\mathrm{T}}^{2}\right) \cosh \omega_{1} \mathrm{~T}-2 \mathrm{y}_{\mathrm{o}} \mathrm{y}_{\mathrm{T}}\right] \\
& +\left[\omega_{2}\left(\Omega_{2}-1\right)^{2} \cot \frac{\theta}{2}-\omega_{1}\left(\Omega_{2}^{2}-1\right)\right] \sinh \omega_{1} \mathrm{~T}\left[\left(\mathrm{y}_{\mathrm{o}}^{2}+\mathrm{y}_{\mathrm{T}}^{2}\right) \cos \omega_{2} \mathrm{~T}-2 \mathrm{y}_{\mathrm{o}} \mathrm{y}_{\mathrm{T}}\right] \\
& +\frac{2}{\sin \theta}\left[( \operatorname { c o s } \omega _ { 2 } \mathrm { T } - \operatorname { c o s h } \omega _ { 1 } \mathrm { T } ) \left(\omega_{1} \cos \theta\left(\Omega_{2}^{2}-1\right)\right.\right. \\
& \left.\left.+\omega_{2} \sin \theta\left(\Omega_{2}^{2}+1\right)\right)\right]\left(\mathrm{x}_{\mathrm{o}} \mathrm{y}_{\mathrm{T}}-\mathrm{x}_{\mathrm{T}} \mathrm{y}_{\mathrm{o}}\right) \\
& +\frac{2}{\sin \theta}\left[\left(2 \omega_{2} \Omega_{2} \sin \theta-\omega_{1}\left(\Omega_{2}^{2}-1\right)\right) \cosh \omega_{1} \mathrm{~T} \cos \omega_{2} \mathrm{~T}\right. \\
& -\left(2 \omega_{1} \Omega_{2} \sin \theta+\omega_{2}\left(\Omega_{2}^{2}-1\right)\right) \sinh \omega_{1} \mathrm{~T} \sin \omega_{2} \mathrm{~T} \\
& \left.\left.-\left(2 \omega_{2} \Omega_{2} \sin \theta-\omega_{1}\left(\Omega_{2}^{2}-1\right)\right)\right]\left(\mathrm{x}_{\mathrm{o}} \mathrm{y}_{\mathrm{o}}-\mathrm{x}_{\mathrm{T}} \mathrm{y}_{\mathrm{T}}\right)\right\} \text {, } \tag{5.10}
\end{align*}
$$

where
$\Delta=2\left(1-\Omega_{2}^{2}\right)\left(1-\cos \omega_{2} \mathrm{~T} \cosh \omega_{1} \mathrm{~T}\right)-\frac{2\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right)}{\sin \theta} \sin \omega_{2} \mathrm{~T} \sinh \omega_{1} \mathrm{~T}$.
$\theta=\arctan \left(-\omega \omega_{1} /\left(\omega_{1}^{2}+\widetilde{\Omega}^{2}\right)\right), \Omega_{2}=-\frac{1}{\Omega^{2}}\left\{\hat{\left.\omega_{2}\left(\omega-\omega_{2}\right)+\tilde{\Omega}^{2}\right\}, ~}\right.$
$\omega_{1}=\frac{1}{\sqrt{2}}\left(\left(\omega^{4}+4 \omega^{2} \tilde{\Omega}^{2}+4 \Omega^{4}\right)^{1 / 2}-\omega^{2}-2 \tilde{\Omega}^{2}\right)^{1 / 2}$,
$\omega_{2}=\frac{1}{\sqrt{2}}\left(\left(\omega^{4}+4 \omega^{2} \tilde{\Omega}^{2}+4 \Omega^{4}\right)^{1 / 2}+\omega^{2}+2 \tilde{\Omega}^{2}\right)^{1 / 2}, \Omega^{2}=\left(\bar{\Omega}_{\mathrm{x}}^{2}+\Omega_{\mathrm{y}}^{2}\right) / 2$ and $\widetilde{\Omega}^{2}=\left(\Omega_{\mathrm{x}}^{2}-\Omega_{\mathrm{y}}^{2}\right) / 2$.

One can easily check that if the saddle point potential approaches zero $\Omega_{x}^{2} \rightarrow 0$ and $\Omega_{y}^{2} \rightarrow 0$ then $\omega_{\omega_{1} \rightarrow 0}$ and $\omega_{2} \rightarrow \omega$. Then the propagator reduces to the well-known propagator for an electron in perpendicular magnetic field. In other case which the magnetic field goes to zero, this case corresponds to $\omega \rightarrow 0$, $\omega_{1} \rightarrow \Omega_{y}$ and $\omega_{2} \rightarrow \Omega_{\mathrm{x}}$ then we obtain the propagator of electron in the anisotropic saddle point potential, which can be written as product of two independent one-dimensional contributions, one representing for the harmonic oscillator (along x-axis) and the other representing the inverse parabola potential (along y-axis).

From our propagator (5.10), one can show that for the isotropic case $\Omega_{\mathrm{x}}^{2}=\Omega_{\mathrm{y}}^{2}=\lambda^{2}$ parameter $\omega_{1}$ and $\omega_{2}$ are reduced to $\omega_{1}=\frac{1}{\sqrt{2}} \sqrt{\sqrt{\omega^{4}+4 \lambda^{4}}-\omega^{2}}$ and $\omega_{2}=\frac{1}{\sqrt{2}} \sqrt{\sqrt{\omega^{4}+4 \lambda^{4}}+\omega^{2}}$ equal to $\omega^{\prime \prime}$ and $\omega^{\prime}$, which given by Kagalovsky, respectively.

By taking the trace of the propagator, we can show that our result is consistent with the two commuting Hamiltonian of Fertig and Halperin, and the two independent propagators of Kagalovsky. The trace, $\operatorname{Tr}\left[\mathrm{K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \mathrm{T} ; \overrightarrow{\mathrm{r}}_{0}, 0\right)\right]=\int_{-\infty}^{\infty} \mathrm{dx} \int_{-\infty}^{\infty} \mathrm{dy} \mathrm{K}(\mathrm{x}, \mathrm{y}, \mathrm{T} ; \mathrm{x}, \mathrm{y}, 0)$, can be evaluated exactly is Eq. (4.36)

$$
\begin{equation*}
\operatorname{Tr}\left[\mathrm{K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \mathrm{~T} ; \overrightarrow{\mathrm{r}}_{0}, 0\right)\right]=\left(\frac{\overline{\bar{\omega}}}{2 \sinh \frac{\omega_{1} \mathrm{~T}}{2}}\right)\left(\frac{\exp \left\{\frac{-\mathrm{i} \mathrm{~V}_{0} \mathrm{~T}}{\hbar}\right\}}{2 \mathrm{i} \sin \frac{\omega_{2} \mathrm{~T}}{2}}\right) \tag{5.11}
\end{equation*}
$$

This is in the form of a product of two independent terms. The first factor represents the one-dimensional particle in an inverted harmonic potential characterized by parameter $\omega_{1}$ and the second for harmonic potential characterized by parameter $\omega_{2}$. This trace corresponds to the Hamiltonian $\mathrm{H}_{1}, \mathrm{H}_{2}$ of Fertig and Halperin and propagator $\mathrm{K}_{1}, \mathrm{~K}_{2}$ of Kagalovsky respectively.

For applications, we evaluated the density of states by using Eq. (3.46),

$$
\begin{equation*}
99 / 9(\mathrm{E})=\frac{1}{\pi \hbar} \operatorname{Re}\left[\int_{0}^{\infty} \mathrm{dT} \operatorname{Tr}\left[\mathrm{~K}\left(\overrightarrow{\mathrm{r}}_{\mathrm{T}}, \mathrm{~T} ; \overrightarrow{\mathrm{r}}_{0}, 0\right)\right] \exp \left\{\frac{\mathrm{iET}}{\hbar}\right\}\right] . \tag{5.12}
\end{equation*}
$$

In order to obtain the density of states, we expand $1 / 2 i \sin \left(\omega_{2} T / 2\right)=\sum_{n=0}^{\infty} \exp \left[-i\left(n+\frac{1}{2}\right) \omega_{2} T\right]$ and for large $T$ approximation we approximate $1 / 2 \sinh \left(\omega_{1} \mathrm{~T} / 2\right)$ by $\exp \left[-\omega_{1} \mathrm{~T} / 2\right]$. Thus the density of states can be expressed in Eq.(4.37),

$$
\begin{equation*}
\rho(E)=\frac{1}{\pi} \sum_{n=0}^{\infty} \frac{\frac{\hbar \omega_{1}}{2}}{\left(E-\left(n+\frac{1}{2}\right) \hbar \omega_{2}-V_{0}\right)^{2}+\left(\frac{\hbar \omega_{1}}{2}\right)^{2}} \tag{5.13}
\end{equation*}
$$

This result is shown to be a series of a set of Lorentzian delta functions that have peaks at energy $E_{n}$ in Eq.(4.38),

$$
\mathrm{E}_{\mathrm{n}}=\left(\mathrm{n}+\frac{1}{2}\right) \hbar \omega_{2}, \mathrm{n}=0,1,2, \ldots
$$

The Lorentzian shape gives information about the renormalized Landau level and a continuous energy $E$ for each discrete state $n$. The number of continuous states between $\mathrm{E}_{\mathrm{n}}$ is proportional to the parameter $\omega_{1}$. From Eq. (4.16), we find that parameter $\omega_{1}$ goes to zero when inverse parabola term of $\mathrm{V}_{\mathrm{sp}}(\mathrm{x}, \mathrm{y})$ approach to zero $\Omega_{\mathrm{y}}^{2} \rightarrow 0$. Therefore, the continuous state represents the unbound state of an electron in y direction reflecting delocalization which is a direct consequence of the inverse parabola term $\left(-\Omega_{y}^{2} y^{2}\right)$ in the saddle point potential.

สถาบันวิทยบริการ

## จุฬาลงกรณ์มหาวิทยาลัย

## REFERENCES

[1] Landau, L. and Lifshifz, E.M. Quantum Mechanics (Non-Relativistic Theory). Oxford : Pergamon, 1977.
[2] Esfarjani, K., Glyde, H. R., and Sa-yakanit, V. Disorder, Screening, and Quantum Hall Oscillations. Phys. Rev. B. 41 (1990):1042.
[3] Ando, T. and Uemura, Y. Theory of Quantum Transport in a Two- Dimensional. J.Phys. Soc. Jpn. 36 (1974):959.
[4] von Klitzing, K. The Quantized Hall Effect. Rev. Mod. Phys. 58 (1986):519.
[5] Huckesstein, B. Scaling Theory of the Integer Quantum Hall Effect. Rev. Mod. Phys. 67 (1995):357.
[6] Fertig, H.A. and Halperin, B.I. Transmission Coefficient of an Electron through a Saddle-Point Potential in a magnetic Field. Phys. Rev. B. 36 (1987):7969.
[7] Shahbazyan, T.V. and Raikh, M.E. Weak Levitation of 2D Delocalized States in a Magnetic Field. Phys. Rev. Lett. 75 (1995):304.
[8] Kagalovsky, V., Horovitz, B., and Avishai, Y. Landau-Level Mixing and Extended States in the Quantum Hall:Effect. Phys. Rev. B. 52 (1995):17044.
[9] Gramada, A. and Raikh, M.E. Short-Rang Impurity in the Vicinity of a Saddle Point and the Levitation of the Two-dimensional Delocalized States in a Magnetic Field. Phys. Rev. B. 54 (1996):1928.
[10] Haldane, F.D.M. and Kuñ Yang. Landau Level Mixing and Levitation of Extended States in Two-Dimensions. Phys. Rev. Lett. 78 (1997):298.
[11] Prange. R.E. and Girvin, S.M. The Quantum HallEffect, $2^{\text {nd }}$ Ed. New York : Springer-

[12] Landau, L.D. Diamagnetism of Metal. Z. Physik. 64 (1930):629.
[13] von Klitzing, K., Dorda, G., and Pepper, M. New Method for High-Accuracy Determination of the Fine-Structure Constant Based on Quantum Hall Resistance. Phys. Rev. Lett. 45 (1980):494.
[14] Laughlin, R.B. Quantized Hall Conductivity in Two Dimensions. Phys. Rev. B. 23 (1981):5623.
[15] Halperin, B.I. Quantized Hall Conductance, Current-Carrying Edge States, and the Existence of Extended States in a Two-Dimensional Disordered Potential. Phys. Rev. B. 25 (1982):2185.
[16] Trugman, S.A. Localization, Percolation, and the Quantum Hall Effect. Phys. Rev. B. 27 (1983):7539.
[17] Messiah, A. Quantum Mechanic. New York : Wiley, 1961.
[18] Feynman, R.P. and Hibbs, A.R. Quantum Mechanics and Path Integrals. New York : Mc Graw-Hill, 1961.
[19] van Vleck, J.H. The Correspondence Principle in the Statistical Interpretation of Quantum Mechanics. Proc. Natn. Acad. Sci. 14 (1978):178.
[20] Pauli, W. Ausgewalte Kalpitel del Feldquantisierung (Lecture notes). Zurich : ETH, (1952):139.
[21] Dittrich, W. and Reuter, M. Classical and Quantum Dynamics From Classical Paths to Path Integrals. Berlin : Springer-Verlag, 1992.
[22] Kleinert, H. Path Integral in Quantum Mechanics Statistics and Polymer Physics, $2^{\text {nd }}$ Ed. Singapore : World Scientific, 1995.
[23] Sa-yakanit (Samathiyakanit). V. Path Integral Theory of a Model Disordered System. J.Phys. C:Solid St. Phys. 7(1974):2849.
[24] Papadopoulos, G. J. Magnetization of Harmonically Bound Charges. J. Phys.
A:Gen. Phys. 4 (1971):773.
[25] Kagalovsky, V. Exact Propagator for a Two-Dimensional Electron in Quadratic potentials and à transverse Magnetic Field. Phys. Rev. B. 20 (1996):13656. สถาบนวทยบรการ จุฬาลงกรณ์มหาวิทยาลัย

สถาบันวิทยบริการ
จุฬาลงกรณ์มหาวิทยาลัย

## APPENDIX

## SIMPLIFICATION OF THE PRE-FACTOR F(T)

In order to simplify the prefactor to the form given by Eq. (4.28), we use the Van VleckPauli formula for a two-dimensional system,

$$
\begin{equation*}
\mathrm{F}(\mathrm{~T})=\sqrt{\operatorname{det}\left\{\frac{\mathrm{i}}{2 \pi \hbar} \frac{\partial^{2} \mathrm{~S}_{\mathrm{c}}}{\partial \overrightarrow{\mathrm{r}}_{\mathrm{T}} \partial \overrightarrow{\mathrm{r}}_{0}}\right\}} \tag{A.1}
\end{equation*}
$$

After substituting the classical action from Eq. (4.27) we obtain

$$
\left.\begin{array}{c}
\mathrm{F}(\mathrm{~T})=\frac{\mathrm{m}}{2 \pi \mathrm{i} \hbar \Delta \sin \theta}\left\{\left\{\left[\left(\omega_{1}^{2}-\omega_{2}^{2}\right)\left(\Omega_{2}^{2}-1\right) \sin \theta-2 \omega_{1} \omega_{2}\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right)\right]\right.\right. \\
\times\left[( \Omega _ { 2 } ^ { 2 } - 1 ) \operatorname { s i n } \theta \left(\sinh { }^{2} \omega_{1} \mathrm{~T}-\sin ^{2} \omega_{2} \mathrm{~T}-\cosh ^{2} \omega_{1} \mathrm{~T}-\cos ^{2} \omega_{2} \mathrm{~T}\right.\right. \\
\left.+2 \cosh \omega_{1} \mathrm{~T} \cos \omega_{2} \mathrm{~T}\right)
\end{array}\right] \begin{gathered}
\left.\left.-2 \sinh \omega_{1} \mathrm{~T} \sin \omega_{2} \mathrm{~T}\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right)\right]\right\}  \tag{A.2}\\
\left.+\left(\cos \omega_{2} \mathrm{~T}-\cosh \omega_{1} \mathrm{~T}\right)^{2} \Theta(\theta)\right\}^{1 / 2},
\end{gathered}
$$

where parameter $\Delta$ is given by Eq. (4.25), and

$$
\begin{align*}
\Theta(\theta) & =\omega_{1}^{2}\left(\Omega_{2}^{2}-1\right)^{2} \cos ^{2} \theta+\omega_{2}^{2}\left(\Omega_{2}^{2}+1\right)^{2} \sin ^{2} \theta+2 \omega_{1} \omega_{2}\left(\Omega_{2}^{4}-1\right) \sin \theta \cos \theta  \tag{A.3}\\
& +\left(\Omega_{2}^{2}-1\right) \sin \theta\left[\left(\omega_{1}^{2}-\omega_{2}^{2}\right)\left(\Omega_{2}^{2}-1\right) \sin \theta-2 \omega_{1} \omega_{2}\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right)\right] .
\end{align*}
$$

From Eq. (A.3) we find that $\Theta(\theta)$ can be written as

Substituting parameter $\Omega_{2}=-\frac{1}{\Omega^{2}}\left\{\omega_{2}\left(\omega-\omega_{2}\right)+\tilde{\Omega}^{2}\right\}$ and $\sin \theta=\frac{\omega \omega_{1}}{\Omega^{2}}$ from Eq.
(4.19) into Eq. (A.4) we obtain

$$
\begin{equation*}
\Theta(\theta)=\frac{\omega_{1}^{2}}{\Omega^{8}}\left\{\omega_{2}^{4}-\left(\omega^{2}+2 \tilde{\Omega}^{2}\right) \omega_{2}^{2}+\tilde{\Omega}^{4}-\Omega^{4}\right\}^{2} . \tag{A.5}
\end{equation*}
$$

Substituting $\omega_{2}$ from Eq. (4.17) we find that $\Theta(\theta)=0$, thus the Eq. (A.2) becomes

$$
\begin{gathered}
\mathrm{F}(\mathrm{~T})=\frac{\mathrm{m}}{2 \pi \mathrm{i} \hbar \Delta \sin \theta}\left\{\left\{\left[\left(\omega_{1}^{2}-\omega_{2}^{2}\right)\left(\Omega_{2}^{2}-1\right) \sin \theta-2 \omega_{1} \omega_{2}\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right)\right]\right.\right. \\
\mathrm{x}\left[-\left(\Omega_{2}^{2}-1\right) \sin \theta\left(2-2 \cosh \omega_{1} \mathrm{~T} \cos \omega_{2} \mathrm{~T}\right)\right. \\
\left.\left.\left.-2\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right) \sinh \omega_{1} \mathrm{~T} \sin \omega_{2} \mathrm{~T}\right]\right\}\right\}^{1 / 2}
\end{gathered}
$$

When term
$-\left(\Omega_{2}^{2}-1\right) \sin \theta\left(2-2 \cosh \omega_{1} \mathrm{~T} \cos \omega_{2} \mathrm{~T}\right)-2\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right) \sinh \omega_{1} \mathrm{~T} \sin \omega_{2} \mathrm{~T}=$ $\Delta \sin \theta$, thus

$$
\mathrm{F}(\mathrm{~T})=\frac{\mathrm{m}}{2 \pi \mathrm{i} \hbar \sqrt{\Delta \sin \theta}}\left\{\left(\omega_{1}^{2}-\omega_{2}^{2}\right)\left(\Omega_{2}^{2}-1\right) \sin \theta-2 \omega_{1} \omega_{2}\left(\cos \theta-2 \Omega_{2}+\Omega_{2}^{2} \cos \theta\right)\right\}^{\frac{1}{2}} .
$$
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