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CHAPTER I

INTRODUCTION

The notions of bi-ideal and quasi-ideal for semigroups were introduced by Good

and Hughes [5] in 1952 and Steinfeld [17] in 1956, respectively. Bi-ideals and quasi-

ideals are generalizations of one-sided ideals and every quasi-ideal is a bi-ideal.

The notation BQ was given by Kapp [8] to denote the class of all semigroups whose

sets of bi-ideals and quasi-ideals coincide, i.e., BQ is the class of all semigroups

whose bi-ideals are quasi-ideals. Mielke [12] called the semigroups in the class BQ

the BQ-semigroups. In 1961, Lajos [11] showed that every regular semigroup is a

BQ-semigroup.

Regularity is a crucial notion in semigroup theory. The following standard

semigroups are regular : the full transformation semigroup, the partial transfor-

mation semigroup and the 1-1 partial transformation semigroup (the symmetric

inverse semigroup) on a nonempty set, the semigroup of all linear transformations

from a vector space over a filed into itself under composition and the full n × n

matrix multiplicative semigroup over a division ring. It is well-known that every

semigroup is embedded in the full transformation semigroup on a nonempty set.

We know that for an element x in Reg(S), the set of all regular elements of a

semigroup S, the bi-ideal and the quasi-ideal generated by x coincide. However,

the converse is not true in general. To generalize a regular element, a BQ-element

is defined. By a BQ-element of a semigroup S we mean an element x in S such

that the bi-ideal and the quasi-ideal of S generated by x coincide. The set of all

BQ-elements of a semigroup S is denoted by BQ(S). Then Reg(S) ⊆ BQ(S). It

is not necessarily true that S is a BQ-semigroup if every element of S is a BQ-

element. In fact, Calais [2] showed that S is a BQ-semigroup if and only if the

bi-ideal and the quasi-ideal of S generated by any two elements coincide.

This research is organized as follows :
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Chapter II contains the basic definitions, notations and quoted results which

will be used in this research. Some examples are also provided.

In Chapter III, the following additive and multiplicative semigroups of integers

are studied : (Z+,+), (Z+, ·), (Z, ·) and some of their subsemigroups. The BQ-

elements of these semigroups are characterized.

In Chapter IV, the BQ-elements of all the additive and multiplicative interval

semigroups on R are determined. It indicates that the regular elements and the

BQ-elements of these semigroups are the same.

Ehrlich [4] proved that the multiplicative semigroup Zn is regular if and only

if n is square-free. Recently, Alkam and Osba [1] characterized its regular ele-

ments in terms of Euler’s phi-function. In Chapter V, the regular elements of the

multiplicative semigroup Zn are characterized differently and its BQ-elements are

determined. Our characterizations show that the regular elements and the BQ-

elements are almost the same. It is shown that BQ(Zn, ·) = Reg(Zn, ·) if 4 - n and

BQ(Zn, ·) = Reg(Zn, ·) ∪
{(n

2

)}
if 4 | n. Including in this chapter, we provide

some sufficient conditions for the semigroup (kZn, ·) to have the property that

BQ(kZn, ·) = kZn.

Chapter VI deals with the following subsemigroups of T (X) and LF (V ) where

T (X) is the full transformations semigroup on a nonempty set X and LF (V ) is

the semigroup under composition of all linear transformations from a vector space

V over a field F into itself :

M(X) = {α ∈ T (X) | α is 1-1},

UE(X) = {α ∈ T (X) | α is onto and |aα−1| = |bα−1| for all a, b ∈ X},

MF (V ) = {α ∈ LF (V ) | α is 1-1}

( = {α ∈ LF (V ) | kerα = {0}}),

EF (V ) = {α ∈ LF (V ) | α is onto}

( = {α ∈ LF (V ) | V α = V }).

Notice that for α ∈ EF (V ) and v ∈ V, vα−1 = w + kerα where wα = v, so

|vα−1| = | kerα|. We show in this chapter that the BQ-elements of each semigroup



3

must be regular. It is shown that BQ(M(X)) = G(X) = BQ(UE(X)) and

BQ(MF (V )) = GF (V ) = BQ(EF (V )) where G(X) is the symmetric group on X

(the group under composition of all bijections on X) and GF (V ) the group under

composition of all isomorphisms from V onto itself.



CHAPTER II

PRELIMINARIES

The cardinality of a set X is denoted by |X|.

The value of a mapping α at x in the domain of α shall be written as xα. For

convenience, we use a bracket notation to represent a mapping. For instance,a b

c d

 stands for the mapping α with domα = {a, b}, ranα = {c, d},

aα = c and bα = d,

A x

a x′

 stands for the mapping β with dom β = X,

ran β = {a} ∪ {x′ | x ∈ X r A} and xβ =

a if x ∈ A,

x′ if x ∈ X r A.

By the above notation, a mapping α can be written as α =

xα−1

x


x∈ ranα

.

Here, ranα denotes the range (image) of α. The notation
.
∪ stands for a disjoint

union.

Let S be a semigroup and let 1 be a symbol not representing any element of

S. Extend the binary operation on S to S ∪ {1} by

1 1 = 1 and 1 a = a = a 1 for every a ∈ S.

Then S ∪ {1} is a semigroup with identity 1. Let

S1 =

 S if S has an identity,

S ∪ {1} if S has no identity.
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An element x of a semigroup S is called a regular element if x = xyx for some

y ∈ S and S is called a regular semigroup if every element of S is regular. The set

of all regular elements of a semigroup S will be denoted by Reg(S), i.e.,

Reg(S) = {x ∈ S | x = xyx for some y ∈ S}.

Note that a subsemigroup of a regular semigroup need not be regular. However, an

ideal of a regular semigroup is a regular semigroup. If I is an ideal of a semigroup

S and x ∈ I is such that x = xyx for some y ∈ S, then x = x(yxy)x and yxy ∈ I,

so x is regular in I. Hence

I ∩ Reg(S) = Reg(I).

A subsemigroup Q of a semigroup S is called a quasi-ideal of S if SQ∩QS ⊆ Q

and by a bi-ideal of S we mean a subsemigroup B of S such that BSB ⊆ B.

Clearly, every one-sided ideal of S is a quasi-ideal of S and every quasi-ideal of S

is a bi-ideal of S. Notice that if S is commutative, then the quasi-ideals and the

ideals of S are identical.

Example 2.1. Let F be a field and Mn(F ) the multiplicative semigroup of n×n

matrices over F where n > 1. Let

Q =




x 0 · · · 0

0 0 · · · 0
...

...
. . .

...

0 0 · · · 0

 | x ∈ F

.

Then Q is a subsemigroup of Mn(F ),

Mn(F )Q =




x1 0 · · · 0

x2 0 · · · 0
...

...
. . .

...

xn 0 · · · 0

 | x1, . . . , xn ∈ F


,
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and

QMn(F ) =




x1 x2 · · · xn

0 0 · · · 0
...

...
. . .

...

0 0 · · · 0

 | x1, . . . , xn ∈ F


,

so Mn(F )Q ∩QMn(F ) = Q. Thus Q is a quasi-ideal but not a one-sided ideal of

Mn(F ).

Example 2.2. Let n ≥ 4, SUn(F ) the multiplicative semigroup of strictly upper

triangular n× n matrices over F and

B =





0 · · · 0 x 0

0 · · · 0 0 y

0 · · · 0 0 0
...

. . .
...

...
...

0 · · · 0 0 0


| x, y ∈ F


.

Then B2 = {0} where 0 is the zero n× n matrix over F . Since

SUn(F )B =




0 · · · 0 x

0 · · · 0 0
...

. . .
...

...

0 · · · 0 0

 | x ∈ F


= BSUn(F )

and

BSUn(F )B = {0} ⊆ B,

it follows that B is a bi-ideal but not a quasi-ideal of SUn(F ).

Example 2.1 and Example 2.2 show that quasi-ideals generalize one-sided ideals

and bi-ideals generalize quasi-ideals, respectively.

The class of all semigroups whose sets of bi-ideals and quasi-ideals coincide

is denoted by BQ (Kapp [8]) and a semigroup in BQ is called a BQ-semigroup

(Mielke [12]).
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For a nonempty subset X of S, let (X)q and (X)b denote respectively the quasi-

ideal and the bi-ideal of S generated by X, i.e., (X)q is the intersection of all quasi-

ideals of S containing X and (X)b is the intersection of all bi-ideals of S containing

X ([18] p. 10 and p. 12). If X = {x1, x2, ..., xn}, we may write (x1, x2, ..., xn)q and

(x1, x2, ..., xn)b for ({x1, x2, ..., xn})q and ({x1, x2, ..., xn})b, respectively. Observe

that for every nonempty subset X of S, (X)b ⊆ (X)q since every quasi-ideal of S is

a bi-ideal of S. It is easily seen that S is a BQ-semigroup if and only if (X)b = (X)q

for every nonempty subset X of S. The following facts are well-known.

Theorem 2.3 ([3], p. 84-85). For a nonempty subset X of a semigroup S,

(X)q = S1X ∩XS1 (= X ∪ (SX ∩XS))

and

(X)b = X ∪XS1X (= X ∪X2 ∪XSX).

Hence if S has an identity, then (X)q = SX ∩XS and (X)b = X ∪XSX.

An important BQ-semigroup was introduced by Lajos [11] as follows :

Theorem 2.4 ([11]). Every regular semigroup is a BQ-semigroup.

Theorem 2.4 is a special case of the following fact given by Kapp [9].

Theorem 2.5 ([9]). If B is a bi-ideal of a semigroup S such that B ⊆ Reg(S),

then B is a quasi-ideal of S.

In fact, we can prove the next theorem which generalizes Theorem 2.5.

Theorem 2.6. Let X be a nonempty subset of a semigroup S. If X ⊆ Reg(S),

then (X)b = (X)q.

Proof. Assume that X ⊆ Reg(S), i.e., for every x ∈ X, x = xyx for some y ∈ S.

We know that (X)b ⊆ (X)q. To show that (X)q ⊆ (X)b, let x ∈ (X)q. Since

(X)q = S1X ∩XS1, x = s1y = zs2 for some s1, s2 ∈ S1 and y, z ∈ X. Let w ∈ S

be such that y = ywy. Then

x = s1y = s1ywy = (s1y)wy = (zs2)wy = z(s2w)y ∈ XSX ⊆ (X)b.

This shows that (X)q ⊆ (X)b, and hence the result follows.
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Calais [2] characterized any BQ-semigroup as follows :

Theorem 2.7 ([2]). A semigroup S is a BQ-semigroup if and only if (x, y)b =

(x, y)q for all x, y ∈ S.

It follows from Theorem 2.7 that if S is a BQ-semigroup, then (x)b = (x)q for all

x ∈ S. It can be seen from the proof of Theorem 2.7 given in [18] p. 76 that the

following theorem holds.

Theorem 2.8. A commutative semigroup S is a BQ-semigroup if and only if

(x)b = (x)q for all x ∈ S.

The following example shows that the converse of Theorem 2.8 need not be true

if S is noncommutative.

Example 2.9. Let S = {0, 1, 2, 3, 4} and define the operation · on S by

· 0 1 2 3 4

0 0 0 0 0 0

1 0 0 0 0 1

2 0 0 0 0 1

3 0 0 0 0 3

4 0 1 2 1 4

Then (S, ·) is a semigroup (Selfridge [16]). Notice that (S, ·) is noncommutative.

First, we show that S is not a BQ-semigroup. Let A = {0, 2, 3}. Since xy = 0 for

all x, y ∈ A, A is a subsemigroup of S. From the given table, we have

SA = {0, 1, 2}, AS = {0, 1, 3}

and

ASA = {0}.

Then A is a bi-ideal of S but SA ∩ AS = {0, 1, 2} ∩ {0, 1, 3} = {0, 1} * A, so A

is not a quasi-ideal of S. Hence S is not a BQ-semigroup.

Next, we show that (x)b = (x)q for all x ∈ S. Since 0 = 03 and 4 = 43, by

Theorem 2.6, (0)b = (0)q and (4)b = (4)q. Also, we have that
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(1)q = {1} ∪ (S1 ∩ 1S)

= {1} ∪ ({0, 1} ∩ {0, 1})

= {0, 1},

(1)b = {1, 12} ∪ 1S1

= {1, 0} ∪ {0, 1}1

= {1, 0} ∪ {0}

= {0, 1},

(2)q = {2} ∪ (S2 ∩ 2S)

= {2} ∪ ({0, 2} ∩ {0, 1})

= {0, 2},

(2)b = {2, 22} ∪ 2S2

= {2, 0} ∪ {0, 1}2

= {2, 0} ∪ {0}

= {0, 2},

(3)q = {3} ∪ (S3 ∩ 3S)

= {3} ∪ ({0, 1} ∩ {0, 3})

= {0, 3},

(3)b = {3, 32} ∪ 3S3

= {3, 0} ∪ {0, 3}3

= {3, 0} ∪ {0}

= {0, 3}.

It follows that for all x ∈ S, (x)b = (x)q.

As mentioned previously, BQ-semigroups have been defined. It is reasonable

to define BQ-elements of semigroups accordingly as follows : by a BQ-element of

a semigroup S we mean an element x of S such that (x)b = (x)q. It follows from

Theorem 2.6 that every regular element of S is a BQ-element. For convenience,

let BQ(S) be the set of all BQ-elements of S. Then Reg(S) ⊆ BQ(S). This
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inclusion can be proper. This implies that in a semigroup, BQ-elements are a

generalization of regular elements.

Example 2.10. Let S be a zero semigroup with zero 0, i.e., xy = 0 for all

x, y ∈ S and assume that |S| > 1. It is clearly seen that Reg(S) = {0} and for all

x ∈ S, (x)q = {0, x} = (x)b. It follows that BQ(S) = S ) Reg(S).

Example 2.11. From Example 2.9, we can directly check that Reg(S) = {0, 4}.

It was shown that BQ(S) = S = {0, 1, 2, 3, 4}.

Remark 2.12. By Theorem 2.7, if S ∈ BQ, then BQ(S) = S. However, Ex-

ample 2.9 shows that the converse is not generally true. By Theorem 2.8, these

statements are equivalent if S is commutative.

Let Z and R denote respectively the set of all integers and the set of all real

numbers and let Z+ = {x ∈ Z | x > 0}. For a, b ∈ Z and a 6= 0, let a | b means

that b is divisible by a.

Pearson [13] introduced without proof all the multiplicative interval semi-

groups on R. There are 15 types as follows :

(i) R,

(ii) {0},

(iii) {1},

(iv) (0,∞),

(v) [0,∞),

(vi) (a,∞) where a ≥ 1,

(vii) [a,∞) where a ≥ 1,

(viii) (0, b) where 0 < b ≤ 1,

(ix) (0, b] where 0 < b ≤ 1,

(x) [0, b) where 0 < b ≤ 1,
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(xi) [0, b] where 0 < b ≤ 1,

(xii) (a, b) where −1 ≤ a < 0 < a2 ≤ b ≤ 1,

(xiii) (a, b] where −1 ≤ a < 0 < a2 ≤ b ≤ 1,

(xiv) [a, b) where −1 ≤ a < 0 < a2 < b ≤ 1,

(xv) [a, b] where −1 ≤ a < 0 < a2 ≤ b ≤ 1.

Ritkeao [15] gave a proof in detail for these facts in his master thesis by making

use of the supremum and the infimum of subsets of R. It can be shown similarly

that all the additive interval semigroups on R have 6 types as follows :

(i) R,

(ii) {0},

(iii) [a,∞) where a ≥ 0,

(iv) (a,∞) where a ≥ 0,

(v) (−∞, b] where b ≤ 0,

(vi) (−∞, b) where b ≤ 0.

For n ∈ Z+,Zn denotes the set of all integers modulo n. Then Zn contains n

elements and

Zn = {0, 1, . . . , n− 1} = {x | x ∈ Z}

where x is the equivalence class of x modulo n. We have that for k ∈ Z,

kZn = (k, n)Zn = {0, (k, n), 2(k, n), . . . ,

(
n

(k, n)
− 1

)
(k, n)}

= {(k, n)x | x ∈ Z},

|kZn| =
n

(k, n)

where for a, b ∈ Z not both 0, (a, b) denotes the g.c.d. of a and b. We know that

(a, b) = as + bt for some s, t ∈ Z and (a, b) = 1, i.e., a and b are relatively prime

if and only if ax + by = 1 for some x, y ∈ Z. Notice that kZn is a subsemigroup

of (Zn, ·). Ehrlich [4] gave the following result.
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Theorem 2.13 ([4]). The semigroup (Zn, ·) is regular if and only if n is square-

free.

Recall that n is square-free if there is no integer a > 1 such that a2 | n. Then n is

square-free if and only if either n = 1 or n is a product of distinct primes. Notice

that if n is square-free, then (x, n) = (xk, n) for all x ∈ Z and k ∈ Z+. By making

use of Theorem 2.4 and Theorem 2.13, the following theorem was given in [10].

Theorem 2.14 ([10]). The semigroup (Zn, ·) is a BQ-semigroup if and only if

either n = 4 or n is square-free.

Let X be a nonempty set, 1X the identity mapping on X and T (X) the full

transformation semigroup on X (the semigroup under composition of all mappings

α : X → X). It is well-known that T (X) is a regular semigroup ([6], p. 4). Let

M(X), E(X) and G(X) be the subsemigroups of T (X) defined by

M(X) = {α ∈ T (X) | α is 1-1},

E(X) = {α ∈ T (X) | α is onto},

G(X) = the symmetric group on X

( = {α ∈ T (X) | α is 1-1 and onto}).

Then M(X) = G(X) [E(X) = G(X)] if and only if X is finite. It is evident that

G(X) ⊆ Reg(M(X)) and G(X) ⊆ Reg(E(X)). Notice that by right cancellation

and left cancellation of M(X) and E(X), respectively, we have that Reg(M(X)) ⊆

G(X) and Reg(E(X)) ⊆ G(X). Hence Reg(M(X)) = G(X) and Reg(E(X)) =

G(X).

Let V be a vector space over a field F and LF (V ) the semigroup under com-

position of all linear transformations α : V → V . It is known that LF (V ) is

a regular semigroup ([7], p. 63). Define the subsemigroups MF (V ), EF (V ) and

GF (V ) respectively as follows :

MF (V ) = {α ∈ LF (V ) | α is 1-1}

( = {α ∈ LF (V ) | ker α = {0}}),
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EF (V ) = {α ∈ LF (V ) | α is onto}

( = {α ∈ LF (V ) | V α = V }),

GF (V ) = {α ∈ LF (V ) | α is an isomorphism}.

Then MF (V ) = GF (V ) [EF (V ) = GF (V )] if and only if V is finite-dimensional.

We have similarly that Reg(MF (V )) = GF (V ) = Reg(EF (V )).

If α ∈ LF (V ) and v ∈ ranα, then we have

vα−1 = w + kerα

where wα = v. But |w + kerα| = | kerα| for all w ∈ V , so we have that for all

v1, v2 ∈ ranα, |v1α
−1| = |v2α

−1|. Hence

for all α ∈ EF (V ) and v1, v2 ∈ V, |v1α
−1| = |v2α

−1|.

This is not true for E(X) where X is infinite. Let a ∈ X. Then |X r {a}| = |X|.

Let ϕ : X r {a} → X be a bijection and let α ∈ E(X) be defined by

α =

 x a

xϕ a


x∈Xr{a}

.

It follows that |xα−1| = 1 if x ∈ X r {a} and |aα−1| = 2. The following example

shows that |aα−1| 6= |bα−1| for all distinct a, b ∈ Z+. Define α ∈ E(Z+) by

1α = 1,

2α = 3α = 2,

4α = 5α = 6α = 3,

7α = 8α = 9α = 10α = 4, ...

i.e., 1α = 1 and

({
1, 2, ...,

n∑
i=1

i

}
r
{

1, 2, ...,
n−1∑
i=1

i

})
α = {n} for all n ∈ Z+r{1}.

Then |nα−1| = n for all n ∈ Z+.

Next, we define the subset UE(X) of E(X) in order that UE(X) has the same

property as EF (V ) mentioned above. Let

UE(X) = {α ∈ E(X) | |aα−1| = |bα−1| for all a, b ∈ X}.
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To show that UE(X) is a subsemigroup of E(X), let α, β ∈ UE(X) and a, b ∈ X.

Then |aβ−1| = |bβ−1| and |xα−1| = |yα−1| for all x, y ∈ X. Let ϕ : bβ−1 → aβ−1

be a bijection. Then

|a(αβ)−1| = |aβ−1α−1|

=

∣∣∣∣∣∣
.⋃

y∈aβ−1

yα−1

∣∣∣∣∣∣
=

∣∣∣∣∣∣
.⋃

x∈bβ−1

(xϕ)α−1

∣∣∣∣∣∣ (since aβ−1 = (bβ−1)ϕ and ϕ is 1-1)

=

∣∣∣∣∣∣
.⋃

x∈bβ−1

xα−1

∣∣∣∣∣∣ (by [14], p. 144)

= |bβ−1α−1|

= |b(αβ)−1|.

This proves that UE(X) is a subsemigroup of E(X), as desired. Note that

UE(X) contains G(X) as a subgroup. Then UE(X) = G(X) if X is finite.

We also have that G(X) ⊆ Reg(UE(X)) ⊆ Reg(E(X)) = G(X). It follows that

Reg(UE(X)) = G(X).



CHAPTER III

ADDITIVE AND MULTIPLICATIVE

SEMIGROUPS OF INTEGERS

In this chapter, we characterize the BQ-elements of certain additive and mul-

tiplicative semigroups of integers.

Notice that the semigroups in this chapter are commutative. Therefore if S is

an additive semigroup of integers, then for any x ∈ S

(x)q = {x} ∪ (x+ S) and (x)b = {x, 2x} ∪ (2x+ S).

In particular, if 0 ∈ S, then (x)q = x + S and (x)b = {x} ∪ (2x + S). If S is a

multiplicative semigroup of integers, then for any x ∈ S,

(x)q = {x} ∪ xS and (x)b = {x, x2} ∪ x2S.

In particular, if 1 ∈ S, then (x)q = xS and (x)b = {x} ∪ x2S.

It can be easily seen that Reg(Z+,+) = ∅. The first theorem shows that

BQ(Z+,+) 6= ∅ and 1 is the only BQ-element of (Z+,+).

Note that (Z+,+) is the infinite cyclic semigroup generated by 1.

Theorem 3.1. BQ(Z+,+) = {1}.

Proof. We have that

(1)q = {1} ∪ (1 + Z+) = Z+

and

(1)b = {1, 2} ∪ (2 + Z+) = Z+

which imply that 1 ∈ BQ(Z+,+).

To show the reverse inclusion, let x ∈ BQ(Z+,+). Then
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{x, x+ 1, x+ 2, x+ 3, ...} = {x} ∪ {x+ 1, x+ 2, x+ 3, ...}

= {x} ∪ (x+ Z+)

= (x)q

= (x)b

= {x, 2x} ∪ (2x+ Z+)

= {x, 2x} ∪ {2x+ 1, 2x+ 2, 2x+ 3, ...}

= {x, 2x, 2x+ 1, 2x+ 2, 2x+ 3, ...}.

Since x < x+ 1 < x + 2 < ... and x < 2x < 2x+ 1 < 2x+ 2 < ..., it follows that

x+ 1 = 2x which implies that x = 1.

Hence the theorem is proved.

We can see easily that Reg(Z+, ·) = {1}. The next theorem shows that 1 is

also the only BQ-element of the semigroup (Z+, ·). Notice that 1 is the identity

of (Z+, ·).

Theorem 3.2. BQ(Z+, ·) = {1}.

Proof. Since

(1)q = 1Z+ = Z+ and (1)b = {1} ∪ 12Z+ = Z+,

we have that 1 is a BQ-element of (Z+, ·).

Next, let x ∈ BQ(Z+, ·). Then

{x, 2x, 3x, ...} = xZ+

= (x)q

= (x)b

= {x} ∪ x2Z+

= {x, x2, 2x2, 3x2, ...}.

But x < 2x < 3x < ... and x ≤ x2 < 2x2 < ..., it follows that 2x = x2 or

2x = 2x2. If 2x = x2, then 3x = 2x2, so x =
3

2
, a contradiction. Thus 2x = 2x2

which implies that x = 1. Hence the result is obtained.
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We can see that for n ∈ Z+, nZ+ is a subsemigroup of both semigroups (Z+,+)

and (Z+, ·). But (nZ+,+) is the infinite cyclic semigroup generated by n, so

(nZ+,+) ∼= (Z+,+). By Theorem 3.1, we have

Theorem 3.3. BQ(nZ+,+) = {n}.

It is easily seen that Reg(nZ+, ·) = ∅ if n > 1. We shall show that BQ(nZ+, ·)

is also empty if n > 1.

Theorem 3.4. BQ(nZ+, ·) = ∅ for all n > 1.

Proof. Let n ∈ Z+ r {1} and suppose on the contrary that BQ(nZ+, ·) 6= ∅. Let

x ∈ BQ(nZ+, ·). Then

{x, xn, 2xn, 3xn, ...} = {x} ∪ xnZ+

= (x)q

= (x)b

= {x, x2} ∪ x2nZ+

= {x, x2, x2n, 2x2n, ...}.

Since x < xn < 2xn < 3xn < ... and x < x2 < x2n < 2x2n < ..., we have that

3xn = 2x2n, so x =
3

2
, a contradiction. Hence the result follows.

For each n ∈ Z+, let

An = {n, n+ 1, n+ 2, ...}.

ThenAn is a subsemigroup of (Z+,+) andA1 = Z+. It is evident that Reg(An,+) =

∅ for all n ∈ Z+. We show in the next theorem that if n > 1, then BQ(An,+) = ∅.

Theorem 3.5. BQ(An,+) = ∅ for all n > 1.

Proof. Let n ∈ Z+ r {1}. To show that BQ(An,+) = ∅, suppose on the contrary

that BQ(An,+) 6= ∅. Let x ∈ BQ(An,+). Then

{x, x+ n, x+ n+ 1, x+ n+ 2, ...} = {x} ∪ (x+ {n, n+ 1, n+ 2, ...})

= {x} ∪ (x+ An)

= (x)q
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= (x)b

= {x, 2x} ∪ (2x+ An)

= {x, 2x} ∪ (2x+ {n, n+ 1, n+ 2, ...})

= {x, 2x, 2x+ n, 2x+ n+ 1, 2x+ n+ 2, ...}.

Since x < x+n < x+n+1 < x+n+2 < ... and x < 2x < 2x+n < 2x+n+1 < ...,

it follows that x+n+1 = 2x+n. This implies that x = 1 which is a contradiction

because n > 1. Therefore the desired result follows.

If x, y ∈ Z are such that x = xyx, then

x(1− yx) = 0

which implies that x = 0, 1 or −1. It is clear that −1, 0, 1 ∈ Reg(Z, ·). Hence

Reg(Z, ·) = {−1, 0, 1}. We show in the next theorem that BQ(Z, ·) = Reg(Z, ·).

Theorem 3.6. BQ(Z, ·) = {−1, 0, 1}.

Proof. Since Reg(Z, ·) ⊆ BQ(Z, ·), we have that {−1, 0, 1} ⊆ BQ(Z, ·). For the

reverse inclusion, let x ∈ BQ(Z, ·). Then

{0,±x,±2x, ...} = xZ

= (x)q

= (x)b

= {x} ∪ x2Z

= {0, x,±x2,±2x2, ...}.

Case 1 : −x ∈ {0, x}. Then x = 0.

Case 2 : −x /∈ {0, x}. Then −x = x2k for some k ∈ Z r {0}. Thus −1 = xk

which implies that x = 1 or −1.

Therefore the theorem is proved.

If n ∈ Z, then nZ is a subsemigroup of (Z, ·). Notice that nZ = Z if n = 1

or −1. Let n /∈ {−1, 1} and x, y ∈ Z be such that nx = (nx)(ny)(nx). Then
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nx(1−n2xy) = 0 which implies that nx = 0 or n2xy = 1. But n 6= 1 and n 6= −1,

so n2xy = 1 cannot occur. Hence nx = 0. Therefore Reg(nZ, ·) = {0}. We show

in the next theorem that BQ(nZ, ·) also contains only 0.

Theorem 3.7. If n /∈ {−1, 1}, then BQ(nZ, ·) = {0}.

Proof. It is evident if n = 0. Assume that n 6= 0. Then n /∈ {−1, 0, 1}, so nZ does

not contain 1 and −1. Since 0 ∈ Reg(nZ, ·) and Reg(nZ, ·) ⊆ BQ(nZ, ·), we have

that 0 ∈ BQ(nZ, ·). In fact, it is clear that (0)q = {0} = (0)b. Let x ∈ BQ(nZ, ·)

and suppose that x 6= 0. Then

{0, x,±nx,±2nx, ...} = {x} ∪ x(nZ)

= (x)q

= (x)b

= {x, x2} ∪ x2(nZ)

= {0, x, x2,±nx2,±2nx2, ...},

so nx = 0, x, x2 or knx2 for some k ∈ Z r {0}. Since n 6= 0, n 6= 1 and

x 6= 0, it follows that nx 6= 0 and nx 6= x. If nx = x2, then −nx = −x2 /∈

{0, x, x2,±nx2,±2nx2, ...}, a contradiction. If nx = knx2, then 1 = kx, so

x = ±1 /∈ nZ which is a contradiction. Hence the result follows.

Next, for n ∈ Z+, let

Z(n) = {x ∈ Z | |x| ≥ n}.

Then

Z(n) = {±n,±(n+ 1),±(n+ 2), ...}

which is a subsemigroup of (Z, ·) not containing 0. Since

Z(1) = Z r {0},

we clearly have that Reg(Z(1), ·) = {−1, 1}. If n > 1, then −1, 1 /∈ Z(n) and

we clearly obtain that Reg(Z(n), ·) = ∅. We show in the next theorem that the

BQ-elements of (Z(n), ·) are also regular.
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Theorem 3.8.

BQ(Z(n), ·) =

{−1, 1} if n = 1,

∅ if n > 1.

Proof. First, we consider (Z(1), ·). We have that 1 is the identity of (Z(1), ·).

Since Reg(Z(1), ·) ⊆ BQ(Z(1), ·), it follows that −1, 1 ∈ BQ(Z(1), ·). Let x ∈

BQ(Z(1), ·). Then

{±x,±2x,±3x, ...} = x(Z(1))

= (x)q

= (x)b

= {x} ∪ x2(Z(1))

= {x,±x2,±2x2,±3x2, ...}.

Since 0 /∈ Z(1),−x 6= x. Then −x = kx2 for some k ∈ Z r {0}, so −1 = kx and

hence x ∈ {−1, 1}. Therefore BQ(Z(1), ·) = {−1, 1}.

Next, assume that n > 1. Then (Z(n), ·) has no identity. To show that

BQ(Z(n), ·) = ∅, suppose not. Let x ∈ BQ(Z(n), ·). Then

{x,±xn,±x(n+ 1),±x(n+ 2), ...} = {x} ∪ x(Z(n))

= (x)q

= (x)b

= {x, x2} ∪ x2(Z(n))

= {x, x2,±x2n,±x2(n+ 1),±x2(n+ 2), ...},

so xn = x2 or x2k for some k ∈ Z(n). If xn = x2, then −xn = −x2 /∈

{x, x2,±x2n,±x2(n + 1),±x2(n + 2), ...}, a contradiction. If xn = x2k, then

n = xk, so 1 < n ≤ |k| =
∣∣∣n
x

∣∣∣ ≤ 1 since |x| ≥ n, which is a contradiction.

Hence the theorem is proved.



CHAPTER IV

ADDITIVE AND MULTIPLICATIVE INTERVAL

SEMIGROUPS ON R

In this chapter, we characterize the BQ-elements of all interval semigroups on

R under addition and multiplication. It is shown that the BQ-elements of these

semigroups are regular.

All the 15 types of the multiplicative interval semigroups on R are recalled as

follows :

(i) R,

(ii) {0},

(iii) {1},

(iv) (0,∞),

(v) [0,∞),

(vi) (a,∞) where a ≥ 1,

(vii) [a,∞) where a ≥ 1,

(viii) (0, b) where 0 < b ≤ 1,

(ix) (0, b] where 0 < b ≤ 1,

(x) [0, b) where 0 < b ≤ 1,

(xi) [0, b] where 0 < b ≤ 1,

(xii) (a, b) where −1 ≤ a < 0 < a2 ≤ b ≤ 1,

(xiii) (a, b] where −1 ≤ a < 0 < a2 ≤ b ≤ 1,
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(xiv) [a, b) where −1 ≤ a < 0 < a2 < b ≤ 1,

(xv) [a, b] where −1 ≤ a < 0 < a2 ≤ b ≤ 1.

All the additive interval semigroups on R are also recalled as follows :

(i) R,

(ii) {0},

(iii) [a,∞) where a ≥ 0,

(iv) (a,∞) where a ≥ 0,

(v) (−∞, b] where b ≤ 0,

(vi) (−∞, b) where b ≤ 0.

First, we determine the BQ-elements of all the multiplicative interval semi-

groups on R. It is clearly seen that the multiplicative interval semigroups on R

of type (i) - (v) are regular semigroups. Then the following theorem is directly

obtained.

Theorem 4.1. If I is a multiplicative interval semigroup on R of type (i)− (v),

then BQ(I) = I.

It is not difficult to see that if I is a multiplicative interval semigroup on R of

type (vi) - (xv), then

Reg(I) = I ∩ {−1, 0, 1}.

The following theorem shows that the BQ-elements of these semigroups are reg-

ular.

Theorem 4.2. If I is a multiplicative interval semigroup on R of type (vi)−(xv),

then

BQ(I) = I ∩ {−1, 0, 1}.
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Proof. Since Reg(I) ⊆ BQ(I), we have that I ∩ {−1, 0, 1} ⊆ BQ(I).

Case 1 : I is of type (vi) or (vii). Then I = (a,∞) or I = [a,∞) for some a ≥ 1.

To show that BQ(I) = I ∩ {1}, it suffices to show that for x ∈ I with x > 1, we

have (x)q r (x)b 6= ∅. Let x ∈ I be such that x > 1. Then

(x)q = {x} ∪ xI =

{x} ∪ (xa,∞) if I = (a,∞),

{x} ∪ [xa,∞) if I = [a,∞)

and

(x)b = {x, x2} ∪ x2I =

{x, x
2} ∪ (x2a,∞) if I = (a,∞),

{x, x2} ∪ [x2a,∞) if I = [a,∞).

Subcase 1.1 : a = 1. Then

(x)q = [x,∞) and (x)b = {x} ∪ [x2,∞).

Since x <
x+ x2

2
< x2, so

x+ x2

2
∈ (x)q r (x)b.

Subcase 1.2 : a > 1. Then

x < xa ≤ x2 <
x2 + x2a

2
< x2a,

so
x2 + x2a

2
∈ (x)q r (x)b.

Case 2 : I is of type (viii)-(xi). Then I = (0, b), (0, b], [0, b) or [0, b] for some

0 < b ≤ 1. Therefore I ∩{−1, 0, 1} = I ∩{0, 1}. To show that BQ(I) = I ∩{0, 1},

it suffices to show that for x ∈ I with 0 < x < 1, we have (x)q r (x)b 6= ∅. Let

x ∈ I be such that 0 < x < 1. Then

(x)q = {x} ∪ xI =



{x} ∪ (0, xb) if I = (0, b),

{x} ∪ (0, xb] if I = (0, b],

{x} ∪ [0, xb) if I = [0, b),

{x} ∪ [0, xb] if I = [0, b],
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and

(x)b = {x, x2} ∪ x2I =



{x, x2} ∪ (0, x2b) if I = (0, b),

{x, x2} ∪ (0, x2b] if I = (0, b],

{x, x2} ∪ [0, x2b) if I = [0, b),

{x, x2} ∪ [0, x2b] if I = [0, b].

Subcase 2.1 : b = 1. Then

(x)q =

(0, x] if I = (0, b) or (0, b],

[0, x] if I = [0, b) or [0, b]

and

(x)b =

{x} ∪ (0, x2] if I = (0, b) or (0, b],

{x} ∪ [0, x2] if I = [0, b) or [0, b].

Since x2 <
x2 + x

2
< x, we have that

x2 + x

2
∈ (x)q r (x)b.

Subcase 2.2 : b < 1. Then

0 < x2b <
x2b+ x2

2
< x2 ≤ xb < x,

so
x2b+ x2

2
∈ (x)q r (x)b.

Case 3 : I is of type (xii)-(xv). Then I = (a, b), (a, b] or [a, b] for some a, b ∈ R

with −1 ≤ a < 0 < a2 ≤ b ≤ 1 or I = [a, b) for some a, b ∈ R with −1 ≤ a <

0 < a2 < b ≤ 1. To show that BQ(I) = I ∩ {−1, 0, 1}, let x ∈ I be such that

x /∈ {−1, 0, 1}. Then

(x)b = {x, x2} ∪ x2I =



{x, x2} ∪ (x2a, x2b) if I = (a, b),

{x, x2} ∪ (x2a, x2b] if I = (a, b],

{x, x2} ∪ [x2a, x2b] if I = [a, b],

{x, x2} ∪ [x2a, x2b) if I = [a, b).
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and

(x)q = {x} ∪ xI =



{x} ∪ (xa, xb) if I = (a, b) and x > 0,

{x} ∪ (xb, xa) if I = (a, b) and x < 0,

{x} ∪ (xa, xb] if I = (a, b] and x > 0,

{x} ∪ [xb, xa) if I = (a, b] and x < 0,

{x} ∪ [xa, xb] if I = [a, b] and x > 0,

{x} ∪ [xb, xa] if I = [a, b] and x < 0,

{x} ∪ [xa, xb) if I = [a, b) and x > 0,

{x} ∪ (xb, xa] if I = [a, b) and x < 0.

Subcase 3.1 : b = 1 and x > 0. Then x2 < x, so

xa < 0 < x2b = x2 <
x2 + x

2
< x = xb.

Hence
x2 + x

2
∈ (x)q r (x)b.

Subcase 3.2 : b = 1, x < 0 and a = −1. Then x2 < −x, so

xb = x < 0 < x2b = x2 <
x2 − x

2
< −x = xa

which implies that
x2 − x

2
∈ (x)q r (x)b.

Subcase 3.3 : b = 1, x < 0 and a > −1. Then x2a < 0 < x2 < −x. Since

xa < 1 and x < 0, we have that x2a > x. Thus

xb = x <
x+ x2a

2
< x2a < 0 < x2 ≤ xa.

It follows that
x+ x2a

2
∈ (x)q r (x)b.

Subcase 3.4 : b < 1 and x > 0. Then 0 < x2b < x2, so

xa < 0 < x2b <
x2b+ x2

2
< x2 ≤ xb < x.
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Thus
x2b+ x2

2
∈ (x)q r (x)b.

Subcase 3.5 : b < 1 and x < 0. Then 0 < x2b < x2, so

x < xb < 0 < x2b <
x2b+ x2

2
< x2 ≤ xa,

and hence
x2b+ x2

2
∈ (x)q r (x)b.

The proof is thereby complete.

Next, we characterize the BQ-elements of all the additive interval semigroups

on R. Since the additive interval semigroups of type (i) and type (ii) are regular,

it follows that their BQ-elements are regular. Therefore the following theorem is

obtained.

Theorem 4.3. If I is an additive interval semigroup on R of type (i) or type (ii),

then BQ(I) = I.

It is clear that if I is an additive interval semigroup on R of type (iii)-(vi),

then

Reg(I) = I ∩ {0},

i.e.,

Reg(I) =

{0} if 0 ∈ I,

∅ if 0 /∈ I.

The next theorem shows that the BQ-elements of the semigroup of these types

are regular.

Theorem 4.4. If I is an additive interval semigroup on R of type (iii) − (vi),

then

BQ(I) = I ∩ {0}.

Proof. Since Reg(I) ⊆ BQ(I), we have that I ∩ {0} ⊆ BQ(I).

Case 1 : I is of type (iii) or type (iv). Then I = [a,∞) or (a,∞) for some a ≥ 0.

To show that BQ(I) = I ∩ {0}, it suffices to show that for x ∈ I with x > 0, we
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have (x)q r (x)b 6= ∅. Let x ∈ I be such that x > 0.

Subcase 1.1 : a = 0. Then

(x)q = {x} ∪ (x+ I) = [x,∞)

and

(x)b = {x, 2x} ∪ (2x+ I) = {x} ∪ [2x,∞).

Since x > 0, x <
3x

2
< 2x. Thus

3x

2
∈ (x)q r (x)b.

Subcase 1.2 : a > 0. Then

(x)q = {x} ∪ (x+ I) =

{x} ∪ [x+ a,∞) if I = [a,∞),

{x} ∪ (x+ a,∞) if I = (a,∞)

and

(x)b = {x, 2x} ∪ (2x+ I) =

{x, 2x} ∪ [2x+ a,∞) if I = [a,∞),

{x, 2x} ∪ (2x+ a,∞) if I = (a,∞).

Since

x < x+ a ≤ 2x < 2x+
a

2
< 2x+ a,

it follows that 2x+
a

2
∈ (x)q r (x)b.

Case 2 : I is of type (v) or type (vi). Then I = (−∞, b] or (−∞, b) for some

b ≤ 0. We can show similarly to Case 1 that BQ(I) = I ∩ {0}.



CHAPTER V

THE MULTIPLICATIVE SEMIGROUP Zn

The purpose of this chapter is to characterize the BQ-elements of the multi-

plicative semigroup Zn and give some sufficient conditions for the multiplicative

semigroup kZn to have the property that every element is a BQ-element.

Recall that Zn contains n elements,

Zn = {0, 1, . . . , n− 1} = {x | x ∈ Z}

where x is the equivalence class of x modulo n. Also, for k ∈ Z we have that

kZn = (−k)Zn,

kZn = (k, n)Zn = {0, (k, n), 2(k, n), . . . ,

(
n

(k, n)
− 1

)
(k, n)}

= {(k, n)x | x ∈ Z},

|kZn| =
n

(k, n)
.

Notice that kZn is an ideal of (Zn, ·). We know that Reg(Zn, ·) ⊆ BQ(Zn, ·). First,

we characterize the regular elements of (Zn, ·) differently from the one given in

[1] and then its BQ-elements are determined. As consequences, we have Theorem

2.13 and Theorem 2.14, respectively.

The regular elements of the semigroup (Zn, ·) are characterized as follows :

Theorem 5.1. For x ∈ Z, x ∈ Reg(Zn, ·) if and only if x and
n

(x, n)
are relatively

prime.

Proof. Assume that x ∈ Reg(Zn, ·). Then x̄ = x̄ȳx̄ for some y ∈ Z. Then

x(xy − 1) = 0, so n | x(xy − 1). Hence
n

(x, n)

∣∣∣∣ x

(x, n)
(xy − 1). But since

n

(x, n)

and
x

(x, n)
are relatively prime, it follows that

n

(x, n)

∣∣∣∣xy−1. Then
nk

(x, n)
= xy−1
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for some k ∈ Z. Now we have xy +

(
n

(x, n)

)
(−k) = 1. This implies that x and

n

(x, n)
are relatively prime.

For the converse, assume that x and
n

(x, n)
are relatively prime. Then xk+

nl

(x, n)
= 1 for some k, l ∈ Z. Thus x = x2k +

xnl

(x, n)
= x2k +

(
x

(x, n)

)
ln and

x

(x, n)
∈ Z. This implies that x = x2k and thus x ∈ Reg(Zn, ·).

Corollary 5.2. The semigroup (Zn, ·) is a regular semigroup if and only if n is

square-free.

Proof. Assume that n is not square-free. Then there is a ∈ Z such that a > 1

and a2 | n, so a
∣∣∣n
a

and
n

(n, a)
=
n

a
. Thus

(
a,

n

(n, a)

)
= a > 1. By Theorem 5.1,

a /∈ Reg(Zn, ·). Hence (Zn, ·) is not a regular semigroup.

Conversely, assume that n is square-free. Then either n = 1 or n is a product of

distinct primes. It clearly follows that for every x ∈ Z, x and
n

(x, n)
are relatively

prime. By Theorem 5.1, x ∈ Reg(Zn, ·) for all x ∈ Z. Thus (Zn, ·) is a regular

semigroup.

Next, we characterize the BQ-elements of (Zn, ·). Since (Zn, ·) is a commuta-

tive semigroup having 1 as its identity, we have that

BQ(Zn, ·) = {x ∈ Zn | x ∈ Z and (x)q = (x)b}

= {x ∈ Zn | x ∈ Z and xZn = {x} ∪ x2Zn}.

Theorem 5.3. For x ∈ Z, x ∈ BQ(Zn, ·) if and only if either

(i) x and
n

(x, n)
are relatively prime or

(ii) n | x2 and
n

(x, n)
= 2.

Proof. Assume that x ∈ BQ(Zn, ·). Then xZn = {x} ∪ x2Zn.

Case 1 : x ∈ x2Zn. Then x ∈ Reg(Zn, ·), so by Theorem 5.1, x satisfies (i).
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Case 2 : x /∈ x2Zn. Since |x2Zn| =
n

(x2, n)
and |xZn| =

n

(x, n)
, it follows that

1+
n

(x2, n)
= |{x}∪x2Zn| = |xZn| =

n

(x, n)
. But (x, n)|(x2, n), thus

n

(x2, n)

∣∣∣∣ n

(x, n)
.

This implies that
n

(x2, n)

∣∣∣∣ 1. Then
n

(x2, n)
= 1, so (x2, n) = n. Therefore n | x2

and
n

(x, n)
= 1 +

n

(x2, n)
= 1 + 1 = 2. Hence x satisfies (ii).

Conversely, assume that x satisfies (i) or (ii). If x satisfies (i), then by Theorem

5.1, x ∈ Reg(Zn, ·). But Reg(Zn, ·) ⊆ BQ(Zn, ·), so x ∈ BQ(Zn, ·). Next, let x

satisfy (ii). Since n | x2, we have that x2Zn = {0}, so {x} ∪ x2Zn = {0, x}. We

also have that |xZn| =
n

(x, n)
= 2. Thus xZn = {0, x}. Consequently, {x}∪x2Zn,

= xZn. Hence x ∈ BQ(Zn, ·).

The theorem is thereby proved.

Corollary 5.4. The semigroup (Zn, ·) is a BQ-semigroup if and only if either

n = 4 or n is square-free.

Proof. Assume that n 6= 4 and n is not square-free. Then there is a ∈ Z such

that a > 1 and a2 | n. We claim that a does not satisfy (i) and (ii) of Theorem

5.3. Since a2 | n, there is t ∈ Z such that n = a2t. Then
n

(a, n)
=
a2t

a
= at, so(

a,
n

(a, n)

)
= a > 1. Hence a does not satisfy (i). To show that a does not satisfy

(ii), i.e., n - a2 or
n

(a, n)
6= 2, suppose that n | a2. It follows that n = a2. Since

n 6= 4, we have that a > 2. Hence
n

(a, n)
=
a2

a
= a > 2. Thus a does not satisfy

(ii). By Theorem 5.3, a /∈ BQ(Zn, ·). Hence from Theorem 2.8, (Zn, ·) is not a

BQ-semigroup.

For the converse, assume that n = 4 or n is square-free. If n is square-free, then

by Corollary 5.2 (Theorem 2.13), (Zn, ·) is a regular semigroup, and hence (Zn, ·)

is a BQ-semigroup by Theorem 2.4. Next, assume that n = 4. If x ∈ {0, 1, 3},

then x satisfies (i) of Theorem 5.3. If x = 2, then x satisfies (ii) of Theorem 5.3.

Hence 0, 1, 2, 3 ∈ BQ(Z4, ·), and therefore (Z4, ·) is a BQ-semigroup by Theorem

2.8.
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Therefore the proof is complete.

Example 5.5. From Theorem 5.1 and Theorem 5.3, we have

Reg(Z9, ·) = {0, 1, 2, 4, 5, 7, 8} = BQ(Z9, ·),

Reg(Z18, ·) = {0, 1, 2, 4, 5, 7, 8, 9, 10, 11, 13, 14, 16, 17} = BQ(Z18, ·),

Reg(Z8, ·) = {0, 1, 3, 5, 7}, BQ(Z8, ·) = Reg(Z8, ·) ∪ {4},

Reg(Z12, ·) = {0, 1, 3, 4, 5, 7, 8, 9, 11}, BQ(Z12, ·) = Reg(Z12, ·) ∪ {6}.

From Example 5.5, it is natural to ask whether it is true that BQ(Zn, ·) =

Reg(Zn, ·) if 4 - n and BQ(Zn, ·) = Reg(Zn, ·) ∪
{(n

2

)}
and

(n
2

)
/∈ Reg(Zn, ·) if

4 | n. This is generally true as the following theorem shows :

Theorem 5.6. The following statements hold.

(i) If 4 - n, then BQ(Zn, ·) = Reg(Zn, ·).

(ii) If 4 | n, then BQ(Zn, ·) = Reg(Zn, ·) ∪
{(n

2

)}
and

(n
2

)
/∈ Reg(Zn, ·).

Proof. (i) Assume that there is x ∈ Z such that n | x2 and
n

(x, n)
= 2. Then

n

(x, n)

∣∣∣∣( x

(x, n)

)
x and 2 | n. Since

n

(x, n)
and

x

(x, n)
are relatively prime, it

follows that
n

(x, n)

∣∣∣∣x, so 2 | x. Hence 2 | (x, n). Since n = 2(x, n) and 2 | (x, n),

we have that 4 | n. This proves that if 4 - n, then there is no x ∈ Z satisfying (ii)

of Theorem 5.3. From Theorem 5.1 and Theorem 5.3, we have that if 4 - n, then

BQ(Zn, ·) = Reg(Zn, ·).

(ii) Assume that 4 | n. Then
n

(n
2
, n)

= 2 and 2
∣∣∣n
2

, so by Theorem 5.1,
(n

2

)
/∈

Reg(Zn, ·). Since
(n

2

)2

= n
(n

4

)
which is divisible by n, by Theorem 5.3,

(n
2

)
∈

BQ(Zn, ·). It remains to show that BQ(Zn, ·) r Reg(Zn, ·) =

{(n
2

)}
. Let x ∈ Z

be such that x ∈ BQ(Zn, ·) and x /∈ Reg(Zn, ·). By Theorem 5.1 and Theorem

5.3, x and
n

(x, n)
are not relatively prime, n | x2 and

n

(x, n)
= 2. Then x 6= 0

and n - x. Let k ∈ Z be such that x = kn + r where 0 ≤ r < n. Since n - x, we
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have that 0 < r < n. We also have that (x, n) | r. Thus
n

2

∣∣∣ r. Consequently,

n

2
≤ r < n, so r =

n

2
+ i for some i ∈

{
0, 1, ...,

n

2
− 1
}

. Since
n

2

∣∣∣ r, it follows that

i = 0. Then r =
n

2
and therefore x = r =

(n
2

)
. Hence (ii) is proved.

We have that kZn ∩ Reg(Zn, ·) = Reg(kZn, ·) since kZn is an ideal of (Zn, ·).

From this fact and Theorem 5.1, the following theorem is directly obtained.

Theorem 5.7. For x ∈ kZn, x ∈ Reg(kZn, ·) if and only if x and
n

(x, n)
are

relatively prime.

To give some necessary conditions for
n

(k, n)
so that (kZn, ·) is a BQ-semigroup,

the following lemma is needed.

Lemma 5.8. If k and
n

(k, n)
are relatively prime, then (kZn, ·) ∼= (Z n

(k,n)
, ·).

Proof. Recall that x is the equivalence class of xmodulo n. In this proof, for x ∈ Z,

let x̃ denote the equivalence class of x modulo
n

(k, n)
. Define ϕ : kZn → Z n

(k,n)
by

(kx)ϕ = k̃x for all x ∈ Z.

To show ϕ is well-defined, let x1, x2 ∈ Z be such that kx1 = kx2. Then n|(kx1 −

kx2), so
n

(k, n)

∣∣∣∣ k

(k, n)
(x1 − x2). Since

n

(k, n)
and

k

(k, n)
are relatively prime,

n

(k, n)

∣∣∣∣ (x1 − x2), so x̃1 = x̃2 and hence k̃x1 = k̃x2.

To show ϕ is 1-1, let x1, x2 ∈ Z be such that k̃x1 = k̃x2. Then
n

(k, n)

∣∣∣∣ k(x1−x2).

Since k and
n

(k, n)
are relatively prime,

n

(k, n)

∣∣∣∣ (x1−x2). Thus n | (k, n)(x1−x2),

so (k, n)x1 = (k, n)x2. Therefore

kx1 =
k

(k, n)
(k, n)x1 =

k

(k, n)
(k, n)x2 = kx2.

Since ϕ is 1-1 and |kZn| =
n

(k, n)
=
∣∣∣Z n

(k,n)

∣∣∣, it follows that ϕ is onto.

It remains to show that ϕ is a homomorphism. Let x1, x2 ∈ Z. Then
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((kx1)(kx2))ϕ = (k(x1kx2))ϕ

= k̃x1kx2

= k̃x1 k̃x2

= (kx1)ϕ(kx2)ϕ.

This proves that (kZn, ·) ∼= (Z n
(k,n)

, ·), as desired.

Theorem 5.9. If
n

(k, n)
= 4 or

n

(k, n)
is square-free, then BQ(kZn, ·) = kZn.

Hence if
n

(k, n)
= 4 or

n

(k, n)
is square-free, then (kZn, ·) is a BQ-semigroup

(by Theorem 2.8 ).

Proof. First, assume that
n

(k, n)
is square-free. Then for each x ∈ Z,

(
x,

n

(k, n)

)
=(

x2,
n

(k, n)

)
, so

(x)q = {x} ∪ x(kZn)

= {x} ∪ (kx, n)Zn

= {x} ∪ (k, n)

(
kx

(k, n)
,

n

(k, n)

)
Zn

= {x} ∪ (k, n)

(
x,

n

(k, n)

)
Zn

(
since

(
n

(k, n)
,

k

(k, n)

)
= 1

)
= {x} ∪ (k, n)

(
x2,

n

(k, n)

)
Zn

= {x} ∪ (k, n)

(
kx2

(k, n)
,

n

(k, n)

)
Zn

= {x} ∪ (kx2, n)Zn

= {x} ∪ x2(kZn)

⊆ {x, x2} ∪ x2(kZn)

= (x)b

⊆ (x)q

which implies that (x)q = (x)b. Hence BQ(kZn) = kZn.

Next, assume that
n

(k, n)
= 4. Then n = 4(k, n) and

(
k,

n

(k, n)

)
= 1, 2 or 4.
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Case 1 :

(
k,

n

(k, n)

)
= 1. By Lemma 5.8, (kZn, ·) ∼= (Z n

(k,n)
, ·) = (Z4, ·) which

is a BQ-semigroup by Corollary 5.4.

Case 2 :

(
k,

n

(k, n)

)
= 2. We have that |kZn| =

n

(k, n)
= 4 and

kZn = (k, n)Zn = {0, (k, n), 2(k, n), 3(k, n)}

and

2(k, n)Zn = {0, 2(k, n)}.

Since

(
k,

n

(k, n)

)
= (k, 4) = 2, we have that 2 | k and 4 - k, so k = 4l + 2 for

some l ∈ Z. Then

2(k, n)kZn = (2(k, n)k, n)Zn

= (k, n)

(
2k,

n

(k, n)

)
Zn

= (k, n)(2k, 4)Zn

= 4(k, n)Zn

= nZn

= {0}.

Let a, b ∈ Z be such that (k, n) = ka+ nb. Hence

1 =
k

(k, n)
a+

n

(k, n)
b

=
k

(k, n)
a+ 4b.

It implies that a is an odd integer. Let a = 2m+ 1 where m ∈ Z. Then

((k, n))2 = (k, n)(k, n)

= (ka+ nb)(k, n)

= ka(k, n) + nb(k, n)

= ka(k, n)

= (4l + 2)a(k, n)

= 4la(k, n) + 2a(k, n)

= nla+ 2a(k, n) (since n = 4(k, n))
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= 2a(k, n)

= 2(2m+ 1)(k, n)

= 4m(k, n) + 2(k, n)

= mn+ 2(k, n)

= 2(k, n).

Next, we show that (x)b = (x)q for all x ∈ kZn. Since 0 ∈ Reg(kZn), (0)b =

(0)q. Also, we have that

((k, n))q = {(k, n)} ∪ (k, n)(kZn)

= {(k, n)} ∪ ((k, n)k, n)Zn

= {(k, n)} ∪ (k, n)

(
k,

n

(k, n)

)
Zn

= {(k, n)} ∪ 2(k, n)Zn

(
since

(
k,

n

(k, n)

)
= 2

)
= {(k, n)} ∪ {0, 2(k, n)},

((k, n))b = {(k, n), ((k, n))2} ∪ ((k, n))2(kZn)

= {(k, n), 2(k, n)} ∪ 2(k, n)(kZn) (since ((k, n))2 = 2(k, n))

= {(k, n), 2(k, n)} ∪ {0} (since 2(k, n)kZn = {0}),

(2(k, n))q = {2(k, n)} ∪ 2(k, n)(kZn)

= {2(k, n)} ∪ {0},

(2(k, n))b = {2(k, n), (2(k, n))2} ∪ (2(k, n))2(kZn)

= {2(k, n), 8(k, n)} ∪ 8(k, n)(kZn)

= {2(k, n), 0} ∪ 0(kZn)

= {2(k, n), 0},

(3(k, n))q = {3(k, n)} ∪ 3(k, n)(kZn)

= {3(k, n)} ∪ (3(k, n)k, n)Zn

= {3(k, n)} ∪ (k, n)

(
3k,

n

(k, n)

)
Zn

= {3(k, n)} ∪ (k, n) (3k, 4) Zn

(
since

n

(k, n)
= 4

)



36

= {3(k, n)} ∪ (k, n) (k, 4) Zn (since (3, 4) = 1)

= {3(k, n)} ∪ 2(k, n)Zn (since (k, 4) = 2)

= {3(k, n)} ∪ {0, 2(k, n)},

(3(k, n))b = {3(k, n), (3(k, n))2} ∪ (3(k, n))2(kZn)

= {3(k, n), 18(k, n)} ∪ 18(k, n)(kZn)

= {3(k, n), 2(k, n)} ∪ 2(k, n)(kZn)

= {3(k, n), 2(k, n)} ∪ {0}.

It follows that for all x ∈ kZn, (x)b = (x)q. Therefore (kZn, ·) is a BQ-semigroup.

Case 3 :

(
k,

n

(k, n)

)
= 4. Since

n

(k, n)
= 4,

n

(k, n)

∣∣∣∣ k. Then k =
nl

(k, n)
for some

l ∈ Z, so k(k, n) = nl. Let a, b ∈ Z be such that (k, n) = ka+ nb. We have that

((k, n))2 = (k, n)(k, n)

= (ka+ nb)(k, n)

= ka(k, n) + nb(k, n)

= ka(k, n)

= nla

= 0.

This implies that (kZn, ·) is a zero semigroup since kZn = (k, n)Zn. Thus (kZn, ·)

is a BQ-semigroup by Example 2.10.

Therefore the theorem is proved.

The following example shows that the converse of Theorem 5.9 is not generally

true.

Example 5.10. It is evident that (8Z64, ·) is a zero semigroup. Then it is a

BQ-semigroup by Example 2.10. However,
64

(8, 64)
is neither 4 nor square-free.



CHAPTER VI

SEMIGROUPS OF TRANSFORMATIONS OF SETS

AND LINEAR TRANSFORMATIONS

In this chapter, we determine the BQ-elements of the semigroupsM(X), UE(X),

MF (V ) and EF (V ) where X is a nonempty set and V is a vector space over a

field F . We show that the set of regular elements and the set of BQ-elements of

each semigroup coincide.

The following semigroups under composition of transformations of sets and

linear transformations are recalled :

T (X) = {α | α : X → X},

M(X) = {α ∈ T (X) | α is 1-1},

E(X) = {α ∈ T (X) | α is onto},

UE(X) = {α ∈ E(X) | |aα−1| = |bα−1| for all a, b ∈ X},

G(X) = the symmetric group on X

( = {α ∈ T (X) | α is 1-1 and onto}),

LF (V ) = {α : V → V | α is linear},

MF (V ) = {α ∈ LF (V ) | α is 1-1}

( = {α ∈ LF (V ) | kerα = {0}}),

EF (V ) = {α ∈ LF (V ) | α is onto}

( = {α ∈ LF (V ) | V α = V }),

GF (V ) = {α ∈ LF (V ) | α is an isomorphism}.

We have mentioned in the preliminaries on page 12-14 that Reg(M(X)) =

Reg(E(X)) = Reg(UE(X)) = G(X) and Reg(MF (V )) = Reg(EF (V )) = GF (V ).
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The following facts of linear algebra will be used.

(1) If B and B′ are bases of V and α ∈ LF (V ) is such that α|B : B → B′ is a

bijection, then α ∈ GF (V ).

(2) If α ∈ LF (V ), B1, B2 are bases of kerα and ranα, respectively and for each

u ∈ B2, let u′ ∈ uα−1, then B1 ∪ {u′ | u ∈ B2} is a basis of V .

Theorem 6.1. BQ(M(X)) = G(X).

Proof. IfX is finite, thenM(X) = G(X) which is a group, so we are done. Assume

that X is an infinite set. We have that G(X) = Reg(M(X)) ⊆ BQ(M(X)).

For the reverse inclusion, let α ∈ BQ(M(X)). Then M(X)α ∩ αM(X) =

{α} ∪ αM(X)α. Since X is infinite, there is a subset A = {xn | n ∈ Z} of X

where xn 6= xm if n 6= m. But since α is 1-1, it follows that xnα 6= xmα if n 6= m

and (X r A)α ⊆ X r Aα. Define β, γ : X → X by

β =

 xn y

xn+1 y


n∈Z
y∈XrA

and

γ =

 xnα y

xn+1α y


n∈Z
y∈XrAα

.

It can be seen that β, γ ∈ G(X). We also have that

βα =

 xn y

xn+1α yα


n∈Z
y∈XrA

= αγ.

It follows that βα ∈M(X)α∩αM(X) = {α}∪αM(X)α. Since xnα 6= xn+1α for

all n ∈ Z, we have that βα 6= α. Therefore βα ∈ αM(X)α. Thus βα = αλα for

some λ ∈M(X). This implies that β = αλ since α is 1-1. Hence ranλ = X since

ranβ = X. Thus λ ∈ G(X) and so α = βλ−1 ∈ G(X).

Therefore the theorem is proved.

Theorem 6.2. BQ(UE(X)) = G(X).
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Proof. If X is finite, then UE(X) = G(X), so we are done. Suppose that X is

infinite. We have that G(X) = Reg(UE(X)) ⊆ BQ(UE(X)).

To show that BQ(UE(X)) ⊆ G(X), let α ∈ BQ(UE(X)). Let a and b be

distinct elements of X. Since α ∈ UE(X), |aα−1| = |bα−1|. Let ϕ : aα−1 → bα−1

be a bijection. Notice that (Xr(aα−1 ∪̇ bα−1))α ⊆ Xr{a, b}. Define β, γ ∈ G(X)

by

β =

 x y z

xϕ yϕ−1 z


x∈aα−1

y∈bα−1

z∈Xr(aα−1 ∪̇ bα−1)

and

γ =

a b z

b a z


z∈Xr{a,b}

.

Then β, γ ∈ G(X) and

βα =

x y z

b a zα


x∈aα−1

y∈bα−1

z∈Xr(aα−1 ∪̇ bα−1)

= αγ.

Hence βα = αγ ∈ UE(X)α ∩ αUE(X) = {α} ∪ αUE(X)α and αγ 6= α. Then

αγ = αλα for some λ ∈ UE(X). Thus γ = λα since α is onto. But since γ is 1-1

it follows that λ is 1-1, so λ ∈ G(X) and hence α = λ−1γ ∈ G(X).

Therefore the theorem is proved.

Theorem 6.3. BQ(MF (V )) = GF (V ).

Proof. If V is finite-dimensional, then we are done. Assume that dimF (V ) is

infinite. Let B be a basis of V and α ∈ BQ(MF (V )). Since B is infinite, B has

A = {un | n ∈ Z} as a subset where un 6= um if n 6= m. Then unα 6= umα

for all distinct n,m ∈ Z. We also have that Bα = Aα ∪̇ (B r A)α. Since

α ∈MF (V ), α : V → ranα is an isomorphism. This implies that Bα is a basis of

ranα. Let B′ be a basis of V containing Bα. Define β, γ ∈ LF (V ) on B and B′

respectively as follows :

β =

 un v

un+1 v


n∈Z
v∈BrA
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and

γ =

 unα vα w

un+1α vα w


n∈Z
v∈BrA
w∈B′rBα

.

Since β|B is a bijection on B and γ|B′ is a bijection on B′, it follows that β, γ ∈

GF (V ). Also, we have

βα =

 un v

un+1α vα


n∈Z
v∈BrA

= αγ,

so βα 6= α and βα ∈MF (V )α∩αMF (V ) = {α}∪αMF (V )α. Thus βα = αλα for

some λ ∈ MF (V ). Since α is 1-1, β = αλ. Hence ranλ = V since ranβ = V , so

λ ∈ GF (V ). It follows that α = βλ−1 ∈ GF (V ). This proves that BQ(MF (V )) ⊆

GF (V ). But since GF (V ) = Reg(MF (V )) ⊆ BQ(MF (V )), the result follows.

Theorem 6.4. BQ(EF (V )) = GF (V ).

Proof. If V is finite-dimensional, then EF (V ) = GF (V ), so we are done. Assume

that dimF (V ) is infinite. Let B be a basis of V and let α ∈ BQ(EF (V )). Let

A = {un | n ∈ Z} ⊆ B where un 6= um if n 6= m. Since V α = V , for each

u ∈ B, choose u′ ∈ uα−1. Then u′α = u for all u ∈ B and u′ 6= v′ for all distinct

u, v ∈ B. Let B1 be a basis of kerα. Then B1 ∪ {u′ | u ∈ B} is a basis of V . Let

β, γ ∈ LF (V ) be defined respectively on B1 ∪ {u′ | u ∈ B} and B as follows :

β =

 u′n v′ w

u′n+1 v′ w


n∈Z
v∈BrA
w∈B1

and

γ =

 un v

un+1 v


n∈Z
v∈BrA

.

Then β|B1∪{u′|u∈B}
is a bijection on B1 ∪ {u′ | u ∈ B} and γ|B is a bijection on B.

It follows that β, γ ∈ GF (V ). Also, we have that
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βα =

 u′n v′ w

un+1 v 0


n∈Z
v∈BrA
w∈B1

= αγ.

Then α 6= αγ and αγ ∈ EF (V )α ∩ αEF (V ) = {α} ∪ αEF (V )α. Thus αγ = αλα

for some λ ∈ EF (V ). Since ranα = V , γ = λα. We have that λ is 1-1 since

γ is 1-1. Therefore λ ∈ GF (V ) which implies that α = λ−1γ ∈ GF (V ). This

proves that BQ(EF (V )) ⊆ GF (V ). But GF (V ) = Reg(EF (V )) ⊆ BQ(EF (V )), so

BQ(EF (V )) = GF (V ), as desired.
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