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## CHAPTER I

## INTRODUCTION

If $S$ is a semigroup and $a \in S$, the semigroup ( $S, \circ$ ) defined by $x \circ y=x a y$ for all $x, y \in S$ is called the variant of $S$ induced by $a$ and it is denoted by $(S, a)$. Variants of abstract semigroups were first studied by Hickey [2] in 1983. In fact, variants of concrete semigroups of relations were earlier considered by Magill [9] in 1967. Hickey $[1,2,3,4,5]$ introduced various results relating to variants of semigroups. Khan and Lawson [8] determined an element $a$ in a regular semigroup and an inverse semigroup such that $(S, a)$ is a regular semigroup.

Isomorphism theorems are considered important in every algebraic structure. It is interesting to know when two variants of a certain semigroup are isomorphic. It is clear that if $S$ is a semigroup with identity and $a$ is a unit of $S$, then $(S, a) \cong S$ through the mapping $x \mapsto a x$. In particular, any variant of a group $G$ is isomorphic to $G$.

For a nonempty set $X$, let $T(X), P(X)$ and $I(X)$ denote the full transformation semigroup, the partial transformation semigroup and the symmetric inverse semigroup on $X$, respectively. Notice that $T(X)$ and $I(X)$ are subsemigroups of $P(X)$. If $X$ is a finite set containing $n$ elements, let $T_{n}, P_{n}$ and $I_{n}$ stand for $T(X), P(X)$ and $I(X)$, respectively. For $\theta \in P_{n}$ and $k \in\{1, \ldots, n\}$, let

$$
t_{k}=\left|\left\{y \in \operatorname{ran} \theta| | y \theta^{-1} \mid=k\right\}\right| .
$$

The $n$-tuple $\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ is called the type of $\theta$. In 2003-2004, Tsyaputa [12, 13] provided the remarkable results on the variants of $I_{n}, T_{n}$ and $P_{n}$ as follows: for $\theta_{1}, \theta_{2} \in I_{n},\left(I_{n}, \theta_{1}\right) \cong\left(I_{n}, \theta_{2}\right)$ if and only if $\left|\operatorname{ran} \theta_{1}\right|=\left|\operatorname{ran} \theta_{2}\right| ;$ for $\theta_{1}, \theta_{2} \in$ $T_{n},\left(T_{n}, \theta_{1}\right) \cong\left(T_{n}, \theta_{2}\right)$ if and only if $\theta_{1}$ and $\theta_{2}$ have the same type and this is also true for the variants of $P_{n}$.

The purpose of this research is to give necessary and/or sufficient conditions
for two variants of the semigroups of our interest to be isomorphic.
This research is organized as follows:
Chapter II contains basic definitions, notations and quoted results which are needed for this research.

Chapter III deals with some multiplicative and additive semigroups of integers. We give necessary and sufficient conditions for two variants of the following semigroups to be isomorphic:

$$
(\mathbb{N}, \cdot),\left(\mathbb{N}_{k},+\right) \text { and }(k \mathbb{N},+)
$$

where $\mathbb{N}$ is the set of all natural numbers (positive integers) and $\mathbb{N}_{k}=\{k, k+$ $1, k+2, \ldots\}$. Note that $\mathbb{N}=\mathbb{N}_{1}=1 \mathbb{N}$. It is shown that $((\mathbb{N}, \cdot), a) \cong((\mathbb{N}, \cdot), b)$ if and only if either $a=b=1$ or $a=p_{1}^{r_{1}} p_{2}^{r_{2}} \cdots p_{k}^{r_{k}}$ and $b=q_{1}^{r_{1}} q_{2}^{r_{2}} \cdots q_{k}^{r_{k}}$ for some distinct primes $p_{1}, p_{2}, \ldots, p_{k}$ and some distinct primes $q_{1}, q_{2}, \ldots, q_{k}$ and some $r_{1}, r_{2}, \ldots, r_{k} \in \mathbb{N}$. We show that $\left(\left(\mathbb{N}_{k},+\right), a\right) \cong\left(\left(\mathbb{N}_{k},+\right), b\right)$ if and only if $a=b$. This is also true for the yariants of $(k \mathbb{N},+)$. In addition, necessary conditions for being isomorphic of two variants of $(\mathbb{Z}, \cdot)$ are provided where $\mathbb{Z}$ is the set of all integers.

It is shown in Chapter IV that $\left(\left(\mathbb{Z}_{n}, \cdot\right), \bar{a}\right) \cong\left(\left(\mathbb{Z}_{n}, \cdot\right), \bar{b}\right)$ if and only if $(a, n)=$ $(b, n)$. Dirichlet's theorem for primes in arithmetic progression in number theory is useful to prove this fact. We also show that if $\left(\left(k \mathbb{Z}_{n}, \cdot\right), k \bar{a}\right) \cong\left(\left(k \mathbb{Z}_{n}, \cdot\right), k \bar{b}\right)$, then $\left(k^{3} a, n\right)=\left(k^{3} b, n\right)$.

In Chapter V , the following semigroups of transformations of $X$ are considered where $X$ is a nonempty set which need not be finite:

$$
I(X), M(X), E(X) \text { and } T(X)
$$

where

$$
\begin{aligned}
M(X) & =\{\alpha \in T(X) \mid \alpha \text { is } 1-1\}, \\
E(X) & =\{\alpha \in T(X) \mid \alpha \text { is onto }\} .
\end{aligned}
$$

We consider when two variants of $I(X)$ are isomorphic. Using the technique of the proof given in [12] and the generalized continuum hypothesis, we obtain necessary conditions as given in [12] as follows: for $\theta_{1}, \theta_{2} \in I(X)$, if $\left(I(X), \theta_{1}\right) \cong$
$\left(I(X), \theta_{2}\right)$, then $\left|\operatorname{ran} \theta_{1}\right|=\left|\operatorname{ran} \theta_{2}\right|$. Moreover, we give an example to show that the converse is not true in general. However, we also give sufficient conditions for two variants of $I(X)$ are isomorphic as follows: for $\theta_{1}, \theta_{2} \in I(X)$, if $\left|\operatorname{ran} \theta_{1}\right|=\left|\operatorname{ran} \theta_{2}\right|,\left|X \backslash \operatorname{ran} \theta_{1}\right|=\left|X \backslash \operatorname{ran} \theta_{2}\right|$ and $\left|X \backslash \operatorname{dom} \theta_{1}\right|=\left|X \backslash \operatorname{dom} \theta_{2}\right|$, then $\left(I(X), \theta_{1}\right) \cong\left(I(X), \theta_{2}\right)$. Sufficient conditions for any two variants of the $M(X), E(X)$ and $T(X)$ to be isomorphic are provided. The following results are shown for an infinite set $X$. If $\theta_{1}, \theta_{2} \in M(X)$ and $\left|X \backslash \operatorname{ran} \theta_{1}\right|=\left|X \backslash \operatorname{ran} \theta_{2}\right|$, then $\left(M(X), \theta_{1}\right) \cong\left(M(X), \theta_{2}\right)$. If $\theta_{1}, \theta_{2} \in E(X)$ and the partition of $X$ induced by $\theta_{1}$ and the partition of $X$ induced by $\theta_{2}$ are equivalent, then $\left(E(X), \theta_{1}\right) \cong\left(E(X), \theta_{2}\right)$. For $\theta_{1}, \theta_{2} \in T(X),\left(T(X), \theta_{1}\right) \cong\left(T(X), \theta_{2}\right)$ if both the above sufficient conditions are satisfied. Note that the partition of $X$ induced by $\theta \in T(X)$ is $\left\{x \theta^{-1} \mid x \in \operatorname{ran} \theta\right\}$ and the partition of $X$ induced by $\theta_{1}$ and the partition of $X$ induced by $\theta_{2}$ are said to be equivalent if there exists a bijection $\varphi: \operatorname{ran} \theta_{2} \rightarrow \operatorname{ran} \theta_{1}$ such that $\left|x \theta_{2}^{-1}\right|=\left|(x \varphi) \theta_{1}^{-1}\right|$ for all $x \in \operatorname{ran} \theta_{2}$.

In the last chapter, the semigroup $L_{F}(V)$ under composition of all linear transformations from a vector space $V$ over a field $F$ into itself is considered. Tsyaputa's works mentioned above motivate us to consider variants of $L_{F}(V)$ where $V$ is finite-dimensional and $F$ is finite. The following result is obtained. If $V$ is finite-dimensional and $F$ is a finite field, then for $\theta_{1}, \theta_{2} \in L_{F}(V),\left(L_{F}(V), \theta_{1}\right) \cong$ $\left(L_{F}(V), \theta_{2}\right)$ if and only if rank $\theta_{1}=\operatorname{rank} \theta_{2}$. We obtain the following result as a consequence. For a finite field $F$, a positive integer $n$ and $P_{1}, P_{2} \in M_{n}(F)$, $\left(\left(M_{n}(F), \cdot\right), P_{1}\right) \cong\left(\left(M_{n}(F), \cdot\right), P_{2}\right)$ if and only if $\operatorname{rank} P_{1}=\operatorname{rank} P_{2}$ where $M_{n}(F)$ denotes the set of all $n \times n$ matrices over $F$. From a lemma of the proof of the main result of this chapter, we obtain sufficient conditions for two variants of $L_{F}(V)$ to be isomorphic as follows: for $\theta_{1}, \theta_{2} \in L_{F}(V)$, if $\operatorname{rank} \theta_{1}=$ $\operatorname{rank} \theta_{2}, \operatorname{dim}_{F} \operatorname{ker} \theta_{1}=\operatorname{dim}_{F} \operatorname{ker} \theta_{2}$ and $\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{1}\right)=\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{2}\right)$, then $\left(L_{F}(V), \theta_{1}\right) \cong\left(L_{F}(V), \theta_{2}\right)$. In particular, if $V$ is a finite-dimensional vector space over $F$ and rank $\theta_{1}=\operatorname{rank} \theta_{2}$, then $\left(L_{F}(V), \theta_{1}\right) \cong\left(L_{F}(V), \theta_{2}\right)$. We obtain as a consequence of this fact that if $P_{1}, P_{2} \in M_{n}(F)$ are such that rank $P_{1}=\operatorname{rank} P_{2}$, then $\left(\left(M_{n}(F), \cdot\right), P_{1}\right) \cong\left(\left(M_{n}(F), \cdot\right), P_{2}\right)$. In addition, we give sufficient conditions
for two variants of the following subsemigroups of $L_{F}(V)$ to be isomorphic:

$$
\begin{aligned}
M_{F}(V) & =\left\{\alpha \in L_{F}(V) \mid \alpha \text { is } 1-1\right\} \\
( & \left.=\left\{\alpha \in L_{F}(V) \mid \operatorname{ker} \alpha=\{0\}\right\}\right), \\
E_{F}(V) & =\left\{\alpha \in L_{F}(V) \mid \alpha \text { is onto }\right\} \\
( & \left.=\left\{\alpha \in L_{F}(V) \mid \operatorname{ran} \alpha=V\right\}\right) .
\end{aligned}
$$

For an infinite-dimensional vector space $V$, we obtain the following results: if $\theta_{1}, \theta_{2} \in M_{F}(V)$ are such that $\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{1}\right)=\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{2}\right)$, then $\left(M_{F}(V), \theta_{1}\right)$ $\cong\left(M_{F}(V), \theta_{2}\right)$; if $\theta_{1}, \theta_{2} \in E_{F}(V)$ are such that $\operatorname{dim}_{F} \operatorname{ker} \theta_{1}=\operatorname{dim}_{F} \operatorname{ker} \theta_{2}$, then $\left(E_{F}(V), \theta_{1}\right) \cong\left(E_{F}(V), \theta_{2}\right)$.


## CHAPTER II

## PRELIMINARIES

The cardinality of a set $X$ is denoted by $|X|$. The value of a mapping $\alpha$ at $x$ in the domain of $\alpha$ shall be written as $x \alpha$. The notation $\dot{U}$ stands for a disjoint union. The identity mapping on a set $A$ is denoted by $1_{A}$.

Denote by $\mathbb{N}$ and $\mathbb{Z}$ the set of all natural numbers (positive integers) and the set of all integers, respectively. For $a, b \in \mathbb{Z}$ and $a \neq 0, a \mid b$ means that $b$ is divisible by $a$. In this research, we use the generalized continuum hypothesis on cardinal numbers. It follows that if $a$ and $b$ are cardinal numbers such that $2^{a}=2^{b}$, then $a=b$ ([11], p. 142).

In a semigroup $S$, we can adjoin an extra element 0 and define $0 x=x 0=0$ for all $x \in S$. Then $S \cup\{0\}$ becomes a semigroup with zero 0 . For a semigroup $S$, we let


A semigroup $S$ is called a left $[$ right $]$ zero semigroup if every element of $S$ is a left [right] zero, i.e., $x y=x[x y=y]$ for all $x, y \in S$. A semigroup $S$ with zero 0 is called a zero semigroup if $x y=0$ for all $x, y \in S$.

A Kronecker semigroup is a semigroup $S$ with zero 0 such that for all $x, y \in S$,

$$
x y= \begin{cases}x & \text { if } x=y \\ 0 & \text { if } x \neq y\end{cases}
$$

If $S$ is a semigroup with identity 1 and $a \in S$, then $a$ is called a unit of $S$ if $a b=b a=1$ for some $b \in S$. We can see that the element $b$ is unique and it is
denoted by $a^{-1}$. Note that the set of all units of $S$ forms a subgroup of $S$, which is the greatest subgroup of $S$ containing 1 and it is called the group of units of $S$.

An element $a$ of a semigroup $S$ is called an idempotent if $a^{2}=a$. The identity of a group $G$ is exactly one idempotent of $G$. We denote the set of all idempotents of a semigroup $S$ by $\mathrm{E}(S)$.

An element $a$ of a semigroup $S$ is called regular if $a=a x a$ for some $x \in S$ and $S$ is called a regular semigroup if every element of $S$ is regular. A semigroup $S$ is called an inverse semigroup if for every $x \in S$, there is the unique $x^{-1}$ in $S$ such that $x=x x^{-1} x$ and $x^{-1}=x^{-1} x x^{-1}$.

If $S$ is a semigroup and $a \in S$, then the semigroup $(S, \circ)$ defined by $x \circ y=x a y$ for all $x, y \in S$ is called the variant of $S$ induced by $a$ and it is denoted by $(S, a)$. It is clear that if $S$ has a zero 0 , then 0 is the zero of the variant $(S, a)$ of $S$.

For semigroups $S$ and $S^{\prime}, S \cong S^{\prime}$ means that $S$ is isomorphic to $S^{\prime}$, i.e., there exists a bijection $\varphi: S \rightarrow S^{\prime}$ such that $(x y) \varphi=(x \varphi)(y \varphi)$ for all $x, y \in S$. Notice that we also have $S^{\prime} \cong S$ through $\varphi^{-1}$. Therefore we have that for $a, b$ in a semigroup $S,(S, a) \cong(S, b)$ if and only if there is a bijection $\varphi: S \rightarrow S$ such that $(x a y) \varphi=(x \varphi) b(y \varphi)$ for all $x, y \in S$. In addition, for semigroups $S, S^{\prime}$ and $S^{\prime \prime}$, if $S \cong S^{\prime}$ and $S^{\prime} \cong S^{\prime \prime}$ through $\varphi$ and $\varphi^{\prime}$, respectively, then $S \cong S^{\prime \prime}$ through $\varphi \varphi^{\prime}$. The notation $S \not \approx S^{\prime}$ means that $S$ and $S^{\prime}$ are not isomorphic.

The following facts relate to being isomorphic of variants which will be used later.

Proposition 2.1. Let $S$ be a semigroup with identity and $a, b$ units of $S$. Then $(S, a) \cong(S, b)$ through the mapping $x \mapsto a x b^{-1}$. In particular, $(S, a) \cong S$ through the mapping $x \mapsto a x$ and $S \cong(S, a)$ through the mapping $x \mapsto x a^{-1}$. Hence for any group $G,(G, a) \cong G$ for all $a \in G$.

Proof. Define $\varphi: S \rightarrow S$ by $x \varphi=a x b^{-1}$ for all $x \in S$. Since $a$ and $b$ are units, $\varphi$ is clearly 1-1. If $x \in S$, then $\left(a^{-1} x b\right) \varphi=a\left(a^{-1} x b\right) b^{-1}=x$. If $x, y \in S$, then

$$
(x a y) \varphi=a(x a y) b^{-1}=\left(a x b^{-1}\right) b\left(a y b^{-1}\right)=(x \varphi) b(y \varphi) .
$$

Hence $\varphi$ is an isomorphism from $(S, a)$ onto $(S, b)$, as desired.

Proposition 2.2. Let $S$ be a semigroup with identity and $a, b \in S$. If there are units $u, v$ in $S$ such that uav $=b$, then $(S, a) \cong(S, b)$.

Proof. Define $\varphi: S \rightarrow S$ by $x \varphi=v^{-1} x u^{-1}$ for all $x \in S$. Since $u$ and $v$ are units, $\varphi$ is clearly 1-1. If $x \in S$, then $(v x u) \varphi=v^{-1}(v x u) u^{-1}=x$. If $x, y \in S$, then

$$
\begin{aligned}
(x a y) \varphi & =v^{-1}(x a y) u^{-1} \\
& =\left(v^{-1} x u^{-1}\right) \operatorname{uav}\left(v^{-1} y u^{-1}\right) \\
& =\left(v^{-1} x u^{-1}\right) b\left(v^{-1} y u^{-1}\right) \\
& =(x \varphi) b(y \varphi) .
\end{aligned}
$$

Thus $\varphi$ is an isomorphism from $(S, a)$ onto $(S, b)$.

Theorem 2.3 ([2]). If $S$ is a semigroup and $a \in S$ such that $(S, a)$ has an identity, then
(i) $S$ has an identity,
(ii) $a$ is a unit and
(iii) $(S, a) \cong S$.

Hence for a semigroup $S$ with identity and $a \in S,(S, a) \cong S$ if and only if $a$ is $a$ unit.

Note that Hickey [2] proved Theorem 2.3 by using a fact of Green's relations on semigroups.

For a nonempty set $X$, let $T(X), P(X)$ and $I(X)$ denote the full transformation semigroup, the partial transformation semigroup and the symmetric inverse semigroup (the 1-1 partial transformation semigroup) on $X$, respectively. Note that $T(X)$ and $I(X)$ are subsemigroups of $P(X)$. The domain and the range (image) of $\alpha$ in $P(X)$ are denoted by $\operatorname{dom} \alpha$ and $\operatorname{ran} \alpha$, respectively. We have that for $\alpha, \beta \in P(X)$,

$$
\begin{aligned}
\operatorname{dom}(\alpha \beta) & =(\operatorname{ran} \alpha \cap \operatorname{dom} \beta) \alpha^{-1} \subseteq \operatorname{dom} \alpha, \\
\operatorname{ran}(\alpha \beta) & =(\operatorname{ran} \alpha \cap \operatorname{dom} \beta) \beta \subseteq \operatorname{ran} \beta \quad \text { and }
\end{aligned}
$$

$$
\text { for } x \in X, x \in \operatorname{dom} \alpha \beta \Leftrightarrow x \in \operatorname{dom} \alpha \text { and } x \alpha \in \operatorname{dom} \beta \text {. }
$$

It is well-known that $P(X)$ and $T(X)$ are regular semigroups and $I(X)$ is an inverse semigroup ([6], p. 4 ). We see that $1_{X}$ (the identity mapping on $X$ ) is the identity of $P(X), T(X)$ and $I(X)$ and the empty transformation 0 is the zero of $P(X)$ and $I(X)$. For $\alpha \in P(X), \alpha$ is an idempotent of $P(X)$, i.e., $\alpha^{2}=\alpha$, if and only if $\operatorname{ran} \alpha \subseteq \operatorname{dom} \alpha$ and $x \alpha=x$ for all $x \in \operatorname{ran} \alpha$. It follows that for $\alpha \in I(X), \alpha$ is an idempotent of $I(X)$ if and only if $\alpha$ is the identity mapping on $\operatorname{dom} \alpha$, i.e., $\alpha=1_{\mathrm{dom} \alpha}$.

If $X$ is finite and $|X|=n$, let $T_{n}, P_{n}$ and $I_{n}$ stand for $T(X), P(X)$ and $I(X)$, respectively. For $\theta \in P_{n}$ and $k \in\{1,2, \ldots, n\}$, let

$$
t_{k}=\left|\left\{y \in \operatorname{ran} \theta| | y \theta^{-1} \mid=k\right\}\right|,
$$

i.e.,

$$
t_{k}=|\{y \in \operatorname{ran} \theta| |\{x \in \operatorname{dom} \theta \mid x \theta=y\} \mid=k\}| .
$$

The $n$-tuple $\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ is called the type of $\theta$. The following remarkable isomorphism theorems for the variants of $I_{n}, T_{n}$ and $P_{n}$ were given by Tsyaputa [12, 13].

Theorem $2.4([12])$. For $\theta_{1}, \theta_{2} \in I_{n},\left(I_{n}, \theta_{1}\right) \cong\left(I_{n}, \theta_{2}\right)$ if and only if $\left|\operatorname{ran} \theta_{1}\right|=$ $\left|\operatorname{ran} \theta_{2}\right|$.

Theorem $2.5([12])$. For $\theta_{1}, \theta_{2} \in T_{n},\left(T_{n}, \theta_{1}\right) \cong\left(T_{n}, \theta_{2}\right)$ if and only if $\theta_{1}$ and $\theta_{2}$ have the same type.

Theorem 2.6 ([13]). For $\theta_{1}, \theta_{2} \in P_{n},\left(P_{n}, \theta_{1}\right) \cong\left(P_{n}, \theta_{2}\right)$ if and only if $\theta_{1}$ and $\theta_{2}$ have the same type.

For convenience, we may write $\alpha \in P(X)$, by using a bracket notation. For example,

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \text { stands for the mapping } \alpha \text { with } \operatorname{dom} \alpha=\{a, b\}, \operatorname{ran} \alpha=\{c, d\}
$$

$$
a \alpha=c \quad \text { and } \quad b \alpha=d,
$$

$$
\left(\begin{array}{cc}
A & x \\
a & x^{\prime}
\end{array}\right)_{x \in X \backslash A} \text { stands for the mapping } \beta \text { with } \operatorname{dom} \beta=X
$$

$$
\operatorname{ran} \beta=\{a\} \cup\left\{x^{\prime} \mid x \in X \backslash A\right\} \text { and } x \beta= \begin{cases}a & \text { if } x \in A, \\ x^{\prime} & \text { if } x \in X \backslash A .\end{cases}
$$

By the above notations, a mapping $\alpha$ can be written as $\alpha=\binom{x \alpha^{-1}}{x}_{x \in \operatorname{ran} \alpha}$.

We shall give some examples of being isomorphic for the variants of the following semigroups: left zero semigroups, right zero semigroups, zero semigroups and Kronecker semigroups.

Example 2.7. (1) If $S$ is a left zero semigroup, $a \in S$ and $\varphi$ is a bijection on $S$, then for all $x, y \in S,(x a y) \varphi=x \varphi=(x \varphi)(y \varphi)$. Hence $\varphi$ is an isomorphism from $(S, a)$ onto $S$. This shows that $(S, a) \cong S$ for all $a \in S$. It follows that for all $a, b \in S,(S, a) \cong(S, b)$.
(2) It can be shown dually to (1) that for a right zero semigroup $S,(S, a) \cong S$ for all $a \in S$. Consequently, $(S, a) \cong(S, b)$ for all $a, b \in S$.
(3) If $S$ is a zero semigroup with zero $0, a \in S$ and $\varphi$ is a bijection on $S$ such that $0 \varphi=0$, then for all $x, y \in S,(x a y) \varphi=0 \varphi=0=(x \varphi)(y \varphi)$. Therefore $\varphi$ is an isomorphism from $(S, a)$ onto $S$. This shows that $(S, a) \cong S$ for all $a \in S$ and hence $(S, a) \cong(S, b)$ for all $a, b \in S$.
(4) Let $S$ be a Kronecker semigroup with zero 0, i.e.,

$$
x y= \begin{cases}x & \text { if } x=y \\ 0 & \text { if } x \neq y\end{cases}
$$

Assume that $|S|>1$. Since $(S, 0)$ is a zero semigroup, it follows that $(S, 0) \not \not ⿻$ $S$. Claim that for $a \in S \backslash\{0\},(S, a) \cong S$ if and only if $|S|=2$. Let $\varphi:(S, a) \rightarrow S$ be an isomorphism and assume that $|S|>2$. Let $b \in S \backslash\{0, a\}$. Then $0 \varphi=$ $(b a b) \varphi=(b \varphi)(b \varphi)=b \varphi$, so $b=0$, a contradiction. This shows that if $(S, a) \cong S$, then $|S|=2$. If $|S|=2$, then it is clearly seen that the identity mapping on $S$ is an isomorphism from $(S, a)$ onto $S$.

Next, assume that $|S|>2$. Claim that for all $a, b \in S \backslash\{0\},(S, a) \cong(S, b)$. Let $a, b \in S \backslash\{0\}$ and define $\varphi: S \rightarrow S$ by


Then $\varphi$ is a bijection on $S$ and for $x, y \in S$,

$$
(x a y) \varphi= \begin{cases}a \varphi & \text { if } x=a=y \\ 0 & \text { otherwise }\end{cases}
$$



$$
\text { GHULALON= }(x \varphi) b(y \varphi) \text {. }
$$

Hence $\varphi$ is an isomorphism from $(S, a)$ onto $(S, b)$, as desired.

For $k \in \mathbb{N}$, let

$$
\mathbb{N}_{k}=\{k, k+1, k+2, \ldots\}=\{k+l \mid l \in \mathbb{N} \cup\{0\}\} .
$$

Then $\left(\mathbb{N}_{k},+\right)$ and $(k \mathbb{N},+)$ are ideals of $(\mathbb{N},+)$. Note that $(k \mathbb{N},+)$ is the infinite cyclic semigroup generated by $k$. Recall that all of the infinite cyclic semigroups are isomorphic.

For $a, b \in \mathbb{Z}$, not both 0 , let $(a, b)$ denote the g.c.d. of $a$ and $b$ in $\mathbb{Z}$. For $n \in \mathbb{N}$, let $\mathbb{Z}_{n}$ be the set of integers modulo $n$. For $x \in \mathbb{Z}$, let $\bar{x}$ be the congruence class modulo $n$ containing $x$. Then $\left|\mathbb{Z}_{n}\right|=n$ and

$$
\mathbb{Z}_{n}=\{\overline{0}, \overline{1}, \ldots, \overline{n-1}\}=\{\bar{x} \mid x \in \mathbb{Z}\} .
$$

We have that for $a \in \mathbb{Z}$,

$$
\begin{aligned}
a \mathbb{Z}_{n} & =(a, n) \mathbb{Z}_{n} \\
& =\left\{\overline{0}, \overline{(a, n)}, 2 \overline{(a, n)}, \ldots,\left(\frac{n}{(a, n)}-1\right) \overline{(a, n)}\right\}
\end{aligned}
$$

and $\left|a \mathbb{Z}_{n}\right|=\frac{n}{(a, n)}$.

The following powerful theorem in number theory will be used to characterize when $\left(\left(\mathbb{Z}_{n}, \cdot\right), \bar{a}\right)$ and $\left(\left(\mathbb{Z}_{n}, \cdot\right), \bar{b}\right)$ are isomorphic for $a, b \in \mathbb{Z}$.

Theorem 2.8 ([10], p. 258). (Dirichlet: Primes in Arithmetic Progression) ${ }^{1}$ If $a, m \in \mathbb{Z}$ with $(a, m)=1$, then there are infinitely many primes $p$ of the form $p \equiv a(\bmod m)$.

Let $X$ be a nonempty set and

$$
G(X)=\{\alpha \in T(X) \mid \alpha \text { is bijective }\} .
$$

We can see that $G(X)$ is the group of units of $T(X), P(X)$ and $I(X)$. By Proposition 2.1, we have $(G(X), \alpha) \cong G(X)$ for all $\alpha \in G(X)$. Hence for all $\alpha, \beta \in G(X),(G(X), \alpha) \cong(G(X), \beta)$.

Next, let

$$
\begin{aligned}
M(X) & =\{\alpha \in T(X) \mid \alpha \text { is } 1-1\} \\
E(X) & =\{\alpha \in T(X) \mid \alpha \text { is onto }\} .
\end{aligned}
$$

which are subsemigroups of $T(X)$ containing $G(X)$. Notice that $M(X)=G(X)$

[^0]$[E(X)=G(X)]$ if and only if $X$ is finite. In addition, $G(X)$ is the group of units of $M(X)$ and $E(X)$.

Let $\theta \in T(X)$. The partition of $X$ induced by $\theta$ is defined to be

$$
\mathcal{P}(\theta)=\left\{x \theta^{-1} \mid x \in \operatorname{ran} \theta\right\} .
$$

Then

$$
X=\bigcup_{x \in \operatorname{ran} \theta} x \theta^{-1}
$$

For $\theta_{1}, \theta_{2} \in T(X)$, we say that the partition $\mathcal{P}\left(\theta_{1}\right)$ and the partition $\mathcal{P}\left(\theta_{2}\right)$ are equivalent if there exists a bijection $\varphi: \operatorname{ran} \theta_{2} \rightarrow \operatorname{ran} \theta_{1}$ such that $\left|x \theta_{2}^{-1}\right|=$ $\left|(x \varphi) \theta_{1}^{-1}\right|$ for all $x \in \operatorname{ran} \theta_{2}$. If this is the case, we write $\mathcal{P}\left(\theta_{1}\right) \approx \mathcal{P}\left(\theta_{2}\right)$. Notice that $\approx$ is an equivalence relation on the set of the partitions of $X$ induced by $\theta \in T(X)$. By our definitions, we can see that if $X$ is finite, then for $\theta_{1}, \theta_{2} \in T(X)$, $\theta_{1}$ and $\theta_{2}$ have the same type if and only if $\mathcal{P}\left(\theta_{1}\right) \approx \mathcal{P}\left(\theta_{2}\right)$. Then Theorem 2.5 can restate as follows:

Theorem 2.9. For a finite nonempty set $X$ and $\theta_{1}, \theta_{2} \in T(X),\left(T(X), \theta_{1}\right) \cong$ $\left(T(X), \theta_{2}\right)$ if and only if $\mathcal{P}\left(\theta_{1}\right) \approx \mathcal{P}\left(\theta_{2}\right)$.

We recall some basic knowledge in linear algebra. Let $V$ and $W$ be vector spaces over a field $F$. Let $L_{F}(V, W)$ be the set of all linear transformations $\alpha: V \rightarrow$ $W$ and $L_{F}(V)$ stand for $L_{F}(V, V)$. Then $L_{F}(V)$ is a semigroup under composition. For $\alpha \in L_{F}(V, W)$, let ker $\alpha$ denote the kernel of $\alpha$. We call $\operatorname{dim}_{F} \operatorname{ran} \alpha$ the rank of $\alpha$ and it is denoted by rank $\alpha$. For a subset $A$ of $V$, let $\langle A\rangle$ denote the subspace of $V$ spanned by $A$.

The following facts in linear algebra will be used in our research. The proofs are omitted.

## Remark 2.10.

(1) For $\alpha \in L_{F}(V, W)$,

$$
\operatorname{dim}_{F} V=\operatorname{dim}_{F} \operatorname{ker} \alpha+\operatorname{rank} \alpha
$$

(2) If $B$ is a basis of $V, \alpha \in L_{F}(V, W)$ are such that $\alpha_{\left.\right|_{B}}$ is 1-1 and $B \alpha$ is a linearly independent subset of $W$, then $\alpha$ is a monomorphism.
(3) If $B$ is a basis of $V, B^{\prime}$ is a basis of $W$ and $\alpha \in L_{F}(V, W)$ is such that $\alpha_{\left.\right|_{B}}: B \rightarrow B^{\prime}$ is a bijection, then $\alpha$ is an isomorphism from $V$ onto $W$.
(4) If $\alpha \in L_{F}(V, W), B_{1}$ is a basis of $\operatorname{ker} \alpha, B_{2}$ is a basis of $\operatorname{ran} \alpha$ and for each $v \in B_{2}$, let $v^{\prime} \in v \alpha^{-1}$, then $B_{1} \dot{\cup}\left\{v^{\prime} \mid v \in B_{2}\right\}$ is a basis of $V$.
(5) If $\alpha \in L_{F}(V, W), B_{1}$ is a basis of ker $\alpha$ and $B$ is a basis of $V$ containing $B_{1}$, then $\left(B \backslash B_{1}\right) \alpha$ is a basis of ran $\alpha$ and for any distinct $u, v \in B \backslash B_{1}, u \alpha \neq v \alpha$.
(6) If $U$ is a subspace of $V, B_{1}$ is a basis of $U$ and $B$ is a basis of $V$ containing $B_{1}$, then $\left\{v+U \mid v \in B<B_{1}\right\}$ is a basis of the quotient space $V / U$ and $u+U \neq v+U$ for all distinct $u, v \in B \backslash B_{1}$. Hence $\operatorname{dim}_{F}(V / U)=\left|B \backslash B_{1}\right|$.
(7) If $B$ is a basis of $V$, then

$$
\left|L_{F}(V, W)\right|=|\{\alpha \mid \alpha: B \rightarrow W\}|=|W|^{|B|} .
$$

(8) If $V$ is finite-dimensional, then $V \cong F^{\operatorname{dim}_{F} V}$ as vector spaces over $F$.
(9) If $W$ is finite-dimensional, then

$$
\left|L_{F}(V, W)\right|=\left|F^{\operatorname{dim}_{F} W}\right|^{\operatorname{dim}_{F} V}=|F|\left(\operatorname{dim}_{F} V\right)\left(\operatorname{dim}_{F} W\right) .
$$

In particular, $\left|L_{F}(V, W)\right|=|F|^{\left(\operatorname{dim}_{F} V\right)\left(\operatorname{dim}_{F} W\right)}<\infty$ if $V$ is also finite-dimensional and $F$ is a finite field.

For a positive integer $n$ and a field $F$, let $M_{n}(F)$ be the set of all $n \times n$ matrices over $F$.

Theorem 2.11 ([7], p. 330-337). If $V$ is finite-dimensional and $\operatorname{dim}_{F} V=n$, then there exists a semigroup isomorphism $\varphi: L_{F}(V) \rightarrow\left(M_{n}(F), \cdot\right)$ which preserves ranks.

Let

$$
G_{F}(V)=\left\{\alpha \in L_{F}(V) \mid \alpha \text { is an isomorphism }\right\} .
$$

Then $G_{F}(V)$ is the group of units of $L_{F}(V)$. By Proposition 2.1, we have $\left(G_{F}(V), \alpha\right)$ $\cong G_{F}(V)$ for all $\alpha \in G_{F}(V)$. Thus for $\alpha, \beta \in G_{F}(V),\left(G_{F}(V), \alpha\right) \cong\left(G_{F}(V), \beta\right)$.

Next, let $M_{F}(V)$ and $E_{F}(V)$ be the set of all 1-1 linear transformations (monomorphisms) of $V$ and the set of all onto linear transformations (epimorphisms) of $V$, respectively. Then

$$
\begin{aligned}
& M_{F}(V)=\left\{\alpha \in L_{F}(V) \mid \operatorname{ker} \alpha=\{0\},\right. \\
& E_{F}(V)=\left\{\alpha \in L_{F}(V) \mid \operatorname{ran} \alpha=V\right\}
\end{aligned}
$$

which are subsemigroups of $L_{F}(V)$ containing $G_{F}(V)$. Moreover, it is well-known that $\operatorname{dim}_{F} V<\infty$ if and only if $M_{F}(V)=G_{F}(V)\left[E_{F}(V)=G_{F}(V)\right]$. In addition, $G_{F}(V)$ is also the group of units of the semigroups $M_{F}(V)$ and $E_{F}(V)$.

## CHAPTER III

## MULTIPLICATIVE AND ADDITIVE SEMIGROUPS OF INTEGERS

In this chapter, we determine when two variants of the following semigroups of integers are isomorphic:

$$
(\mathbb{N}, \cdot),\left(\mathbb{N}_{k},+\right) \text { and }(k \mathbb{N},+)
$$

where $k \in \mathbb{N}$ and recall that

$$
\mathbb{N}_{k}=\{k, k+1, k+2, \ldots\}=\{k+l \mid l \in \mathbb{N} \cup\{0\}\}
$$

Then $(\mathbb{N},+)=\left(\mathbb{N}_{1},+\right)=(1 \mathbb{N},+)$ and we can see that $\mathbb{N}_{k}=\mathbb{N}[k \mathbb{N}=\mathbb{N}]$ if and only if $k=1$. Note that $(\mathbb{Z},+)$ is a group. Then $((\mathbb{Z},+), a) \cong(\mathbb{Z},+)$ for all $a \in \mathbb{Z}$ (Proposition 2.1). This chapter also includes necessary conditions for two variants of $(\mathbb{Z}, \cdot)$ to be isomorphic.

To obtain an isomorphism theorem for the variants of $(\mathbb{N}, \cdot)$, the following lemma is needed.

Lemma 3.1. Let $a, b \in \mathbb{N}$ and $\varphi: \mathbb{N} \rightarrow \mathbb{N}$. Then $\varphi:((\mathbb{N}, \cdot), a) \rightarrow((\mathbb{N}, \cdot), b)$ is an isomorphism if and only if $\varphi:(\mathbb{N}, \cdot) \rightarrow(\mathbb{N}, \cdot)$ is an isomorphism such that $a \varphi=b$.

Proof. Let $\varphi:((\mathbb{N}, \cdot), a) \rightarrow((\mathbb{N}, \cdot), b)$ be an isomorphism. Then

$$
(x a y) \varphi=(x \varphi) b(y \varphi) \quad \text { for all } x, y \in \mathbb{N},
$$

so

$$
(\mathbb{N} a \mathbb{N}) \varphi=(\mathbb{N} \varphi) b(\mathbb{N} \varphi)=\mathbb{N} b \mathbb{N}
$$

Since $\mathbb{N} \mathbb{N}=\mathbb{N}$, it follows that $(a \mathbb{N}) \varphi=b \mathbb{N}$. But $b \in b \mathbb{N}$, so $(a m) \varphi=b$ for some $m \in \mathbb{N}$. We have that

$$
a \varphi=(1 a 1) \varphi=(1 \varphi) b(1 \varphi)=(1 \varphi)^{2} b \geq b
$$

If $a \varphi>b$, then $(1 \varphi)^{2} b>b$, so $1 \varphi>1$. Consequently,

$$
b=(a m) \varphi=(1 a m) \varphi=(1 \varphi) b(m \varphi)>b,
$$

a contradiction. Hence $a \varphi=b$. This implies that $(1 \varphi)^{2} b=b$, so $1 \varphi=1$. If $x, y \in \mathbb{N}$, then

$$
\begin{aligned}
((x y) \varphi) b & =((x y) \varphi) b(1 \varphi) \\
& =(x y a 1) \varphi \\
& =(x a y) \varphi \\
& =(x \varphi) b(y \varphi) \\
& =(x \varphi)(y \varphi) b,
\end{aligned}
$$

so $(x y) \varphi=(x \varphi)(y \varphi)$ since $(\mathbb{N}, \cdot)$ is cancellative. This proves that $\varphi:(\mathbb{N}, \cdot) \rightarrow$ $(\mathbb{N}, \cdot)$ is an isomorphism such that $a \varphi=b$.

For the converse, let $\varphi:(\mathbb{N}, \cdot) \rightarrow(\mathbb{N}, \cdot)$ be an isomorphism such that $a \varphi=b$. Then for all $x, y \in \mathbb{N}$,

$$
(x a y) \varphi=(x \varphi)(a \varphi)(y \varphi)=(x \varphi) b(y \varphi)
$$

Hence $\varphi:((\mathbb{N}, \cdot), a) \rightarrow((\mathbb{N}, \cdot), b)$ is an isomorphism.

Theorem 3.2. For $a, b \in \mathbb{N},((\mathbb{N}, \cdot), a) \cong((\mathbb{N}, \cdot), b)$ if and only if either
(i) $a=b=1$ or
(ii) $a=p_{1}^{r_{1}} p_{2}^{r_{2}} \cdots p_{k}^{r_{k}}$ and $b=q_{1}^{r_{1}} q_{2}^{r_{2}} \cdots q_{k}^{r_{k}}$ for some distinct primes $p_{1}, p_{2}, \ldots, p_{k}$, some distinct primes $q_{1}, q_{2}, \ldots, q_{k}$ and some $r_{1}, r_{2}, \ldots, r_{k} \in \mathbb{N}$.

Proof. Let $\varphi:((\mathbb{N}, \cdot), a) \rightarrow((\mathbb{N}, \cdot), b)$ be an isomorphism. By Lemma 3.1, $\varphi$ : $(\mathbb{N}, \cdot) \rightarrow(\mathbb{N}, \cdot)$ is an isomorphism such that $a \varphi=b$. Since 1 is the identity of $(\mathbb{N}, \cdot), 1 \varphi=1$. Therefore if $a=1$, then $b=a \varphi=1 \varphi=1$. Assume that $a>1$ and let $a=p_{1}^{r_{1}} p_{2}^{r_{2}} \cdots p_{k}^{r_{k}}$ where $p_{1}, p_{2}, \ldots, p_{k}$ are distinct primes and $r_{1}, r_{2}, \ldots, r_{k} \in \mathbb{N}$. Then

$$
b=a \varphi=\left(p_{1}^{r_{1}} p_{2}^{r_{2}} \cdots p_{k}^{r_{k}}\right) \varphi=\left(p_{1} \varphi\right)^{r_{1}}\left(p_{2} \varphi\right)^{r_{2}} \cdots\left(p_{k} \varphi\right)^{r_{k}}
$$

It remains to show that $p_{1} \varphi, p_{2} \varphi, \ldots, p_{k} \varphi$ are distinct primes. Since $\varphi$ is $1-1$, it suffices to show that if $p$ is a prime, then $p \varphi$ is also a prime. Let $p$ be a prime number and suppose that $p \varphi=m n$ for some $m, n \in \mathbb{N} \backslash\{1\}$. Since $\varphi$ is a bijection and $1 \varphi=1$, it follows that $m^{\prime} \varphi=m$ and $n^{\prime} \varphi=n$ for some $m^{\prime}, n^{\prime} \in \mathbb{N} \backslash\{1\}$. Then $p \varphi=\left(m^{\prime} \varphi\right)\left(n^{\prime} \varphi\right)=\left(m^{\prime} n^{\prime}\right) \varphi$ which implies that $p=m^{\prime} n^{\prime}$, a contradiction. Hence $p \varphi$ is a prime. This shows that if $a \gg 1$, then (ii) holds.

For the converse, assume that (i) or (ii) holds. It is trivial if (i) holds. Assume that $a$ and $b$ satisfy (ii). Let $P$ be the set of all prime numbers in $\mathbb{N}$. Then $\left|P \backslash\left\{p_{1}, p_{2}, \ldots, p_{k}\right\}\right|=\left|P \backslash\left\{q_{1}, q_{2}, \ldots, q_{k}\right\}\right|$. Let $\varphi: P \backslash\left\{p_{1}, p_{2}, \ldots, p_{k}\right\} \rightarrow$ $P \backslash\left\{q_{1}, q_{2}, \ldots, q_{k}\right\}$ be a bijection. Define $\bar{\varphi}: P \rightarrow P$ by

$$
\bar{\varphi}=\left(\begin{array}{cc}
p_{i} & x \\
q_{i} & x \varphi
\end{array}\right)_{\substack{i \in\{1,2, \ldots, k\}, x \in P \backslash\left\{p_{1}, p_{2}, \ldots, p_{k}\right\}}}
$$

Then $\bar{\varphi}$ is a bijection on $P$. Let $\theta: \mathbb{N} \rightarrow \mathbb{N}$ be defined by

$$
1 \theta=1 \text { and }\left(s_{1}^{t_{1}} s_{2}^{t_{2}} \cdots s_{m}^{t_{m}}\right) \theta=\left(s_{1} \bar{\varphi}\right)^{t_{1}}\left(s_{2} \bar{\varphi}\right)^{t_{2}} \cdots\left(s_{m} \bar{\varphi}\right)^{t_{m}}
$$

for any primes $s_{1}, s_{2}, \ldots, s_{m} \in \mathbb{N}$ and $t_{1}, t_{2}, \ldots, t_{m} \in \mathbb{N}$. Then $a \theta=b$. From the definition of $\bar{\varphi}$ and the fact that every element of $\mathbb{N} \backslash\{1\}$ can be written uniquely as a product of primes, we have that $\theta$ is an isomorphism from $(\mathbb{N}, \cdot)$ onto itself. From Lemma 3.1, $\theta:((\mathbb{N}, \cdot), a) \rightarrow((\mathbb{N}, \cdot), b)$ is an isomorphism.

Hence the proof is completed.

Example 3.3. From Theorem 3.2, we have that

$$
((\mathbb{N}, \cdot), 6) \cong((\mathbb{N}, \cdot), 35) \quad \text { and } \quad((\mathbb{N}, \cdot), 6) \nsubseteq((\mathbb{N}, \cdot), 12)
$$

since $6=2 \cdot 3,35=5 \cdot 7$ and $12=2^{2} \cdot 3$.

The following lemma is needed to obtain an isomorphism theorem for the variants of $(\mathbb{Z}, \cdot)$.

Lemma 3.4. Let $a, b \in \mathbb{Z} \backslash\{0\}$ and $\varphi: \mathbb{Z} \rightarrow \mathbb{Z}$. Then $\varphi:((\mathbb{Z}, \cdot), a) \rightarrow((\mathbb{Z}, \cdot), b)$ is an isomorphism if and only if $\varphi$ satisfies the following three conditions:
(i) $\varphi$ is a bijection;
(ii) $a \varphi=b$;
(iii) for all $x, y \in \mathbb{Z},(x y) \varphi=(x \varphi)(y \varphi)$ or for all $x, y \in \mathbb{Z},(x y) \varphi=-(x \varphi)(y \varphi)$.

Proof. Assume that $\varphi:((\mathbb{Z}, \cdot), a) \rightarrow((\mathbb{Z}, \cdot), b)$ is an isomorphism. Then (i) holds. But for all $x, y \in \mathbb{Z},(x a y) \varphi=(x \varphi) b(y \varphi)$ and $\mathbb{Z} \mathbb{Z}=\mathbb{Z}$, so we have

$$
(a \mathbb{Z}) \varphi=(\mathbb{Z} a \mathbb{Z}) \varphi=(\mathbb{Z} \varphi) b(\mathbb{Z} \varphi)=\mathbb{Z} b \mathbb{Z}=b \mathbb{Z} .
$$

Thus $(a m) \varphi=b$ for some $m \in \mathbb{Z}$, so $|(a m) \varphi|=|b|$. We have that

$$
|a \varphi|=|(1 a 1) \varphi|=|(1 \varphi) b(1 \varphi)|=(1 \varphi)^{2}|b| \geq|b| .
$$

If $|a \varphi|>|b|$, then $(1 \varphi)^{2}|b|>|b|$ which implies that $|1 \varphi|>1$, so

$$
|(a m) \varphi|=|(1 a m) \varphi|=|(1 \varphi) b(m \varphi)|>|b|,
$$

a contradiction. Thus $|a \varphi|=|b|$. Hence $a \varphi=b$ or $a \varphi=-b$. Since $(1 \varphi)^{2}|b|=$ $|a \varphi|=|b|,(1 \varphi)^{2}=1$. Thus $a \varphi=(1 a 1) \varphi=(1 \varphi)^{2} b=b$ and $1 \varphi= \pm 1$. Hence (ii) holds.

Case 1: $1 \varphi=1$. If $x, y \in \mathbb{Z}$, then

$$
\begin{aligned}
\text { GHULALO }((x y) \varphi) b & =((x y) \varphi) b(1 \varphi) \\
& =(x y a 1) \varphi \\
& =(x a y) \varphi \\
& =(x \varphi) b(y \varphi) \\
& =(x \varphi)(y \varphi) b
\end{aligned}
$$

which implies that $(x y) \varphi=(x \varphi)(y \varphi)$.

Case 2: $1 \varphi=-1$. If $x, y \in \mathbb{Z}$, then

$$
\begin{aligned}
((x y) \varphi) b & =((x y) \varphi) b(-(1 \varphi)) \\
& =-(x y a 1) \varphi \\
& =-(x a y) \varphi \\
& =-(x \varphi) b(y \varphi) \\
& =-(x \varphi)(y \varphi) b,
\end{aligned}
$$

so $(x y) \varphi=-(x \varphi)(y \varphi)$.
Hence (iii) holds.
Conversely, assume that (i), (ii) and (iii) hold. To show that $\varphi:((\mathbb{Z}, \cdot), a) \rightarrow$ $((\mathbb{Z}, \cdot), b)$ is an isomorphism, from (i) it remains to show that $\varphi$ is a homomorphism.

Case 1: $(x y) \varphi=(x \varphi)(y \varphi)$ for all $x, y \in \mathbb{Z}$. If $x, y \in \mathbb{Z}$, then

$$
(x a y) \varphi=(x \varphi)(a \varphi)(y \varphi)=(x \varphi) b(y \varphi)
$$

since $a \varphi=b$ by (ii).
Case 2: $(x y) \varphi=-(x \varphi)(y \varphi)$ for all $x, y \in \mathbb{Z}$. If $x, y \in \mathbb{Z}$, then

$$
(x a y) \varphi=-((x a) \varphi)(y \varphi)=-(-(x \varphi)(a \varphi))(y \varphi)=(x \varphi) b(y \varphi) .
$$

Therefore the lemma is proved.

Theorem 3.5. For $a, b \in \mathbb{Z}$, if $((\mathbb{Z}, \cdot), a) \cong((\mathbb{Z}, \cdot), b)$, then one of the following conditions holds.
(i) $a=b=0$.
(ii) $|a|=|b|=1$.
(iii) $a=p_{1}^{r_{1}} p_{2}^{r_{2}} \cdots p_{k}^{r_{k}}$ and $b=q_{1}^{r_{1}} q_{2}^{r_{2}} \cdots q_{k}^{r_{k}}$ for some distinct primes $p_{1}, p_{2}, \ldots, p_{k}$ in $\mathbb{Z}$, some distinct primes $q_{1}, q_{2}, \ldots, q_{k}$ in $\mathbb{Z}$, some $r_{1}, r_{2}, \ldots, r_{k} \in \mathbb{N}$ and for $i, j \in\{1,2, \ldots, k\}$, if $p_{i}=-p_{j}$, then $q_{i}=-q_{j}$.

Proof. Assume that $\varphi:((\mathbb{Z}, \cdot), a) \rightarrow((\mathbb{Z}, \cdot), b)$ is an isomorphism. Since 0 is the zero of $((\mathbb{Z}, \cdot), a)$ and $((\mathbb{Z}, \cdot), b), 0 \varphi=0$. It is clearly seen that $((\mathbb{Z}, \cdot), a)$ is a zero semigroup if and only if $a=0$. It follows that $a=0$ if and only if $b=0$. Assume that $a \neq 0$. Then $b \neq 0$. By Lemma 3.4, $\varphi$ is a bijection, $a \varphi=b$ and $(x y) \varphi=(x \varphi)(y \varphi)$ for all $x, y \in \mathbb{Z}$ or $(x y) \varphi=-(x \varphi)(y \varphi)$ for all $x, y \in \mathbb{Z}$. Since

$$
b=a \varphi=(1 a 1) \varphi=(1 \varphi)^{2} b \quad \text { and } \quad b=a \varphi=((-1) a(-1)) \varphi=((-1) \varphi)^{2} b,
$$

we have that $1 \varphi= \pm 1$ and $(-1) \varphi= \pm 1$. Thus $\{-1,0,1\} \varphi=\{-1,0,1\}$ and $0 \varphi=0$.

Assume that $|a|=1$. Then $|b|=|a \varphi|=1$.
Next, assume that $|a|>1 /$ Then $|b|>1$. Let $a=p_{1}^{r_{1}} p_{2}^{r_{2}} \cdots p_{k}^{r_{k}}$ where $p_{1}, p_{2}, \ldots, p_{k}$ are distinct primes in $\mathbb{Z}$ and $r_{1}, r_{2}, \ldots, r_{k} \in \mathbb{N}$. Then

$$
b=a \varphi=\left(p_{1}^{r_{1}} p_{2}^{r_{2}}\left(\cdots p_{k}^{r_{k}}\right) \varphi= \pm\left(p_{1} \varphi\right)^{r_{1}}\left(p_{2} \varphi\right)^{r_{2}} \cdots\left(p_{k} \varphi\right)^{r_{k}} .\right.
$$

It remains to show that $p_{1} \varphi, p_{2} \varphi, \ldots, p_{k} \varphi$ are distinct primes in $\mathbb{Z}$. Since $\varphi$ is 1-1, it suffices to show that if $p$ is a prime in $\mathbb{Z}$, then $p \varphi$ is also a prime in $\mathbb{Z}$. Let $p$ be a prime in $\mathbb{Z}$ and suppose that $p \varphi=m n$ for some $m, n \in \mathbb{Z} \backslash\{-1,0,1\}$. Since $\varphi$ is a bijection and $\{-1,0,1\} \varphi=\{-1,0,1\}$, it follows that $m^{\prime} \varphi=m$ and $n^{\prime} \varphi=n$ for some $m^{\prime}, n^{\prime} \in \mathbb{Z} \backslash\{-1,0,1\}$. Then $p \varphi=\left(m^{\prime} \varphi\right)\left(n^{\prime} \varphi\right)= \pm\left(m^{\prime} n^{\prime}\right) \varphi$.

Case 1: $p \varphi=\left(m^{\prime} n^{\prime}\right) \varphi$. Then $p=m^{\prime} n^{\prime}$, a contradiction.
Case 2: $p \varphi=-\left(m^{\prime} n^{\prime}\right) \varphi$. If $1 \varphi=1$, then by the proof of Case 1 of the "only if" part in Lemma 3.4, $(x y) \varphi=(x \varphi)(y \varphi)$ for all $x, y \in \mathbb{Z}$. Since $1 \varphi=1,(-1) \varphi=$ -1 , so

$$
\begin{aligned}
p \varphi & =(-1) \varphi\left(m^{\prime} n^{\prime}\right) \varphi \\
& =\left((-1)\left(m^{\prime} n^{\prime}\right)\right) \varphi \\
& =\left(-m^{\prime} n^{\prime}\right) \varphi .
\end{aligned}
$$

It follows that $p=-m^{\prime} n^{\prime}$, a contradiction. If $1 \varphi=-1$, then by the proof of Case 2 of the "only if" part in Lemma 3.4, we have that $(x y) \varphi=-(x \varphi)(y \varphi)$ for all
$x, y \in \mathbb{Z}$. Since $1 \varphi=-1,(-1) \varphi=1$, so

$$
\begin{aligned}
p \varphi & =-\left((-1) \varphi\left(m^{\prime} n^{\prime}\right) \varphi\right) \\
& =\left((-1)\left(m^{\prime} n^{\prime}\right)\right) \varphi \\
& =\left(-m^{\prime} n^{\prime}\right) \varphi
\end{aligned}
$$

which implies that $p=-m^{\prime} n^{\prime}$, a contradiction.
Finally, let $i, j \in\{1,2, \ldots, k\}$ be such that $p_{i}=-p_{j}$. If $1 \varphi=1$, then $(-1) \varphi=$ -1 and $(x y) \varphi=(x \varphi)(y \varphi)$ for all $x, y \in \mathbb{Z}$, so

$$
\begin{aligned}
p_{i} \varphi & =\left(-p_{j}\right) \varphi \\
& =\left((-1) p_{j}\right) \varphi \\
& =((-1) \varphi)\left(p_{j} \varphi\right) \\
& =-\left(p_{j} \varphi\right) .
\end{aligned}
$$

If $1 \varphi=-1$, then $(-1) \varphi=1$ and $(x y) \varphi=-(x \varphi)(y \varphi)$ for all $x, y \in \mathbb{Z}$, so

$$
p_{i} \varphi=\left(-p_{j}\right) \varphi
$$

$$
=\left((-1) p_{j}\right) \varphi
$$



Hence (iii) holds.

Example 3.6. From Theorem 3.5, we have that

$$
((\mathbb{Z}, \cdot), 6) \not \approx((\mathbb{Z}, \cdot),-12) \neq((\mathbb{Z}, \cdot), 25)
$$

since $6=2 \cdot 3,-12=2^{2} \cdot(-3)$ and $25=5^{2}$.

It is natural to ask whether $((\mathbb{Z}, \cdot), a)$ and $((\mathbb{Z}, \cdot),-a)$ are isomorphic. The answer is positive and the proof is given by making use of Lemma 3.4.

Theorem 3.7. For $a \in \mathbb{Z},((\mathbb{Z}, \cdot), a) \cong((\mathbb{Z}, \cdot),-a)$ through the mapping $x \mapsto-x$.

Proof. Define $\varphi: \mathbb{Z} \rightarrow \mathbb{Z}$ by $x \varphi=-x$ for all $x \in \mathbb{Z}$. Then $\varphi$ is a bijection and $a \varphi=-a$, so $\varphi$ satisfies (i) and (ii) of Lemma 3.4. If $x, y \in \mathbb{Z}$, then

$$
(x y) \varphi=-(x y)=-(-x)(-y)=-(x \varphi)(y \varphi),
$$

so $\varphi$ satisfies (iii) of Lemma 3.4. Therefore by Lemma 3.4, $\varphi:((\mathbb{Z}, \cdot), a) \rightarrow$ $((\mathbb{Z}, \cdot),-a)$ is an isomorphism.

Theorem 3.8. For $k, a, b \in \mathbb{N},\left(\left(\mathbb{N}_{k},+\right), a\right) \cong\left(\left(\mathbb{N}_{k},+\right), b\right)$ if and only if $a=b$.
Proof. Let $\varphi:\left(\left(\mathbb{N}_{k},+\right), a\right) \rightarrow\left(\left(\mathbb{N}_{k},+\right), b\right)$ be an isomorphism. Since $\mathbb{N}_{k}+a+k=$ $\{a+2 k, a+2 k+1, a+2 k+2, \ldots\}$ and for all $i \in \mathbb{N}, \mathbb{N}_{k}+a+(k+i) \subseteq \mathbb{N}_{k}+a+k$, it follows that

$$
\mathbb{N}_{k}+a+\mathbb{N}_{k}=\bigcup_{i=0}\left(\mathbb{N}_{k}+a+(k+i)\right)=\mathbb{N}_{k}+a+k
$$

Therefore we have that

$$
\begin{aligned}
\left(\mathbb{N}_{k}+a+k\right) \varphi & =\left(\mathbb{N}_{k}+a+\mathbb{N}_{k}\right) \varphi \\
& =\left(\mathbb{N}_{k} \varphi\right)+b+\left(\mathbb{N}_{k} \varphi\right) \\
& =\mathbb{N}_{k}+b+\mathbb{N}_{k} \quad \text { (since } \varphi \text { is onto) } \\
& =\mathbb{N}_{k}+b+k .
\end{aligned}
$$

Since $\varphi: \mathbb{N}_{k} \rightarrow \mathbb{N}_{k}$ is a bijection,

$$
\left(\mathbb{N}_{k} \backslash\left(\mathbb{N}_{k}+a+k\right)\right) \varphi=\mathbb{N}_{k} \backslash\left(\mathbb{N}_{k}+b+k\right),
$$

so $\left|\mathbb{N}_{k} \backslash\left(\mathbb{N}_{k}+a+k\right)\right|=\left|\mathbb{N}_{k} \backslash\left(\mathbb{N}_{k}+b+k\right)\right|$, i.e., $\mid\{k, k+1, \ldots, k+(k+a-1)=$ $a+2 k-1\}|=|\{k, k+1, \ldots, k+(k+b-1)=b+2 k-1\}|$. Hence $k+a=k+b$, so $a=b$.

As a consequence of Theorem 3.8, we have the following result.
Corollary 3.9. For $a, b \in \mathbb{N},((\mathbb{N},+), a) \cong((\mathbb{N},+), b)$ if and only if $a=b$.

We can see that for $k \in \mathbb{N},(k \mathbb{N},+)$ is the infinite cyclic semigroup generated by $k$. Since $(\mathbb{N},+)$ is the infinite cyclic semigroup generated by 1 , it follows that $(k \mathbb{N},+) \cong(\mathbb{N},+)$. Therefore from Corollary 3.9, the following result is directly obtained.

Corollary 3.10. For $k, a, b \in \mathbb{N},((k \mathbb{N},+), a) \cong((k \mathbb{N},+), b)$ if and only if $a=b$.


## CHAPTER IV

THE MULTIPLICATIVE SEMIGROUP $\mathbb{Z}_{n}$

In this chapter, we deal with isomorphism theorems for the variants of the semigroups $\left(\mathbb{Z}_{n}, \cdot\right)$ and $\left(k \mathbb{Z}_{n}, \cdot\right)$. We characterize when two variants of $\left(\mathbb{Z}_{n}, \cdot\right)$ are isomorphic and give a necessary condition for being isomorphic of two variants of $\left(k \mathbb{Z}_{n}, \cdot\right)$.

Recall that

$$
\begin{aligned}
\mathbb{Z}_{n} & =\{\overline{0}, \overline{1}, \ldots, \overline{n-1}\}=\{\bar{x} \mid x \in \mathbb{Z}\} \\
k \mathbb{Z}_{n} & =(k, n) \mathbb{Z}_{n} \\
& =\left\{\overline{0}, \overline{(k, n)}, 2 \overline{(k, n)}, \ldots,\left(\frac{n}{(k, n)}-1\right) \overline{(k, n)}\right\},
\end{aligned}
$$

$\left|\mathbb{Z}_{n}\right|=n$ and $\left|k \mathbb{Z}_{n}\right|=\frac{n}{(k, n)}$. Note that $l \bar{x}=\bar{l} \bar{x}$ for all $l, x \in \mathbb{Z}$ and for any $l \in \mathbb{Z}$, $l \mathbb{Z}_{n}=\bar{l} \mathbb{Z}_{n}$. In addition, we have that

$$
\left\{\bar{x} \mid x \in \mathbb{Z} \text { and } \bar{x} \text { is a unit of }\left(\mathbb{Z}_{n}, \cdot\right)\right\}=\{\bar{x} \mid x \in \mathbb{Z} \text { and }(x, n)=1\}
$$

The following main result uses Theorem 2.8 as the main tool.
Theorem 4.1. For $a, b \in \mathbb{Z},\left(\left(\mathbb{Z}_{n}, \cdot\right), \bar{a}\right) \cong\left(\left(\mathbb{Z}_{n}, \cdot\right), \bar{b}\right)$ if and only if $(a, n)=(b, n)$.
Proof. Let $\varphi:\left(\left(\mathbb{Z}_{n}, \cdot\right), \bar{a}\right) \rightarrow\left(\left(\mathbb{Z}_{n}, \cdot\right), \bar{b}\right)$ be an isomorphism. Then for all $x, y \in \mathbb{Z}$,

$$
(\bar{x} \bar{a} \bar{y}) \varphi=(\bar{x} \varphi) \bar{b}(\bar{y} \varphi) .
$$

This implies that $\left(\mathbb{Z}_{n} \bar{a} \mathbb{Z}_{n}\right) \varphi=\left(\mathbb{Z}_{n} \varphi\right) \bar{b}\left(\mathbb{Z}_{n} \varphi\right)=\mathbb{Z}_{n} \bar{b} \mathbb{Z}_{n}$. Since $\mathbb{Z}_{n} \mathbb{Z}_{n}=\mathbb{Z}_{n}$, it follows that

$$
\left(\bar{a} \mathbb{Z}_{n}\right) \varphi=\bar{b} \mathbb{Z}_{n}
$$

But since $\varphi$ is 1-1, we have that $\left|\bar{a} \mathbb{Z}_{n}\right|=\left|\bar{b} \mathbb{Z}_{n}\right|$. Hence $\frac{n}{(a, n)}=\frac{n}{(b, n)}$ which implies that $(a, n)=(b, n)$.

For the converse, assume that $(a, n)=(b, n)$. Then

$$
\bar{a} \mathbb{Z}_{n}=(a, n) \mathbb{Z}_{n}=(b, n) \mathbb{Z}_{n}=\bar{b} \mathbb{Z}_{n},
$$

so $\bar{a}=\bar{b} \bar{x}$ for some $x \in \mathbb{Z}$. This implies that $n \mid(a-b x)$. Hence $\frac{n}{(a, n)} \left\lvert\, \frac{a-b x}{(a, n)}\right.$. Since $(a, n)=(b, n),(a, n) \mid b$. Therefore $\frac{n}{(a, n)} \left\lvert\,\left(\frac{a}{(a, n)}-\frac{b}{(a, n)} x\right)\right.$, and so

$$
\frac{a}{(a, n)}==\frac{b}{(a, n)} x\left(\bmod \frac{n}{(a, n)}\right)
$$

Let $l \in \mathbb{Z}$ be such that $\frac{a}{(a, n)}-\frac{b}{(a, n)} x=\frac{n}{(a, n)} l$. Since $\left.\left(x, \frac{n}{(a, n)}\right) \right\rvert\, \frac{b}{(a, n)} x$ and $\left.\quad\left(x, \frac{n}{(a, n)}\right) \right\rvert\, \frac{n}{(a, n)} l$ it follows that $\left.\left(x, \frac{n}{(a, n)}\right) \right\rvert\, \frac{a}{(a, n)}$. Hence $\left(x, \frac{n}{(a, n)}\right) \left\lvert\,\left(\frac{a}{(a, n)}, \frac{n}{(a, n)}\right) . \quad\right.$ But $\left(\frac{a}{(a, n)}, \frac{n}{(a, n)}\right)=1, \quad$ so $\quad\left(x, \frac{n}{(a, n)}\right)=1$.
By Theorem 2.8, there are infinitely many primes $p$ of the form

$$
p \equiv x\left(\bmod \frac{n}{(a, n)}\right)
$$

Then there exists a prime $q>n$ such that

$$
q \equiv x\left(\bmod \frac{n}{(a, n)}\right) .
$$

Thus

$$
\frac{b}{(a, n)} q \equiv \frac{b}{(a, n)} x\left(\bmod \frac{n}{(a, n)}\right)
$$

and hence

$$
\frac{a}{(a, n)} \equiv \frac{b}{(a, n)} q\left(\bmod \frac{n}{(a, n)}\right)
$$

This implies that

$$
a \equiv b q(\bmod n),
$$

so $\bar{a}=\bar{b} \bar{q}$. Since $q>n$ and $q$ is a prime, we have that $(q, n)=1$. Thus $\bar{q}$ is a unit of $\left(\mathbb{Z}_{n}, \cdot\right)$. By Proposition 2.2, we have that $\left(\left(\mathbb{Z}_{n}, \cdot\right), \bar{a}\right) \cong\left(\left(\mathbb{Z}_{n}, \cdot\right), \bar{b}\right)$.

Example 4.2. From Theorem 4.1, we have that

$$
\left(\left(\mathbb{Z}_{12}, \cdot\right), \overline{2}\right) \cong\left(\left(\mathbb{Z}_{12}, \cdot\right), \overline{10}\right) \not \approx\left(\left(\mathbb{Z}_{12}, \cdot \cdot\right), \overline{4}\right)
$$

since $(2,12)=2=(10,12)$ and $(4,12)=4$.

Theorem 4.3. For $a, b \in \mathbb{Z}$, if $\left(\left(k \mathbb{Z}_{n}, \cdot\right), k \bar{a}\right) \cong\left(\left(k \mathbb{Z}_{n}, \cdot\right), k \bar{b}\right)$, then $\left(k^{3} a, n\right)=$ $\left(k^{3} b, n\right)$.

Proof. Let $\varphi:\left(\left(k \mathbb{Z}_{n}, \cdot\right), k \bar{a}\right) \rightarrow\left(\left(k \mathbb{Z}_{n}, \cdot\right), k \bar{b}\right)$ be an isomorphism. Then for all $x, y \in \mathbb{Z}$,

$$
((k \bar{x})(k \bar{a})(k \bar{y})) \varphi=((k \bar{x}) \varphi)(k \bar{b})((k \bar{y}) \varphi) .
$$

Since $\varphi$ is onto, $\left(\left(k \mathbb{Z}_{n}\right)(k \bar{a})\left(k \mathbb{Z}_{n}\right)\right) \varphi=\left(\left(k \mathbb{Z}_{n}\right) \varphi\right)(k \bar{b})\left(\left(k \mathbb{Z}_{n}\right) \varphi\right)=\left(k \mathbb{Z}_{n}\right)(k \bar{b})\left(k \mathbb{Z}_{n}\right)$. It follows that

$$
\left(k^{3} \bar{a} \mathbb{Z}_{n}\right) \varphi=k^{3} \bar{b} \mathbb{Z}_{n}
$$

Since $\varphi$ is 1-1, we have that $\left|k^{3} \bar{a} \mathbb{Z}_{n}\right|=\left|k^{3} \bar{b} \mathbb{Z}_{n}\right|$. Hence $\frac{n}{\left(k^{3} a, n\right)}=\frac{n}{\left(k^{3} b, n\right)}$ which implies that $\left(k^{3} a, n\right)=\left(k^{3} b, n\right)$.

Example 4.4. Consider $\left(2 \mathbb{Z}_{12}, \cdot\right)$. Since $\left(2^{3} \cdot 1,12\right)=4 \neq 12=\left(2^{3} \cdot 3,12\right)$, by Theorem 4.3, we have that $\left(\left(2 \mathbb{Z}_{12}, \cdot\right), 2 \cdot \overline{1}\right) \not \not 二\left(\left(2 \mathbb{Z}_{12}, \cdot\right), 2 \cdot \overline{3}\right)$, i.e., $\left(\left(2 \mathbb{Z}_{12}, \cdot\right), \overline{2}\right) \neq$ $\left(\left(2 \mathbb{Z}_{12}, \cdot\right), \overline{6}\right)$.

## CHAPTER V

## SEMIGROUPS OF TRANSFORMATIONS OF SETS

In this chapter, some transformation semigroups on sets are considered. We are motivated to study isomorphism theorems for the variants of $I(X)$ and $T(X)$ by Theorem 2.4 and Theorem 2.5 given by Tsyaputa, respectively, where $X$ is an infinite set. In addition, $M(X)$ and $E(X)$ are also considered. We obtain a necessary condition for two variants of $I(X)$ to be isomorphic. A sufficient condition for this case is provided. We give sufficient conditions for the variants of $M(X), E(X)$ and $T(X)$ in the same manner.

Recall the following notations:

$$
\begin{aligned}
I(X)= & \text { the symmetric inverse transformation semigroup on } X \\
& \text { (the 1-1 partial transformation semigroup on } X \text { ), } \\
M(X)= & \{\alpha: X \rightarrow X \mid \alpha \text { is 1-1 }\}, \\
E(X)= & \{\alpha: X \rightarrow X \mid \alpha \text { is onto }\}, \\
T(X)= & \text { the full transformation semigroup on } X .
\end{aligned}
$$

The following facts are also recalled: $G(X)$ is the group of units of all above transformation semigroups; if $G$ is a group, then $(G, a) \cong G$ for all $a \in G$; $M(X)=G(X)[E(X)=G(X)]$ if and only if $X$ is finite.

Throughout this chapter, we assume that $X$ is infinite.
To prove that for $\theta_{1}, \theta_{2} \in I(X),\left|\operatorname{ran} \theta_{1}\right|=\left|\operatorname{ran} \theta_{2}\right|$ if $\left(I(X), \theta_{1}\right) \cong\left(I(X), \theta_{2}\right)$, the following lemma is needed. Note that $X$ need not be required to be infinite in the lemma.

Lemma 5.1. For $\theta \in I(X),|\mathrm{E}(I(X), \theta)|=2^{|\mathrm{ran} \theta|}$.
Proof. We claim that $\mathrm{E}(I(X), \theta)=\left\{\left(\theta^{-1}\right)_{\left.\right|_{A}} \mid A \subseteq \operatorname{ran} \theta\right\}$. Let $\alpha \in I(X)$ be such that $\alpha=\alpha \theta \alpha$. Then $\operatorname{ran} \alpha \subseteq \operatorname{dom} \theta$. To show that $\operatorname{ran} \alpha \theta \subseteq \operatorname{dom} \alpha$, let $x \in \operatorname{ran} \alpha \theta$.

Then there exists $y \in \operatorname{dom} \alpha \theta$ such that $y \alpha \theta=x$. But $\operatorname{dom} \alpha \theta \subseteq \operatorname{dom} \alpha$, so $y \in \operatorname{dom} \alpha$. Since $\alpha=\alpha \theta \alpha$, we have that $y \alpha=y \alpha \theta \alpha$. Thus $y \alpha=(y \alpha \theta) \alpha=x \alpha$. Since $\alpha$ is 1-1, it follows that $x=y \in \operatorname{dom} \alpha$. Hence we have $\operatorname{ran} \alpha \theta \subseteq \operatorname{dom} \alpha$. If $x \in \operatorname{dom} \alpha$, then

$$
x=(x \alpha) \alpha^{-1}=(x \alpha \theta \alpha) \alpha^{-1}=x \alpha \theta 1_{\operatorname{dom} \alpha}=x \alpha \theta \in \operatorname{ran} \theta,
$$

so $\operatorname{dom} \alpha \subseteq \operatorname{ran} \theta$ and $\alpha \theta=1_{\operatorname{dom} \alpha}$. Since $\operatorname{ran} \alpha \subseteq \operatorname{dom} \theta$,

$$
\alpha=\alpha 1_{\operatorname{dom} \theta}=\alpha \theta \theta^{-1}=1_{\operatorname{dom} \alpha} \theta^{-1}=\left(\theta^{-1}\right)_{\left.\right|_{\operatorname{dom} \alpha}} .
$$

To prove the reverse inclusion, let $A \subseteq \operatorname{ran} \theta$. Then

$$
\left(\theta^{-1}\right)_{\left.\right|_{A}} \theta\left(\theta^{-1}\right)_{\left.\right|_{A}}=1_{A}\left(\theta^{-1}\right)_{\left.\right|_{A}}=\left(\theta^{-1}\right)_{\left.\right|_{A}} .
$$

Hence $\left(\theta^{-1}\right)_{\left.\right|_{A}} \in \mathrm{E}(I(X), \theta)$.
If $A, B \subseteq \operatorname{ran} \theta$ are such that $A \neq B$, then

$$
\operatorname{dom}\left(\theta^{-1}\right)_{\left.\right|_{A}}=A \neq B=\operatorname{dom}\left(\theta^{-1}\right)_{\left.\right|_{B}} .
$$

This implies that

$$
\left|\left\{\left(\theta^{-1}\right)_{\mid A} \mid A \subseteq \operatorname{ran} \theta\right\}\right|=|\{A \mid A \subseteq \operatorname{ran} \theta\}|=2^{|\operatorname{ran} \theta|} .
$$

From the claim, we have

$$
|\mathrm{E}(I(X), \theta)|=2^{|\operatorname{ran} \theta|} \quad \text { for all } \theta \in I(X)
$$

as desired.

Theorem 5.2. For $\theta_{1}, \theta_{2} \in I(X)$, if $\left(I(X), \theta_{1}\right) \cong\left(I(X), \theta_{2}\right)$, then $\left|\operatorname{ran} \theta_{1}\right|=$ $\left|\operatorname{ran} \theta_{2}\right|$.

Proof. Assume that $\left(I(X), \theta_{1}\right) \cong\left(I(X), \theta_{2}\right)$. Then $\left|\mathrm{E}\left(I(X), \theta_{1}\right)\right|=\left|\mathrm{E}\left(I(X), \theta_{2}\right)\right|$, so by Lemma 5.1, $2^{\left|\operatorname{ran} \theta_{1}\right|}=2^{\left|\operatorname{ran} \theta_{2}\right|}$. Hence $\left|\operatorname{ran} \theta_{1}\right|=\left|\operatorname{ran} \theta_{2}\right|$ by the generalized continuum hypothesis.

Example 5.3. Let $a_{1}, a_{2}, \ldots \in X$ be such that $a_{i} \neq a_{j}$ if $i \neq j$. Let

$$
A_{k}=\left\{a_{1}, a_{2}, \ldots a_{k}\right\}
$$

for all $k \in \mathbb{N}$. Then $\left|\operatorname{ran} 1_{A_{k}}\right|=k$, so $\left|\operatorname{ran} 1_{A_{k}}\right| \neq\left|\operatorname{ran} 1_{A_{l}}\right|$ for all distinct $k, l \in \mathbb{N}$. By Theorem 5.2, $\left(I(X), 1_{A_{k}}\right) \neq\left(I(X), 1_{A_{l}}\right)$ for all distinct $k, l \in \mathbb{N}$. This also shows that there are infinitely many variants of $I(X)$ such that any two of them are not isomorphic.

The following example shows that the converse of Theorem 5.2 is not true in general.

Example 5.4. Let $a \in X$. Then $|X|=|X \backslash\{a\}|$. Let $\theta: X \rightarrow X \backslash\{a\}$ be a bijection. Then $\theta \in I(X) \times G(X)$, so $\theta$ is not a unit of $I(X)$. By Theorem 2.3, $(I(X), \theta) \not \neq I(X)$. Then $(I(X), \theta) \neq\left(I(X), 1_{X}\right)$ but $|\operatorname{ran} \theta|=|X \backslash\{a\}|=|X|=$ $\left|\operatorname{ran} 1_{X}\right|$.

Theorem 5.5. For $\theta_{1}, \theta_{2} \in I(X)$, if $\left|\operatorname{ran} \theta_{1}\right|=\left|\operatorname{ran} \theta_{2}\right|,\left|X \backslash \operatorname{ran} \theta_{1}\right|=\left|X \backslash \operatorname{ran} \theta_{2}\right|$ and $\left|X \backslash \operatorname{dom} \theta_{1}\right|=\left|X \backslash \operatorname{dom} \theta_{2}\right|$, then $\left(I(X), \theta_{1}\right) \cong\left(I(X), \theta_{2}\right)$.

Proof. Assume that $\left|\operatorname{ran} \theta_{1}\right|=\left|\operatorname{ran} \theta_{2}\right|,\left|X \backslash \operatorname{ran} \theta_{1}\right|=\left|X \backslash \operatorname{ran} \theta_{2}\right|$ and $\mid X \backslash$ $\operatorname{dom} \theta_{1}\left|=\left|X \backslash \operatorname{dom} \theta_{2}\right|\right.$. Then there are bijections $\varphi_{1}: \operatorname{ran} \theta_{2} \rightarrow \operatorname{ran} \theta_{1}, \varphi_{2}:$ $X \backslash \operatorname{ran} \theta_{2} \rightarrow X \backslash \operatorname{ran} \theta_{1}$ and $\psi_{1}: X \backslash \operatorname{dom} \theta_{1} \rightarrow X \backslash \operatorname{dom} \theta_{2}$. Let $\psi_{2}=\theta_{1} \varphi_{1}^{-1} \theta_{2}^{-1}$. Then $\psi_{2}: \operatorname{dom} \theta_{1} \rightarrow \operatorname{dom} \theta_{2}$ is a bijection. Define $\varphi$ and $\psi \in G(X)$ by

$$
\varphi=\left(\begin{array}{cc}
x & y \\
x \varphi_{1} & y \varphi_{2}
\end{array}\right)_{\substack{x \in \operatorname{ran} \theta_{2} \\
y \in X \backslash \operatorname{ran} \theta_{2}}} \text { and } \psi=\left(\begin{array}{cc}
x & y \\
x \psi_{1} & y \psi_{2}
\end{array}\right)_{\substack{x \in X \backslash \operatorname{dom} \theta_{1} \\
y \in \operatorname{dom} \theta_{1}}}
$$

It follows that

$$
\psi \theta_{2}=\psi_{2} \theta_{2} \quad \text { and } \quad \theta_{2} \varphi=\theta_{2} \varphi_{1}
$$

Hence

$$
\theta_{1}=\theta_{1} 1_{\mathrm{ran}} \theta_{1}
$$

$$
\begin{aligned}
& =\theta_{1} \varphi_{1}^{-1} \varphi_{1} \\
& =\theta_{1} \varphi_{1}^{-1} 1_{\mathrm{ran}} \theta_{2} \varphi_{1} \\
& =\theta_{1} \varphi_{1}^{-1} \theta_{2}^{-1} \theta_{2} \varphi_{1} \\
& =\left(\theta_{1} \varphi_{1}^{-1} \theta_{2}^{-1}\right) \theta_{2} \varphi_{1} \\
& =\psi_{2} \theta_{2} \varphi_{1} \\
& =\left(\psi_{2} \theta_{2}\right) \varphi_{1} \\
& =\left(\psi \theta_{2}\right) \varphi_{1} \\
& =\psi\left(\theta_{2} \varphi_{1}\right) \\
& =\psi\left(\theta_{2} \varphi\right) \\
& =\psi \theta_{2} \varphi .
\end{aligned}
$$

Since $\varphi$ and $\psi$ are units of $I(X)$, by Proposition 2.2, $\left(I(X), \theta_{1}\right) \cong\left(I(X), \theta_{2}\right)$.

Example 5.6. Let $a, b$ be distinct elements of $X$. Then

$$
\begin{gathered}
\left|\operatorname{ran} 1_{\{a\}}\right|=1=\left|\operatorname{ran} 1_{\{b\}}\right|, \\
\left|X \backslash \operatorname{ran} 1_{\{a\}}\right|=|X \backslash\{a\}|=|X|=|X \backslash\{b\}|=\left|X \backslash \operatorname{ran} 1_{\{b\}}\right|, \\
\left|X \backslash \operatorname{dom} 1_{\{a\}}\right|=|X \backslash\{a\}|=|X|=|X \backslash\{b\}|=\left|X \backslash \operatorname{dom} 1_{\{b\}}\right| .
\end{gathered}
$$

By Theorem 5.5, $\left(I(X), 1_{\{a\}}\right) \cong\left(I(X), 1_{\{b\}}\right)$. We can show similarly that $\left(I(X), 1_{X \backslash\{a\}}\right) \cong\left(I(X), 1_{X \backslash\{b\}}\right)$. Notice that by Theorem 5.2, $\left(I(X), 1_{\{a\}}\right) \not \neq$ $\left(I(X), 1_{X \backslash\{a\}}\right)$ for all $a \in X$. In addition, we have that

$$
\left|\left\{\left(I(X), 1_{\{a\}}\right) \mid a \in X\right\}\right|=|X|=\left|\left\{\left(I(X), 1_{X \backslash\{a\}}\right) \mid a \in X\right\}\right| .
$$

Theorem 5.7. For $\theta_{1}, \theta_{2} \in M(X)$, if $\left|X \backslash \operatorname{ran} \theta_{1}\right|=\left|X \backslash \operatorname{ran} \theta_{2}\right|$, then $\left(M(X), \theta_{1}\right) \cong\left(M(X), \theta_{2}\right)$.

Proof. Assume that $\left|X \backslash \operatorname{ran} \theta_{1}\right|=\left|X \backslash \operatorname{ran} \theta_{2}\right|$. Since $\theta_{1}$ and $\theta_{2}$ are $1-1,\left|\operatorname{ran} \theta_{1}\right|=$ $|X|=\left|\operatorname{ran} \theta_{2}\right|$. Let $\varphi_{1}: \operatorname{ran} \theta_{2} \rightarrow \operatorname{ran} \theta_{1}$ and $\varphi_{2}: X \backslash \operatorname{ran} \theta_{2} \rightarrow X \backslash \operatorname{ran} \theta_{1}$ be bijections. Define $\varphi \in G(X)$ by

$$
\varphi=\left(\begin{array}{cc}
x & y \\
x \varphi_{1} & y \varphi_{2}
\end{array}\right)_{\substack{x \in \operatorname{ran} \theta_{2} \\
y \in X \backslash \operatorname{ran} \theta_{2}}} .
$$

Let $\psi=\theta_{1} \varphi_{1}^{-1} \theta_{2}^{-1}$. We can see that $\psi \in G(X)$ and $\theta_{2} \varphi=\theta_{2} \varphi_{1}$. Then

$$
\begin{aligned}
& \theta_{1}=\theta_{1} 1_{\mathrm{ran} \theta_{1}} \\
&=\theta_{1} \varphi_{1}^{-1} \varphi_{1} \\
&=\theta_{1} \varphi_{1}^{-1} 1_{\mathrm{ran} \theta_{2} \varphi_{1}} \\
&=\theta_{1} \varphi_{1}^{-1} \theta_{2}^{-1} \theta_{2} \varphi_{1} \\
&=\psi \theta_{2} \varphi_{1} \\
&=\psi \theta_{2} \varphi
\end{aligned}
$$

By Proposition 2.2, we have that $\left(M(X), \theta_{1}\right) \cong\left(M(X), \theta_{2}\right)$.

Example 5.8. Since $X$ is infinite, $|X \times X|=|X|$. Let $\varphi: X \times X \rightarrow X$ be a bijection. Since
it follows that

and $|(\{a\} \times X) \varphi|=|\{a\} \times X|=|X|$ for all $a \in X$. For each $a \in X$, let $X_{a}=(\{a\} \times X) \varphi$. Then

$$
X=\bigcup_{a \in X} X_{a} \quad \text { and } \quad\left|X_{a}\right|=|X| \quad \text { for all } a \in X
$$

For each $a \in X$, let $\theta_{a}: X \rightarrow X_{a}$ be a bijection. Then $\theta_{a} \neq \theta_{b}$ for all distinct $a, b \in X$. We also have that

$$
\left|X \backslash \operatorname{ran} \theta_{a}\right|=\left|\bigcup_{b \in X \backslash\{a\}} X_{b}\right|=|X| .
$$

By Theorem 5.7, $\left(M(X), \theta_{a}\right) \cong\left(M(X), \theta_{b}\right)$ for all $a, b \in X$. This shows that there is a set $\mathcal{V}$ of variants of $M(X)$ such that
(1) $|\mathcal{V}| \geq|X|$ and
(2) any two variants in $\mathcal{V}$ are isomorphic.

Theorem 5.9. For $\theta_{1}, \theta_{2} \in E(X)$, if $\mathcal{P}\left(\theta_{1}\right) \approx \mathcal{P}\left(\theta_{2}\right)$, then $\left(E(X), \theta_{1}\right) \cong\left(E(X), \theta_{2}\right)$.
Proof. Assume that $\mathcal{P}\left(\theta_{1}\right) \approx \mathcal{P}\left(\theta_{2}\right)$. Then there is a bijection $\varphi: \operatorname{ran} \theta_{2}(=X) \rightarrow$ $\operatorname{ran} \theta_{1}(=X)$ such that $\left|x \theta_{2}^{-1}\right|=\left|(x \varphi) \theta_{1}^{-1}\right|$ for all $x \in \operatorname{ran} \theta_{2}(=X)$, so we have $\varphi \in G(X)$ and

$$
X=\bigcup_{x \in \operatorname{ran} \theta_{2}}(x \varphi) \theta_{1}^{-1}=\bigcup_{x \in X}(x \varphi) \theta_{1}^{-1}
$$

For each $x \in X$, let $\psi_{x}:(x \varphi) \theta_{1}^{-1} \rightarrow x \theta_{2}^{-1}$ be a bijection. Define $\psi: X \rightarrow X$ by


It follows that $\psi \in G(X)$. If $x \in X$ and $y \in(x \varphi) \theta_{1}^{-1}$, then $y \psi_{x} \in x \theta_{2}^{-1}$, so

$$
y \psi \theta_{2} \varphi=y \psi_{x} \theta_{2} \varphi=\left(\left(y \psi_{x}\right) \theta_{2}\right) \varphi=x \varphi=y \theta_{1} .
$$

This shows that $\psi \theta_{2} \varphi=\theta_{1}$. Therefore $\left(E(X), \theta_{1}\right) \cong\left(E(X), \theta_{2}\right)$ by Proposition 2.2.

Example 5.10. From Example 5.8, $X$ can be written as

$$
X=\bigcup_{a \in X} X_{a} \quad \text { and } \quad\left|X_{a}\right|=|X| \quad \text { for all } a \in X
$$

Let $a \in X$. Since $\left|X \backslash X_{a}\right|=|X|=|X \backslash\{a\}|$, there is a bijection $\varphi_{a}: X \backslash X_{a} \rightarrow$ $X \backslash\{a\}$. Define $\theta_{a} \in E(X)$ by

$$
\theta_{a}=\left(\begin{array}{cc}
X_{a} & y \\
a & y \varphi_{a}
\end{array}\right)_{y \in X \backslash X_{a}}
$$

Then $\left|a \theta_{a}^{-1}\right|=\left|X_{a}\right|$ and $\left|z \theta_{a}^{-1}\right|=1$ for all $z \in X \backslash\{a\}$. Notice that $\theta_{a} \neq \theta_{b}$ for all distinct $a, b \in X$. Claim that $\mathcal{P}\left(\theta_{a}\right) \approx \mathcal{P}\left(\theta_{b}\right)$ for all $a, b \in X$. Let $a, b \in X$. Define $\varphi: X \rightarrow X$ by

$$
=\left(\begin{array}{lll}
a & b & x \\
b & a & x
\end{array}\right)_{x \in X \backslash\{a, b\}}
$$

Then $\varphi: \operatorname{ran} \theta_{b}(=X) \rightarrow \operatorname{ran} \theta_{a}(=X)$ is a bijection and

$$
\left|(b \varphi) \theta_{a}^{-1}\right|=\left|a \theta_{a}^{-1}\right|=\left|X_{a}\right|=|X|=\left|X_{b}\right|=\left|b \theta_{b}^{-1}\right| .
$$

If $x \in X \backslash\{b\}$, then $x \varphi \neq a$, so

$$
\left|(x \varphi) \theta_{a}^{-1}\right|=1=\left|x \theta_{b}^{-1}\right| .
$$

Hence we have the claim. By Theorem 5.9, $\left(E(X), \theta_{a}\right) \cong\left(E(X), \theta_{b}\right)$. This indicates that there is a set $\mathcal{V}$ of variants of $E(X)$ such that
(1) $|\mathcal{V}| \geq|X|$ and
(2) any two variants in $\mathcal{V}$ are isomorphic.

Theorem 5.11. For $\theta_{1}, \theta_{2} \in T(X)$, if $\left|X \backslash \operatorname{ran} \theta_{1}\right|=\left|X \backslash \operatorname{ran} \theta_{2}\right|$ and $\mathcal{P}\left(\theta_{1}\right) \approx$ $\mathcal{P}\left(\theta_{2}\right)$, then $\left(T(X), \theta_{1}\right) \cong\left(T(X), \theta_{2}\right)$.

Proof. Assume that $\left|X \backslash \operatorname{ran} \theta_{1}\right|=\left|X \backslash \operatorname{ran} \theta_{2}\right|$ and $\mathcal{P}\left(\theta_{1}\right) \approx \mathcal{P}\left(\theta_{2}\right)$. Let $\varphi_{1}$ : $X \backslash \operatorname{ran} \theta_{2} \rightarrow X \backslash \operatorname{ran} \theta_{1}$ be a bijection and $\varphi_{2}: \operatorname{ran} \theta_{2} \rightarrow \operatorname{ran} \theta_{1}$ be a bijection such that $\left|x \theta_{2}^{-1}\right|=\left|\left(x \varphi_{2}\right) \theta_{1}^{-1}\right|$ for all $x \in \operatorname{ran} \theta_{2}$. Define $\varphi: X \rightarrow X$ by

$$
\varphi=\left(\begin{array}{cc}
x & y \\
x \varphi_{1} & y \varphi_{2}
\end{array}\right)_{\substack{x \in X \backslash \operatorname{ran} \theta_{2} \\
y \in \operatorname{ran} \theta_{2}}}
$$

Then $\varphi \in G(X)$. For each $x \in \operatorname{ran} \theta_{2}$, let $\psi_{x}:\left(x \varphi_{2}\right) \theta_{1}^{-1} \rightarrow x \theta_{2}^{-1}$ be a bijection. Note that $X=\bigcup_{x \in \operatorname{ran} \theta_{2}} x \theta_{2}^{-1}=\bigcup_{x \in \operatorname{ran} \theta_{2}}\left(x \varphi_{2}\right) \theta_{1}^{-1}$. Define $\psi: X \rightarrow X$ by

$$
\psi=\binom{y}{y \psi_{x}}_{\substack{x \in \operatorname{ran} \theta_{2} \\ y \in\left(x \varphi_{2}\right) \theta_{1}^{-1}}} .
$$

We can see that $\psi \in G(X)$. Claim that $\psi \theta_{2} \varphi=\theta_{1}$. Let $x \in \operatorname{ran} \theta_{2}$ and $y \in$ $\left(x \varphi_{2}\right) \theta_{1}^{-1}$. Then $y \psi_{x} \in x \theta_{2}^{-1}$ so

$$
y \psi \theta_{2} \varphi=y \psi_{x} \theta_{2} \varphi=\left(y \psi_{x} \theta_{2}\right) \varphi=x \varphi=x \varphi_{2}=y \theta_{1} .
$$

Hence we have the claim. By Propostion 2.2, $\left(T(X), \theta_{1}\right) \cong\left(T(X), \theta_{2}\right)$, as desired.

Example 5.12. From Example 5.8, $X$ can be written as

$$
X=\bigcup_{a \in X} X_{a} \quad \text { and } \quad\left|X_{a}\right|=|X| \quad \text { for all } a \in X
$$

For $a \in X$, choose $a^{\prime} \in X \backslash\{a\}$ and define $\theta_{a}: X \longrightarrow X$ by

$$
\theta_{a}=\left(\begin{array}{cc}
X_{a} & X \backslash X_{a} \\
a & a^{\prime}
\end{array}\right)
$$

Then $\theta_{a} \neq \theta_{b}$ for all distinct $a, b \in X$ since

$$
a \theta_{a}^{-1}=X_{a} \quad \text { and } \quad a \theta_{b}^{-1}= \begin{cases}\varnothing & \text { if } a \neq b^{\prime} \\ X \backslash X_{b} & \text { if } a=b^{\prime}\end{cases}
$$

If $a, b \in X$, then

$$
\left|X \backslash \operatorname{ran} \theta_{a}\right|=\left|X \backslash\left\{a, a^{\prime}\right\}\right|=|X|=\left|X \backslash\left\{b, b^{\prime}\right\}\right|=\left|X \backslash \operatorname{ran} \theta_{b}\right| .
$$

Define $\varphi: \operatorname{ran} \theta_{b} \rightarrow \operatorname{ran} \theta_{a}$ by

$$
\varphi=\left(\begin{array}{ll}
b & b^{\prime} \\
a & a^{\prime}
\end{array}\right) .
$$

Then

$$
\left|(b \varphi) \theta_{a}^{-1}\right|=\left|a \theta_{a}^{-1}\right|=\left|X_{a}\right|=|X|=\left|X_{b}\right|=\left|b \theta_{b}^{-1}\right|
$$

and

$$
\left|\left(b^{\prime} \varphi\right) \theta_{a}^{-1}\right|=\left|a^{\prime} \theta_{a}^{-1}\right|=\left|X \backslash X_{a}\right|=|X|=\left|X \backslash X_{b}\right|=\left|b^{\prime} \theta_{b}^{-1}\right| .
$$

This proves that $\mathcal{P}\left(\theta_{a}\right) \approx \mathcal{P}\left(\theta_{b}\right)$. Then by Theorem 5.11, $\left(T(X), \theta_{a}\right) \cong\left(T(X), \theta_{b}\right)$.
Hence we have a set $\mathcal{V}$ of variants of $T(X)$ such that
(1) $|\mathcal{V}| \geq|X|$ and
(2) any two variants in $\mathcal{V}$ are isomorphic.

## จุฬาลงกรณ์มหาวิทยาลัย

## CHAPTER VI

## SEMIGROUPS OF LINEAR TRANSFORMATIONS

The main result of this chapter is to determine when two variants of the semigroup $L_{F}(V)$ are isomorphic where $V$ is a finite-dimensional vector space over a finite field $F$. This idea relating to finiteness is motivated by Tsyaputa's works (Theorem 2.4, Theorem 2.5 and Theorem 2.6). As a consequence, we characterize when two variants of $\left(M_{n}(F), \cdot\right)$ are isomorphic where $F$ is a finite field. However, we obtain some theorems of sufficiency for this matter when $V$ or $F$ is arbitrary. The semigroups ( $M_{n}(F)$, ) where $F$ is any field, $M_{F}(V)$ and $E_{F}(V)$ are also considered in this chapter.

Recall that $L_{F}(V)$ is the semigroup under composition of all linear transformations $\alpha: V \rightarrow V, M_{F}(V)$ and $E_{F}(V)$ are subsemigroups of $L_{F}(V)$ defined by

$$
\begin{aligned}
M_{F}(V) & =\left\{\alpha \in L_{F}(V) \mid \alpha \text { is } 1-1\right\} \\
( & \left.=\left\{\alpha \in L_{F}(V) \mid \operatorname{ker} \alpha=\{0\}\right\}\right), \\
E_{F}(V) & =\left\{\alpha \in L_{F}(V) \mid \alpha \text { is onto }\right\} \\
( & \left.=\left\{\alpha \in L_{F}(V) \mid \operatorname{ran} \alpha=V\right\}\right)
\end{aligned}
$$

and $M_{n}(F)$ is the set of all $n \times n$ matrices over $F$. Also, we recall that $G_{F}(V)$ is the set of all isomorphisms from $V$ onto itself and $G_{F}(V)$ is the group of units of $L_{F}(V), M_{F}(V)$ and $E_{F}(V)$.

Throughout, let $V$ be a vector space over a field $F$ and $n \in \mathbb{N}$.
To prove the main result, the following two lemmas are needed.
Lemma 6.1. For $\theta_{1}, \theta_{2} \in L_{F}(V)$, if rank $\theta_{1}=\operatorname{rank} \theta_{2}, \operatorname{dim}_{F} \operatorname{ker} \theta_{1}=\operatorname{dim}_{F} \operatorname{ker} \theta_{2}$ and $\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{1}\right)=\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{2}\right)$, then there exist isomorphisms $\varphi, \psi \in$ $L_{F}(V)$ such that $\psi \theta_{2} \varphi=\theta_{1}$.

Proof. Let $B_{1}$ and $B_{2}$ be bases of $\operatorname{ker} \theta_{1}$ and $\operatorname{ker} \theta_{2}$, respectively, and let $\bar{B}_{1}$ be a basis of $V$ containing $B_{1}$ and $\bar{B}_{2}$ a basis of $V$ containing $B_{2}$. It follows that $\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}$ and $\left(\bar{B}_{2} \backslash B_{2}\right) \theta_{2}$ are bases of $\operatorname{ran} \theta_{1}$ and $\operatorname{ran} \theta_{2}$, respectively. We also have that $u \theta_{1} \neq v \theta_{1}$ for distinct $u, v \in \bar{B}_{1} \backslash B_{1}$ and $u \theta_{2} \neq v \theta_{2}$ for distinct $u, v \in \overline{B_{2}} \backslash B_{2}$. Then

$$
\left|\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right|=\left|\bar{B}_{1} \backslash B_{1}\right| \quad \text { and } \quad\left|\left(\bar{B}_{2} \backslash B_{2}\right) \theta_{2}\right|=\left|\bar{B}_{2} \backslash B_{2}\right| .
$$

Next, let $\overline{\bar{B}}_{1}$ be a basis of $V$ containing $\left(\vec{B}_{1}-B_{1}\right) \theta_{1}$ and $\overline{\bar{B}}_{2}$ a basis of $V$ containing $\left(\bar{B}_{2} \backslash B_{2}\right) \theta_{2}$. By assumption, $\left|\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right|=\operatorname{rank} \theta_{1}=\operatorname{rank} \theta_{2}=\left|\left(\bar{B}_{2} \backslash B_{2}\right) \theta_{2}\right|$ and $\left|B_{1}\right|=\operatorname{dim}_{F} \operatorname{ker} \theta_{1}=\operatorname{dim}_{F} \operatorname{ker} \theta_{2}=\left|B_{2}\right|$. Then $\left|\bar{B}_{1} \backslash B_{1}\right|=\left|\bar{B}_{2} \backslash B_{2}\right|$. Let $\psi_{1}: B_{1} \rightarrow B_{2}$ and $\psi_{2}: \bar{B}_{1} \backslash B_{1} \rightarrow \bar{B}_{2} \backslash B_{2}$ be bijections. Define $\psi \in L_{F}(V)$ on $\overline{B_{1}}$ by

$$
\psi=\left(\begin{array}{cc}
u & v \\
u \psi_{1} & v \psi_{2}
\end{array}\right)_{\substack{u \in B_{1} \\
v \in B_{1} \backslash B_{1}}} .
$$

Then $\psi_{\bar{B}_{1}}: \bar{B}_{1} \rightarrow \bar{B}_{2}$ is a bijection, so we have that $\psi \in G_{F}(V)$. Since $\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{1}\right)=\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{2}\right)$, it follows that $\left|\overline{\bar{B}}_{1} \backslash\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right|=\mid \overline{\bar{B}_{2}} \backslash$ $\left(\overline{B_{2}} \backslash B_{2}\right) \theta_{2} \mid$. Let $\pi: \overline{\bar{B}}_{2} \backslash\left(\overline{B_{2}} \backslash B_{2}\right) \theta_{2} \rightarrow \overline{\overline{B_{1}}} \backslash\left(\overline{B_{1}} \backslash B_{1}\right) \theta_{1}$ be a bijection. Note that $\overline{\bar{B}}_{2}=\left(\left(\bar{B}_{2} \backslash B_{2}\right) \theta_{2}\right) \dot{\cup}\left(\overline{\bar{B}}_{2} \backslash\left(\bar{B}_{2} \backslash B_{2}\right) \theta_{2}\right)=\left(\left(\bar{B}_{1} \backslash B_{1}\right) \psi \theta_{2}\right) \dot{\cup}\left(\overline{\bar{B}}_{2} \backslash\left(\bar{B}_{2} \backslash B_{2}\right) \theta_{2}\right)$. Define $\varphi \in L_{F}(V)$ on $\overline{\bar{B}_{2}}$ by

$$
\varphi=\left(\begin{array}{cc}
(u \psi) \theta_{2} & v \\
u \theta_{1} & v \pi
\end{array}\right)_{\substack{u \in \overline{B_{1}} \backslash B_{1} \\
v \in \overline{B_{2}} \backslash\left(\overline{B_{2}} \backslash B_{2}\right) \theta_{2}}}
$$

Since $\psi_{\left.\right|_{\bar{B}_{1} \backslash B_{1}}}=\psi_{2}: \bar{B}_{1} \backslash B_{1} \rightarrow \bar{B}_{2} \backslash B_{2}$ is a bijection and $\left\langle B_{2}\right\rangle \cap\left\langle\bar{B}_{2} \backslash B_{2}\right\rangle=\{0\}$, we have that $\varphi$ is well-defined. Since $\left\langle B_{1}\right\rangle \cap\left\langle\bar{B}_{1} \backslash B_{1}\right\rangle=\{0\}$, it follows that for $u, v \in \bar{B}_{1} \backslash B_{1}, u \theta_{1}=v \theta_{1}$ if and only if $u=v$. Thus $\varphi_{\left.\right|_{\overline{B_{2}}}}$ is a bijection from $\overline{\bar{B}_{2}}$ onto $\overline{\bar{B}_{1}}$. Hence $\varphi \in G_{F}(V)$. Claim that $\psi \theta_{2} \varphi=\theta_{1}$. If $u \in B_{1}$, then $u \psi \in B_{2}$ which is a basis of $\operatorname{ker} \theta_{2}$, so

$$
u \psi \theta_{2} \varphi=\left(u \psi \theta_{2}\right) \varphi=0 \varphi=0=u \theta_{1} .
$$

If $u \in \bar{B}_{1} \backslash B_{1}$, then by the definition of $\varphi, u \psi \theta_{2} \varphi=u \theta_{1}$. It follows that $\psi \theta_{2} \varphi=\theta_{1}$ on $\overline{B_{1}}$. Therefore we have $\psi \theta_{2} \varphi=\theta_{1}$, as desired.

Lemma 6.2. Assume that $V$ is finite-dimensional. If $\theta_{1}, \theta_{2} \in L_{F}(V)$ are such that $\operatorname{rank} \theta_{1}=\operatorname{rank} \theta_{2}$, then there exist $\varphi, \psi \in G_{F}(V)$ such that $\psi \theta_{2} \varphi=\theta_{1}$.

Proof. Since $\operatorname{dim}_{F} \operatorname{ker} \theta_{1}+\operatorname{rank} \theta_{1}=\operatorname{dim}_{F} V=\operatorname{dim}_{F} \operatorname{ker} \theta_{2}+\operatorname{rank} \theta_{2}, \operatorname{dim}_{F} V$ is finite and $\operatorname{rank} \theta_{1}=\operatorname{rank} \theta_{2}$, it follows that $\operatorname{dim}_{F} \operatorname{ker} \theta_{1}=\operatorname{dim}_{F} \operatorname{ker} \theta_{2}$. Also, we have $\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{1}\right)=\operatorname{dim}_{F} V-\operatorname{rank} \theta_{1}=\operatorname{dim}_{F} V-\operatorname{rank} \theta_{2}=\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{2}\right)$. Hence by Lemma 6.1, the desired result follows.

Theorem 6.3. Assume that $V$ is finite-dimensional and $F$ is a finite field. Then for $\theta_{1}, \theta_{2} \in L_{F}(V),\left(L_{F}(V), \theta_{1}\right) \cong\left(L_{F}(V), \theta_{2}\right)$ if and only if rank $\theta_{1}=\operatorname{rank} \theta_{2}$.

Proof. First, assume that $\left(L_{F}(V), \theta_{1}\right) \cong\left(L_{F}(V), \theta_{2}\right)$ through an isomorphism $\varphi$. Let $0_{V}$ be the zero mapping on $V$. Then $0_{V}$ is the zero of both $\left(L_{F}(V), \theta_{1}\right)$ and $\left(L_{F}(V), \theta_{2}\right)$, so we have that $0_{V} \varphi=0_{V}$. We claim that $\alpha \theta_{1}=\beta \theta_{1}$ if and only if $(\alpha \varphi) \theta_{2}=(\beta \varphi) \theta_{2}$ for all $\alpha, \beta \in L_{F}(V)$. Let $\alpha, \beta \in L_{F}(V)$ and assume that $\alpha \theta_{1}=\beta \theta_{1}$. Then $\alpha \theta_{1} \lambda=\beta \theta_{1} \lambda$ for all $\lambda \in L_{F}(V)$, it follows that $(\alpha \varphi) \theta_{2}(\lambda \varphi)=(\beta \varphi) \theta_{2}(\lambda \varphi)$ for all $\lambda \in L_{F}(V)$. Since $\left(L_{F}(V)\right) \varphi=L_{F}(V)$, we have $(\alpha \varphi) \theta_{2}=(\alpha \varphi) \theta_{2} 1_{V}=(\beta \varphi) \theta_{2} 1_{V}=(\beta \varphi) \theta_{2}$. But since $\varphi^{-1}$ is an isomorphism from $\left(L_{F}(V), \theta_{2}\right)$ onto $\left(L_{F}(V), \theta_{1}\right)$, if $(\alpha \varphi) \theta_{2}=(\beta \varphi) \theta_{2}$, then from the above proof we have similarly that $(\alpha \varphi) \varphi^{-1} \theta_{1}=(\beta \varphi) \varphi^{-1} \theta_{1}$, i.e., $\alpha \theta_{1}=\beta \theta_{1}$. Therefore we prove that $\alpha \theta_{1}=\beta \theta_{1}$ if and only if $(\alpha \varphi) \theta_{2}=(\beta \varphi) \theta_{2}$. In particular, if $\beta=0_{V}$, then $\alpha \theta_{1}=0_{V}$ if and only if $(\alpha \varphi) \theta_{2}=0_{V}$. This proves that for every $\alpha \in L_{F}(V), \alpha \theta_{1}=0_{V}$ if and only if $(\alpha \varphi) \theta_{2}=0_{V}$. It follows that $\operatorname{ran} \alpha \subseteq \operatorname{ker} \theta_{1}$ if and only if $\operatorname{ran} \alpha \varphi \subseteq \operatorname{ker} \theta_{2}$ for all $\alpha \in L_{F}(V)$. This proves that $\left(L_{F}\left(V, \operatorname{ker} \theta_{1}\right)\right) \varphi=L_{F}\left(V, \operatorname{ker} \theta_{2}\right)$ since $\alpha$ is an arbitrary element in $L_{F}(V)$. Consequently, $\left|L_{F}\left(V, \operatorname{ker} \theta_{1}\right)\right|=\left|L_{F}\left(V, \operatorname{ker} \theta_{2}\right)\right|$. By Remark $2.10(9)$, $\left|L_{F}\left(V, \operatorname{ker} \theta_{1}\right)\right|=|F|^{\left(\operatorname{dim}_{F} V\right)\left(\operatorname{dim}_{F} \operatorname{ker} \theta_{1}\right)}$ and $\left|L_{F}\left(V, \operatorname{ker} \theta_{2}\right)\right|=|F|^{\left(\operatorname{dim}_{F} V\right)\left(\operatorname{dim}_{F} \operatorname{ker} \theta_{2}\right)}$.

It follows that $\operatorname{dim}_{F} \operatorname{ker} \theta_{1}=\operatorname{dim}_{F} \operatorname{ker} \theta_{2}$. Hence rank $\theta_{1}=\operatorname{dim}_{F} V-\operatorname{dim}_{F} \operatorname{ker} \theta_{1}=$ $\operatorname{dim}_{F} V-\operatorname{dim}_{F} \operatorname{ker} \theta_{2}=\operatorname{rank} \theta_{2}$.

The converse follows directly from Proposition 2.2 and Lemma 6.2.
The proof is thereby completed.

Corollary 6.4. Assume that $F$ is a finite field. Then for $P_{1}, P_{2} \in M_{n}(F)$, $\left(\left(M_{n}(F), \cdot\right), P_{1}\right) \cong\left(\left(M_{n}(F), \cdot\right), P_{2}\right)$ if and only if rank $P_{1}=\operatorname{rank} P_{2}$.

Proof. Let $V$ be a vector space over $F$ of dimension $n$. Then by Theorem 2.11, there exists a semigroup isomorphism $\varphi: L_{F}(V) \rightarrow M_{n}(F)$ which preserves ranks. Let $\theta_{1}, \theta_{2} \in L_{F}(V)$ be such that $\theta_{1} \varphi=P_{1}$ and $\theta_{2} \varphi=P_{2}$. Then for all $\alpha, \beta \in$ $L_{F}(V)$,

$$
\left(\alpha \theta_{1} \beta\right) \varphi=(\alpha \varphi) P_{1}(\beta \varphi) \quad \text { and } \quad\left(\alpha \theta_{2} \beta\right) \varphi=(\alpha \varphi) P_{2}(\beta \varphi) .
$$

Since $\varphi: L_{F}(V) \rightarrow M_{n}(F)$ is a bijection, it follows from the above equalities that $\varphi$ is an isomorphism from $\left(L_{F}(V), \theta_{1}\right)$ onto $\left(\left(M_{n}(F), \cdot\right), P_{1}\right)$ and an isomorphism from $\left(L_{F}(V), \theta_{2}\right)$ onto $\left(\left(M_{n}(F), \cdot\right), P_{2}\right)$, i.e., $\left(L_{F}(V), \theta_{1}\right) \cong\left(\left(M_{n}(F), \cdot\right), P_{1}\right)$ and $\left(L_{F}(V), \theta_{2}\right) \cong\left(\left(M_{n}(F), \cdot\right), P_{2}\right)$.

First, assume that $\left(\left(M_{n}(F), \cdot\right), P_{1}\right) \cong\left(\left(M_{n}(F), \cdot\right), P_{2}\right)$. This implies that $\left(L_{F}(V), \theta_{1}\right) \cong\left(L_{F}(V), \theta_{2}\right)$. By Theorem 6.3, rank $\theta_{1}=\operatorname{rank} \theta_{2}$. Since $\varphi$ preserves ranks, it follows that rank $P_{1}=\operatorname{rank} P_{2}$.

Conversely, assume that rank $P_{1}=\operatorname{rank} P_{2}$. Then rank $\theta_{1}=\operatorname{rank} \theta_{2}$ since $\varphi$ preserves ranks. By Theorem 6.3, $\left(L_{F}(V), \theta_{1}\right) \cong\left(L_{F}(V), \theta_{2}\right)$. Consequently, $\left(\left(M_{n}(F), \cdot\right), P_{1}\right) \cong\left(\left(M_{n}(F), \cdot\right), P_{2}\right)$.

From Proposition 2.2 and Lemma 6.1, the following theorem is obtained.
Theorem 6.5. If $\theta_{1}, \theta_{2} \in L_{F}(V)$ are such that $\operatorname{rank} \theta_{1}=\operatorname{rank} \theta_{2}, \operatorname{dim}_{F} \operatorname{ker} \theta_{1}=$ $\operatorname{dim}_{F} \operatorname{ker} \theta_{2}$ and $\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{1}\right)=\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{2}\right)$, then $\left(L_{F}(V), \theta_{1}\right) \cong\left(L_{F}(V), \theta_{2}\right)$.

Example 6.6. Let $V$ be an infinite-dimensional vector space over $F$ and let $B$ be a basis of $V$. Then $B$ can be written as

$$
B=\bigcup_{v \in B} B_{v} \quad \text { and } \quad\left|B_{v}\right|=|B| \text { for all } v \in B
$$

(see Example 5.8). For each $v \in B$, let $\varphi_{v}: B \rightarrow B_{v}$ be a bijection and let $\theta_{v} \in L_{F}(V)$ be such that $\left(\theta_{v}\right)_{\left.\right|_{B}}=\varphi_{v}$. Then for every $v \in B, \theta_{v}$ is a monomorphism whose range is $\left\langle B_{v}\right\rangle$. We also have that $\theta_{v} \neq \theta_{w}$ if $v \neq w$. Therefore $\operatorname{ker} \theta_{v}=\{0\}$ and rank $\theta_{v}=\left|B_{v}\right|$ and

By Theorem 6.5, $\left(L_{F}(V), \theta_{v}\right) \cong\left(L_{F}(V), \theta_{w}\right)$ for all $v, w \in B$. Hence there is a set $\mathcal{V}$ of cardinality at least $\operatorname{dim}_{F} V$ of variants of $L_{F}(V)$ such that all variants in $\mathcal{V}$ are isomorphic.

The following theorem is directly obtained from Proposition 2.2 and Lemma 6.2.

Theorem 6.7. Assume that $V$ is finite-dimensional. If $\theta_{1}, \theta_{2} \in L_{F}(V)$ are such that rank $\theta_{1}=\operatorname{rank} \theta_{2}$, then $\left(L_{F}(V), \theta_{1}\right) \cong\left(L_{F}(V), \theta_{2}\right)$.

From Theorem 6.7 and the proof of Corollary 6.4, the following result holds.
Corollary 6.8. If $P_{1}, P_{2} \in M_{n}(F)$ are such that rank $P_{1}=\operatorname{rank} P_{2}$, then $\left(\left(M_{n}(F), \cdot\right), P_{1}\right) \cong\left(\left(M_{n}(F), \cdot\right), P_{2}\right)$.

Example 6.9. Let $F$ be a field of characteristic greater than 8. Define $P_{1}, P_{2}, P_{3} \in$ $M_{n}(F)$ by

$$
P_{1}=\left[\begin{array}{llll}
1 & 2 & 3 & 4 \\
0 & 2 & 3 & 4 \\
0 & 0 & 3 & 4 \\
0 & 0 & 0 & 0
\end{array}\right], \quad P_{2}=\left[\begin{array}{cccc}
1 & 2 & 3 & 4 \\
0 & 2 & 3 & 4 \\
0 & 0 & 3 & 4 \\
0 & 0 & 3 & 4
\end{array}\right] \quad \text { and } \quad P_{3}=\left[\begin{array}{cccc}
1 & 2 & 3 & 4 \\
0 & 2 & 3 & 4 \\
0 & 2 & 3 & 4 \\
0 & 4 & 6 & 8
\end{array}\right] .
$$

Then rank $P_{1}=3=\operatorname{rank} P_{2}$ and rank $P_{3}=2$. By Corollary 6.8, $\left(\left(M_{4}(F), \cdot\right), P_{1}\right) \cong$ $\left(\left(M_{4}(F), \cdot\right), P_{2}\right)$.

If $F$ is a finite field, then by Corollary 6.4, we have that $\left(\left(M_{4}(F), \cdot\right), P_{1}\right) \not \not 二$ $\left(\left(M_{4}(F), \cdot\right), P_{3}\right)$.

Theorem 6.10. For $\theta_{1}, \theta_{2} \in M_{F}(V)$, if $\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{1}\right)=\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{2}\right)$, then $\left(M_{F}(V), \theta_{1}\right) \cong\left(M_{F}(V), \theta_{2}\right)$.

Proof. Let $B$ be a basis of $V$. Since $\theta_{1}$ and $\theta_{2}$ are monomorphisms, $B \theta_{1}$ and $B \theta_{2}$ are bases of $\operatorname{ran} \theta_{1}$ and ran $\theta_{2}$, respectively, and $\left|B \theta_{1}\right|=|B|=\left|B \theta_{2}\right|$. Let $B_{1}$ be a basis of $V$ containing $B \theta_{1}$ and $B_{2}$ a basis of $V$ containing $B \theta_{2}$. By assumption, $\left|B_{1} \backslash\left(B \theta_{1}\right)\right|=\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{1}\right)=\operatorname{dim}_{F}\left(V / \operatorname{ran} \theta_{2}\right)=\left|B_{2} \backslash\left(B \theta_{2}\right)\right|$. Let $\varphi_{1}: B \theta_{2} \rightarrow B \theta_{1}$ and $\varphi_{2}: B_{2} \backslash\left(B \theta_{2}\right) \rightarrow B_{1} \backslash\left(B \theta_{1}\right)$ be bijections. Define $\varphi \in L_{F}(V)$ on $B_{2}$ by

$$
\varphi=\left(\begin{array}{cc}
u & v \\
u \varphi_{1} & v \varphi_{2}
\end{array}\right)_{\substack{u \in B \theta_{2}\left(B \theta_{2}\right) \\
v \in B_{2} \backslash\left(B \theta_{2}\right.}}
$$

Then $\varphi_{\left.\right|_{B_{2}}}: B_{2} \rightarrow B_{1}$ is a bijection, so we have that $\varphi \in G_{F}(V)$. Since $v \theta_{2} \varphi=$ $v \theta_{2} \varphi_{1}$ for all $v \in B$, it follows that $\theta_{2} \varphi=\theta_{2} \varphi_{1}$. Define $\psi \in L_{F}(V)$ on $B$ by $\psi=\theta_{1} \varphi_{1}^{-1} \theta_{2}^{-1}$. We can see that $\psi_{\left.\right|_{B}}: B \rightarrow B$ is a bijection, so $\psi \in G_{F}(V)$. If $v \in B$, then

$$
\begin{aligned}
v \theta_{1} & =v \theta_{1} 1_{B \theta_{1}} \\
& =v \theta_{1} \varphi_{1}^{-1} \varphi_{1} \\
& =v \theta_{1} \varphi_{1}^{-1} 1_{B \theta_{2}} \varphi_{1} \\
& =v \theta_{1} \varphi_{1}^{-1} \theta_{2}^{-1} \theta_{2} \varphi_{1} \\
& =v\left(\theta_{1} \varphi_{1}^{-1} \theta_{2}^{-1}\right) \theta_{2} \varphi_{1} \\
& =v \psi \theta_{2} \varphi_{1} \\
& =v \psi\left(\theta_{2} \varphi_{1}\right) \\
& =v \psi \theta_{2} \varphi .
\end{aligned}
$$

Hence $\theta_{1}=\psi \theta_{2} \varphi$ on $B$. Consequently, $\theta_{1}=\psi \theta_{2} \varphi$. By Proposition 2.2, we have that $\left(M_{F}(V), \theta_{1}\right) \cong\left(M_{F}(V), \theta_{2}\right)$.

Example 6.11. From Example 6.6, we can see that $\theta_{v} \in M_{F}(V)$. By Theorem 6.10, we have that $\left(M_{F}(V), \theta_{v}\right) \cong\left(M_{F}(V), \theta_{w}\right)$ for all $v, w \in B$. Therefore there is a set $\mathcal{V}$ of cardinality at least $\operatorname{dim}_{F} V$ of variants of $M_{F}(V)$ such that all variants in $\mathcal{V}$ are isomorphic.

Theorem 6.12. For $\theta_{1}, \theta_{2} \in E_{F}(V)$, if $\operatorname{dim}_{F} \operatorname{ker} \theta_{1}=\operatorname{dim}_{F} \operatorname{ker} \theta_{2}$, then $\left(E_{F}(V), \theta_{1}\right) \cong\left(E_{F}(V), \theta_{2}\right)$.

Proof. Let $B_{1}$ be a basis of $\operatorname{ker} \theta_{1}$ and $B_{2}$ a basis of ker $\theta_{2}$. By assumption, $\left|B_{1}\right|=$ $\left|B_{2}\right|$. Let $\psi_{1}: B_{1} \rightarrow B_{2}$ be a bijection. Let $\bar{B}_{1}$ be a basis of $V$ containing $B_{1}$ and $\bar{B}_{2}$ a basis of $V$ containing $B_{2}$. Since $\theta_{1}$ and $\theta_{2}$ are epimorphisms, $\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}$ and $\left(\bar{B}_{2} \backslash B_{2}\right) \theta_{2}$ are bases of $V$. Let $\varphi \in L_{F}(V)$ such that $\varphi:\left(\bar{B}_{2} \backslash B_{2}\right) \theta_{2} \rightarrow\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}$ be a bijection. Then $\varphi \in G_{F}(V)$. For $v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}$, let $v^{\prime} \in v \theta_{1}^{-1}$ and for $v \in\left(\bar{B}_{2} \backslash B_{2}\right) \theta_{2}$, let $v^{\prime \prime} \in v \theta_{2}^{-1}$. Then $B_{1} \dot{\cup}\left\{v^{\prime} \mid v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right\}$ and $B_{2} \dot{\cup}\left\{v^{\prime \prime} \mid v \in\left(\bar{B}_{2} \backslash B_{2}\right) \theta_{2}\right\}=B_{2} \dot{\cup}\left\{\left(v \varphi^{-1}\right)^{\prime \prime} \mid v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right\}$ are bases of $V$. Since $\left|\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right|=\left|\left(\bar{B}_{2} \backslash B_{2}\right) \theta_{2}\right|$ and $\varphi$ is a bijection, it follows that $\left|\left\{v^{\prime} \mid v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right\}\right|=\left|\left\{v^{\prime \prime} \mid v \in\left(\bar{B}_{2} \backslash B_{2}\right) \theta_{2}\right\}\right|=\left|\left\{\left(v \varphi^{-1}\right)^{\prime \prime} \mid v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right\}\right|$. We can see that the mapping $\psi_{2}$ defined by $v^{\prime} \psi_{2}=\left(v \varphi^{-1}\right)^{\prime \prime}$ for all $v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}$ is a bijection from $\left\{v^{\prime} \mid v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right\}$ onto $\left\{\left(v \varphi^{-1}\right)^{\prime \prime} \mid v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right\}$. Define $\psi \in L_{F}(V)$ on the basis $B_{1} \dot{\cup}\left\{v^{\prime} \mid v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right\}$ by

$$
\psi=\left(\begin{array}{cc}
u & v^{\prime} \\
u \psi_{1} & v^{\prime} \psi_{2}
\end{array}\right)_{\substack{u \in B_{1} \\
v \in\left(B_{1} \backslash B_{1}\right) \theta_{1}}}
$$

Then the restriction of $\psi$ to $B_{1} \dot{\cup}\left\{v^{\prime} \mid v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right\}$ is a bijection from $B_{1} \dot{\cup}\left\{v^{\prime} \mid v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right\}$ onto $B_{2} \dot{\cup}\left\{\left(v \varphi^{-1}\right)^{\prime \prime} \mid v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}\right\}$, so we have $\psi \in G_{F}(V)$. Notice that $v^{\prime} \psi=v^{\prime} \psi_{2}=\left(v \varphi^{-1}\right)^{\prime \prime}$ for all $v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}$. If $v \in B_{1}$, then $v \psi=v \psi_{1} \in B_{2}$, so

$$
v \theta_{1}=0=0 \varphi=\left(v \psi \theta_{2}\right) \varphi=v\left(\psi \theta_{2} \varphi\right) .
$$

If $v \in\left(\bar{B}_{1} \backslash B_{1}\right) \theta_{1}$, then

$$
v^{\prime} \theta_{1}=v=\left(v \varphi^{-1}\right) \varphi=\left(v \varphi^{-1}\right)^{\prime \prime} \theta_{2} \varphi=v^{\prime} \psi \theta_{2} \varphi .
$$

This proves that $\theta_{1}=\psi \theta_{2} \varphi$ on the basis $B_{1} \dot{\cup}\left\{v^{\prime} \mid v \in\left(B \backslash B_{1}\right) \theta_{1}\right\}$. Hence $\theta_{1}=\psi \theta_{2} \varphi$, as desired. Therefore $\left(E_{F}(V), \theta_{1}\right) \cong\left(E_{F}(V), \theta_{2}\right)$, by Proposition 2.2.

Example 6.13. Let $v, B$ and $B_{v}$ be as in Example 6.6. Since for each $v \in B$, $\left|B_{v}\right|=|B|$, there exists a bijection $\psi_{v}: B_{v} \rightarrow B$. Define $\theta_{v}^{\prime} \in L_{F}(V)$ on $B$ by

$$
\theta_{v}^{\prime}=\left(\begin{array}{cc}
u & B \backslash B_{v} \\
u \psi_{v} & 0
\end{array}\right)_{u \in B_{v}}
$$

Then for every $v \in B, \operatorname{ran} \theta_{v}^{\prime}=\langle B \cup\{0\}\rangle=V$, so $\theta_{v}^{\prime} \in E_{F}(V)$. We can see that $\operatorname{ker} \theta_{v}^{\prime}=\left\langle B \backslash B_{v}\right\rangle$ for all $v \in B$, so $\operatorname{dim}_{F} \operatorname{ker} \theta_{v}^{\prime}=\left|B \backslash B_{v}\right|=\left|\bigcup_{w \in B \backslash\{v\}} B_{w}\right|=|B|$
for all $v \in B$ and $\theta_{v}^{\prime} \neq \theta_{w}^{\prime}$ if $v \neq w$. By Theorem 6.12, $\left(E_{F}(V), \theta_{v}^{\prime}\right) \cong\left(E_{F}(V), \theta_{w}^{\prime}\right)$ for all $v, w \in B$. Hence we have that there is a set $\mathcal{V}$ of cardinality at least $\operatorname{dim}_{F} V$ of variants of $E_{F}(V)$ such that all variants in $\mathcal{V}$ are isomorphic.

## REFERENCES

[1] Blyth, T.S., Hickey, J.B.: RP-dominated regular semigroups, Proc. R. Soc. Edinb. A 99, 185-191 (1984).
[2] Hickey, J.B.: Semigroups under a sandwich operation, Proc. Edinb. Math. Soc. 26, 371-382 (1983).
[3] Hickey, J.B.: On variants of a semigroup, Bull. Austral. Math. Soc. 34, 447-459 (1986).
[4] Hickey, J.B.: On regularity preservation in a semigroup, Bull. Austral. Math. Soc. 69, 69-86 (2004).
[5] Hickey, J.B.: A class of regular semigroups with regularity-preserving elements, Semigroup Forum 81, 145-161 (2010).
[6] Higgins, P.M.: Techniques of Semigroup Theory, Oxford University Press, New York, 1992.
[7] Hungerford, T.W.: Algebra, Springer-Verlag, New York, 1974.
[8] Khan, T.A., Lawson, M.V.: Variants of regular semigroups, Semigroup Forum 62, 358-374 (2001).
[9] Magill, K.D.: Semigroup structures for families of functions I. Some homomorphism theorems, J. Austral. Math. Soc. 7, 81-94 (1967).
[10] Mollin, R.A.: Advanced Number Theory with Applications, Chapman \& Hall, Boca Raton, 2009.
[11] Pinter, C.C.: Set Theory, Addison-Wesley, Reading, Massachusetts, 1971.
[12] Tsyaputa, G.: Transformation semigroups with the deformed multiplication, Bull. Univ. Kiev, Ser. Phys. Math. 3, 82-88 (2003).
[13] Tsyaputa, G.: Deformed multiplication in the semigroup $\mathcal{P} \mathcal{T}_{n}$, Bull. Univ. Kiev, Ser. Mech. Math. 11-12, 35-38 (2004).

## VITA

| Name | Miss Ruanglak Jongchotinon |
| :--- | :--- |
| Date of Birth | 5 January 1984 |
| Place of Birth | Bangkok, Thailand |
| Education | B.Sc.(Mathematics)(First Class Honors), Kasetsart |
|  | University, 2006 |

M.Sc.(Mathematics), Chulalongkorn University, 2008

Scholarship
The Development and Promotion of Science and
Technology Talents Project (DPST)



[^0]:    ${ }^{1}$ The author is very grateful to Associate Professor Dr. Paisan Nakmahachalasint for introducing me this theorem in order to obtain Theorem 4.1 in Chapter IV.

