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Chapter 6
Evaluation of SNA based system

This chapter will evaluate the performance of the
Thai airways International 's System under System Network
Architecture environment. Théke are two major cases to be
considered about the pexform
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For our example we will calculate the system response
time and load by the using the following figure;
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1. There are 2 message types, A and B

Message Characters Percentage Number of
Type INPUT OUTPUT of Message Disk accesses
A 10 150 80 % 3
B 60 800 20 & 2

2. Expected totaly ste raffic rate is 2 messages
3. There are ontrollers installed
in 4 loca:

4. We will different traffic

second.

be got from:
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Total system transaction rate = L. messages per second

Component transaction rates (Lc) :

3274 = L/4 = 2/4 = 0.5 transaction per second
3705 = L/1 = 2.0 transaction per second
CPU =  Lf1 = 2.0 transaction per second
DISK A= L x 0.8 x 3 = 4.8 transaction per second
DISK B= L x 0.2 x| 0.8 transaction per second

Both transaction single data base spread
across 3 disk drives.

Y “‘i
Data link will be egaludted in &ter,there are:
4 x 3274 clu(

and 4 x Full dup o point)

Total system load b % ARNR, ansaction / second
Component load =N 'ransactinn / second
Service Time / T ¥ansaction / second
Component saturatliog 3 = i\ [

Utilization

Time waiting for se

When R is greater tje limited

Number of times
Component response ti#

Smﬂr c-' R A L N 2 T el é:—:—:::f ase 1
............... A e
com- trans 531 ait no.of response
ponent fsec e Brrm— ime time time

%”%E‘”%WW‘E i 5l
RO ORI Rp)E ¢ R e

Per Drlv 1.87 0.13 8.00 0.25 0.04

-

Evaluation of Link Service Time

In order to evaluate the data link service time using
SDLC protocol the following characteristic are required:

- Number of characters. (Input and Output)
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- Response protocol.
- Modem characteristics.

- Propagation delay.

- Clear to send delay.
- SDLC protocol.

The assumption made in this example are:
- NCP 'MAXDATA" parameter is 256
- i.e. max Pilljghige is 256,
s\ Tl MEBID 2 Header)
g messages

’ Received

POLL , 32— e
MSG L1+15
FME (DRx)
MSG 1 :

(MSG2 ~  —————-

(MSG3  —=--=

(MSG4 =

e.t.c. =———=e
POLL ' 7 e -

SDLC ACK o ek ' ,',0,1;5 6%
* TIndicates ) e  time e included in the
computation of Yenk ntrivzatsonBaraeadnot be included in

the response tiufe N4 sponses have been

ignored for thls

acters RECEIVED from the cluster.

ﬁxﬁﬁ’ﬂﬁmﬁ?ﬁhﬁ@wz:EEACered
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L2 - L2(1) + L2(2) + L2(3) + ... in multiple of 256
characters

L1 = Number of
1.2 = Numbe

For each 2
i.e.:

In our case MESSAGE TYPE
A B
Ll = 10 60
L2 - 150 800 (chained into 4 messages)
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A:(10415)8/2400 (150+15)8/2400 Ts(R)+12x8/2400 Ts(T)+6x8/2400
- ﬂ-.ﬁﬂ = ﬂ-55 . Dtlz = G-ET

B: (60+15)8/2400 (800+60)8/2400 Ts(R)+12x8/2400 Ts(T)+6x8/2400
= 0.25 = 32_.87 = 0.29 = 2.39

- — — —— —_— - B e e R

Ignore modem Propags e TN
No modem turn arow ; i lay | (Pdintnto.point ,full duplex)
Link speed is 2400 / ~ )
Ts(R) and Ts(T) &
Ts*(R) and Ts* (T
The effect of LdMl

nse t.‘l..l.'l'l.E
ilizaticn
ed

O R SO S A R M

Cluster implemen ‘protocol
Therefore link J ice
Ts =
Ts* = 1
Fe Ts*
Message A 0.08-+@F. 55.="0.6! 0.1240.57

= 0.
Message B 0.25+2.8 0.29+2.89 = 3.

ﬁ"ﬁ_.u.ﬂr v
Average 0469x0.8)+(3.18x0.2)

1.19
summary c

- 4 x 327 luster cO ollers m

- 4 x FDX Dg.ta links {point to Pﬂln‘f—)

com- trafd service mag uta.l wa:.t m:n of response

gl ﬁ’lﬁﬁ‘i imnnﬁ?iﬁﬁ?i_‘j%‘%i

3274 ﬂ 50 0.35 11.43 0.18 0.07 1.0 0.42
3705- 2.00 0.04 25.00 0.08 0.00 1.0 0.04
CPU 2.00 0.32 3.16 0.63 0.54 1.0 0.86
DISK A 4.80 0.13 0.04 3.0 0.54
DISK B 0.80 0.13 0.04 2.0 0.36
A+B 5.60 0.13 0.04 2.8 0.50

Per Drivel.B87 0.13 8.00 0.25
DATA LINKO0.50 La13 3.36 0.56 1.47 1.0 2.60
1.19* 0.56 1.47

Link propagation @ {11 bt si€nificant for satellites link
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Average response time = 0.4240.04+0.86+0.50+2.60
Zero load time = 0.35+0.04+40.32+(2.8%.13)+1.19

4.42 sec.
2.27 sec.

Ts/Tr = 2.27/4.42 = 0.51

=

=
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L

a. 504
g Y B
L]
I—-
0. 40+
9. 282
@. 08 T | 1
0 5 B 7
per secaond
Figure E- stem per: ap. - case 1
Svstem re,y- gives a

pictorial view of satio of we me to Eervice time.

L AR ...

the longest ay and the value of R is greateﬁLFhan all compo-

”"il&’,‘fﬁiﬂf Wi MRY

Longest delay is waiting for CPU
- Data link has the longest service time.

In the next case, the calculation is based on the previous
factor except:

- The line speed is double to 4800 BPS.
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CASE 2

x
Point to point FDX Speed = 4800 BPS
CPU Service time is the same as case 1

Link service time case 2, speed = 4800 BPS

L ek
——— T ——— " - . T — S

Ts (R) T*s (T)
A: (10+15)8/4800 (1 '=h-=-43" ' 8/4800 Ts(T)+6x8/4800
= 0.04 = 0.28

B: (60+15)8/4800 8/4800 Ts(T)+6x8/4800

= 0.13 .14 = 1.44
Tg =1
Ts* =
Ts*
Message A .06+0.28 = 0.34
Message B 0.1 0.14+1.44 = 1.58
Average (0.34%0.8)+(1.58x0.2)

= 0.59

..—_-.-._———— o — — =

°"‘ mtquﬂm Wlﬁl’]ﬁ;ﬁ e

Tr

RN 5
3705 Qﬁr] 0.04
CPU 2 00 0.32 3.16 0.63 0.54 .0 0.86
DISK-A 4,80 0.13 0.04 3.ﬂ 0.54
DISK B 0.80 D13 0.04 2.0 0.36
A+B 5.60 0.13 0.04 2.8 0.50
Per Drivel.B87 0.13 B.0OD 0.25

DATA LINKO.50 0.56 6.72 0.28 0.22 1.0 0.79

0.59*% 0.28 0.22

* See Glossary
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Average response time = 0.42+0.04+0.86+0.5040.79 = 2.61 sec.
Zero load time = 0.35+0.04+0.32+(2.8x%.13)+0.59 = 1.68 sec.

Ts/Tr
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= 1.68/2.61 = 0.64
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The chart shows that in this case CPU still limits
the system throughput.

Data link has the longest service time.

But the response time is improved.

Next two cases will evaluate the system throughput by
reducing CPU service time, and in the final case,
doubling the line speed with half CPU service times.
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CASE 3

Point to point FDX Speed = 2400 BPS
Half CPU Service time (Ts = 0.158 Second)

summary including link service -case 3

com- trans service wait no.of response

ponent /sec time time time time
Le Ts Tw n T
3274 0.50 0.07 1.0 0.42
3705 2.00 0.00 1.0 0.04
CPU 2.00 .07 = 340 0.23
DISK A 4.80 0.04 340 0.54
DISK B 0.80 0.04 2.0 0.36
A+B 5.60 0.04 2.8 0.50
Per Drivel.B87
DATA LINKO0.50 1.47 ¥.0 2.60
.47
Average response tim 28+8.50+2.60 = 3.80 sec.
Zero load time = 0.3 ®.13)+1.19 = 2.11 sec.

Ts/Tr : 3RO

1204
1. 00—

ﬁ.&ﬂ- lngh

AU NYNINYINT.
’QW%Nﬂ‘i BN Y

L ﬂ.zﬂﬁ

2. 08—
9

T ] T T
2 3 4 S
L .Transaction per second

-
=
P

Figure 6-3 System performance map - case 3
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- The chart in Figure 6-3 shows that in this case DATA
LINK limits the system throughput.

- Data link has the longest service time.

- But the response time is almostly the same as case 1

e -—— — -

com= trans se AX : no.of response
ponent / sec ' '\ ‘ ‘ time time
Lc n Tr

3274 0.50 1.0 0.42
3705 2.00 1.0 0.04
CPU 2.00 1.0 0.23
DISK A 4,80 3.0 0.54
DISK B 0.80 2.0 0.36
A+B 5.60 2.8 0.50
Per Drivel.87

DATA LINKO0.50 1.0 0.79

1.99 sec.
1.52 sec.

e N EINNINAINS

Zero load = 0.35+0 94+D 16+[2 Bx.13)+0. 59

Tsfﬁﬁﬁaﬁﬂ‘ifﬁuﬂﬁ%ﬂﬂqﬁﬂ

y - The chart shows that in this case CPU, Data Link and
disk drives limit the system throughput.
- Data link has the longest service time.
- The response time is improved.

o



Ts/Tr
=

Figure 6-4 System

2 99

Ts/Tr
o3

0.

a.

.

74

LR

40

204

o2

ﬂ‘utl alm'wmm
QRIANN I Wrmmé’ﬂ

| 1 | ]
1 2 3 4

L .Transaction per second

on -
i
=J

Figure 6-5 System performance map ,all cases
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Summary of svstem performance case 1-4

The figures that used to determine the system
performance is an approximation because real data are varied
from times to times , however , result from this evaluation
will be helpful in the system capacity planning.

Case 1 , transmission speeﬁ is 2400 BPS and CPU
service time is 0.316 se ond )
time is 4.42 seconds a f
load time, the response t
transaction rates it
componentg are inc:
the utilization of

gtions per second. At zero
8 _2.27 seconds. When the
he utilization of each
=¥ in case 1 show that
' .63) which limits the
per second. Data link
other component and
~-hput limitation.

xﬁﬁxisﬂu BPS, which is
nk service time lower
he response times at
ands and at zero load
me is much improved,

§11 limits the system
icond.

utilization (=0.
could be one factorg

Case 2,
doubled from casedf ;
by half. The figurgs
nominal <transacti
time is 1.68 seconds§
compared to case 1
throughput at 3.16 t

case 3, using'“ speed at 2400 BPS and

lower CPU service t1m2¢¢ 158 . In this case the
response time isy i from {but very little)
The utilizationyef data link SS Dighor o4 other components

and also limits *, sy ,‘ 3.56 transaction
per second. m

Case 4, s the best case , using transmission speed
4800 BPS an Response time
at 2 transa %gq:mﬁﬂgkﬁe%nﬁ and at zero
load time i load time and
average resp Ee time is G 76 whlch shown thgt the waiting

Eﬁiﬁ%ﬁ#ﬁﬁ%ﬁﬁﬁﬁa VP2 Bpp i on s

lnn per
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