## CHAPTER IV

THE $J$-ALORITHM

Idestam-Almquist's techniquè to compute expansions can reduce most linear indirect roots to generalizations under $\theta$-sebsumption, but it only works when there are structural regularities called internal and/or external connections in the given clauses. Such structural regularifies tell how appropriate linear expansions can be computed. However there are proper linear indirect roots of clauses for which it is not possible to find any appropriate-lineat expansions by his technique. Such linear indirect roots have a kind of structure he called cross connections.

The following definitions are derived from Idestam-Almquist [2].

Definition 1. A position of a term $/$ in a simple expression $E$ is a sequence of pairs defined as follows:
a) $\diamond$ is a position of $/$ in $E$ if $t=E$,
b) $\left\langle(f, i), p_{1}, p_{2}, \ldots, p_{m}>\right.$ is a position of $t$ in $E$ if $E$ is a term $f\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ and $<p_{1}, p_{2}, \ldots, p_{m}>$ is a position of $t$ in $t$, where $1 \leq i \leq n$, c) $<(q, i), p_{1}, p_{2}, \ldots, p_{n}>$ is a position of $t$ in ift is positive literal $q\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ and $<p_{1}, p_{2}, \ldots, p_{m}>$ is a position of $t$ in $t_{i j}$ where $1 \leq i \leq n$, and
d) $<\left(\neg q_{0}\right)$, $\mathscr{H}_{n}, p_{2}, Q_{m} \rightarrow$ is a positionfor $q$ 自 $\mathcal{E}$ if $E$ is a negativeliteral $\neg q\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ and $<p_{1}, p_{2}, \ldots, p_{m}>$ is a position of $t$ in $t_{i}$, where $1 \leq i \leq n$.
We also say that $-p$ is a position of $t$ in $E$ if $p$ is a position of $E$ in $t$.

Definition 2. Let $p=\left\langle p_{1}, p_{2}, \ldots, p_{m}\right\rangle$ be a position. Then a position $q$ is a subposition of $p$ if and only if $q=\left\langle p_{1}, p_{2}, \ldots, p_{m}, q_{1}, q_{2}, \ldots, q_{n}\right\rangle$.

Definition 3. Two literals are compatible if and only if they have the same predicate symbol and sign.

Definition 4. A pair of literals $(A, \neg B)$ is ambivalent if and only if $A$ is compatible with $B$. A clause $C$ is ambivalent if and only if there exist literals $A, \neg B \in C$ such that $(A, \neg B)$ is ambivalent.

Example. The clause $C=\left(p(a), q(b)-p\left(f^{2}(a)\right)\right)$ is ambivalent since $p(a)$ is compatible with $p\left(f^{2}(a)\right)$, but CG in recursive because neither $p(a)$ nor $q(b)$ is unifiable with a variant of $p\left(f^{2}(a)\right)$

Definition 5. A pair of terms $(s, t)$ is ambivalent in position $p$ in an ambivalent pair of literals $(A, \neg B)$ if and only if $s$ is founc in a position $p$ in $A$, and $t$ is found in position $p$ in $B$.

Example. Let $(A, \neg B)=\left(p\left(a_{i}\right), \neg p\left(f^{\prime}(a), d^{\prime}\right)\right)$ be an ambivalent pair of literals. Then the pair of terms $\left(a, f^{4}(a)\right)$ is ambivatent in position $\langle(p, 1)\rangle$ in $(A, \neg B)$, and the pair of terms $(b, d)$ is a mbivalent in position $\langle(p, 2)\rangle$ in $(A, \neg B)$.

In the ambivalent pair of terms in this example, we can see that the first term is a subterm of the second term. We also have some structural regularities in the term $f^{4}(a)$.


Definition 6. Let $(A, B)$ be an Cambivalent pair of fiterals in कclause $C, s$ a term in position $p$ in $A$ and $t$ a term in position $q$ in $B$. Then a sequence of terms $K=$ [ $s_{0}, s_{1}, \ldots, s_{n}$ ] is a cross connection with structure $\pi$ from $s$ to $t$ if and only if:
a) $s_{0}=s$ and $s_{\mathrm{n}}=t$,
b) $p$ is not a subposition of $q$ nor is $q$ a subposition of $p$, and
c) $\pi=\left[\left(p_{1}, q_{1}\right),\left(p_{2}, q_{2}\right), \ldots,\left(p_{n}, q_{n}\right)\right]$ is a sequence of pairs of positions such that for each $0 \leq i \leq(n-1)$ there is a literal $L_{i} \in C$ such that $s_{i}$ is found in position $p_{i+1}$ in $L_{i}$ and $s_{t+1}$ is found in position $q_{i+1}$ in $L_{i}$.

Example. Consider the following clauses:

$$
\begin{aligned}
& C=(p(x, u) \leftarrow q(x, y), r(u, v), p(v, y)), \\
& D=(p(x, u) \leftarrow q(v, w), r(y, z), p(k, l)), \text { and } \\
& E=(p(x, u) \leftarrow q(x, y), r(y, v), r(u, v), q(v, w), p(z, w)) .
\end{aligned}
$$

In the clause $C$ there is a cross comection $K_{1}=[x, y]$ with structure $\pi_{1}=$ $[(\langle(\neg q, 1)\rangle,\langle(\neg q, 2)>)]$ from the teinf $\propto$ in the literal $p(x, u)$ to the term $y$ in the literal $\neg p(v, y)$, and a cross connection $\pi_{5}=[u, \nu]$ with structure $\pi_{2}=[(\langle(\neg r, 1)\rangle,\langle(\neg r, 2)\rangle)]$ from the term $u$ in the literal $p(x, i)$ to the term $\nu$ in the literal $\neg p(v, y)$.The cross connections in $C$ have disappeared in E, We have that both clauses $C$ and $D$ are generalizations under implication of he the clause $E$.

Definition 7. Let $T$ be a set of cfaises. Then, the $n^{\text {th }}$ linear resolution of $T$, denoted $\boldsymbol{L}^{n}(T)$, is defined as:
a) $\boldsymbol{L}^{1}(T)=T$, and
b) $\boldsymbol{L}^{n}(T)=\boldsymbol{L}^{n-1}(T) \cup\left\{R \mid C \in T, D \in L^{n-1}(T)\right.$ and $R$ is a resolvent of $C$ and $\left.D\right\}$ ( $n>1$ ).


Definition 8. A clause $D$ is an $n^{\text {th }}$ power of a clause $C$ if and only if $D$ is a variant of a clause in $L\left(\{G)(n \geq 1) \rightarrow\right.$ We-also say that $C$ is an $n^{\text {th }}$ root of $D C$
Definition 9. A clause $D$ is an indirect $\boldsymbol{n}^{\text {th }}$ power of a clause $C$ if and only if there exists a clause $E$ such that $E \prec D$ and $E$ is an $n^{\text {th }}$ power of $C$. We also say that $C$ is an indirect $\boldsymbol{n}^{\text {th }}$ root of D .

Example. Consider the following clauses:

$$
\begin{aligned}
& C=(p(x) \leftarrow p(f(x))), \\
& D=\left(p(x) \leftarrow p\left(f^{2}(x)\right)\right), \\
& E=\left(p(x) \leftarrow p\left(f^{3}(x)\right)\right), \\
& F=\left(p(a) \leftarrow p\left(f^{2}(a)\right), p(a)\right), \text { and } \\
& G=(p(x) \leftarrow p(a)) .
\end{aligned}
$$

The clause $C$ is a second root of $D$, and a third root of $E$. The clause $C$ is also an indirect second root of $F$, since $C$ is a seeond root of $D$ and $D \theta$-subsumes $F$. The clause $G$ is an indirect $n^{\text {th }}$ root of itself for every $n \geq 1$. The clause $G$ is also an indirect first root of $F$.

Example. Consider the following clauses:

$$
\begin{aligned}
& C=(p(x) \leftarrow p(f(x)), p(g(x))), \\
& D=\left(p(z) \leftarrow p\left(f^{3}(z)\right), p\left(g f^{2}(z)\right), p(g f(z)), p(g(z))\right), \text { and } \\
& E=\left(p(a)-p\left(f^{3}(a)\right), p p(g f(a)), p\left(g f^{2}(a)\right), p(g(a))\right) .
\end{aligned}
$$

The clause $C$ is a third roolof.D. The clause $C$ is also a indirect third root of $E$.

The following proposition shows the relation of predicate, function, and constant symbol between two clauses in which one clause implies the other. While it is not used directly in what follows, it does help to motivate the $J$-algorithm.

Proposition 10. Let $A$ and $B^{\circ}$ be Horn clauses such that $B$ is noavalid and $A \Rightarrow B$. Then every predicate, function, and constant symbol occarring in $A$ must also occur in $B$.


Proof. Let $I$ be an interpretation such that $B$ is false with respect to $I$.

Step I. We must show that there is no predicate symbol which occurs in $A$ but not in $B$. Suppose that there is a predicate symbol $p$ which occurs in $A$ but not in $B$. First, suppose that $p$ occurs in the body of $A$. Let $I^{\prime}=I \backslash\{p(t) \mid t$ is a ground term $\}$ (i.e., $I^{\prime}$ is $I$ modified so that $p$ is always false in $I^{\prime}$ ). Then $A$ is true with respect to $I^{\prime}$,
but $B$ is still false with respect to $I^{\prime}$, because $p$ does not occur in $B$. This says $I$ is a model for $A$ but not a model for $B$, contrary to $A \Rightarrow B$. Thus, $p$ cannot occur in the body of $A$.

Hence we must have that $p$ occurs in the head of $A$. let $I^{\prime \prime}=I \cup\{p(t) \mid t$ is a ground term\} (i.e., $I^{\prime \prime}$ is $I$ modified so that $p$ is always true in $I^{\prime \prime}$ ). As above, we have that $A$ is true with respect to $I^{\prime \prime}$ but $B$ is false with respect to $I^{\prime \prime}$, contrary to $A \Rightarrow B$. Thus, $p$ cannot occur in the head of $A$, either This shows there is no predicate symbol which occurs in $A$ but not in $B$.

Step II. We must show that there is no function or constant symbol which occurs in $A$ but not in $B$. Since constant symbols are just function symbols of arity 0 , we really only need to consider the case of function symbols. Thus, let $f$ be a function symbol which occurs in $A$. We must show that $f$ also occurs in $B$. Since $A \Rightarrow B$, $A \vdash_{\theta} B$. Thus, there is a sequence of forn clauses $A_{1}, A_{2}, \ldots, A_{n}$ such that for each $i \in$ $\{1,2, \ldots, n\}$ either

1) $A_{i}=A$, or
2) there exist $j_{2} k<i$ such that $A_{i}$ is a resolvent of $A_{j}$ and $A_{k}$, and there is a substitution $\theta$ such that $A_{n} \theta \subseteq B$.

We must show that for each $i \in\left\{1,2_{3} \ldots, n\right\}$ the symbol $f$ occurs in $A_{i}$. We do


Case I. of ofsurs in the head of A. Wिe wifl show $9 / 0$ ccurs in the head of $A_{i}$ for all $i \in\{1,2, \ldots, n\}$.

Basis Step. $i=1$. Then $A_{i}=A_{1}=A$. Then $f$ occurs in the head of $A_{i}$, because $f$ occurs in the head of $A$.

Induction Step. Assume that $f$ occurs in the head of $A_{l}$ for all $l \in\{1,2, \ldots, k\}$ where $k<i$. The case $A_{i}=A$ is the same as the Basis Step, so we may assume $A_{i}$ is a resolvent of $A_{j}$ and $A_{k}$ where $j, k<i$. By the induction hypothesis, $f$ occurs in the head of $A_{j}$ and $A_{k}$. By resolution, $f$ occurs in the head of $A_{i}$.

Case II. $f$ only occurs in the body of $A$. We will show $f$ occurs only in the body of $A_{i}$ for all $i \in\{1,2, \ldots, n\}$.

Basis Step. $i=1$. Then $A_{1}=A_{1}=A$. Since $f$ only occurs in the body of $A, f$ only occurs in the body of $A_{i}$

Induction Step. Assump that $f$ only occurs in the body of $A_{l}$ for all $l \in$ $\{1,2, \ldots, k\}$ where $k<i$. The case $A_{i}=A$ is the same as the Basis Step, so we may assume $A_{i}$ is a resolvent of $A_{j}$ and $A_{k}$ where $j, k<i$. By the induction hypothesis, $f$ only occurs in the body of $A_{j}$ and $A_{k}$. By cesolution, $f$ only occurs in the body of $A_{i}$.

In particular, $f$ occurs inf. Now, the substitution $\theta$ only changes variables in $A_{n}$, not function symbols, so $f$ atso occurs in $A_{n} \theta$. Since $A_{n} \theta \subseteq B$, this shows $f$ must occur in $B$ as well. Thus, every function symbol occurringin $A$ also occurs in $B$.

There is no algorithm to compute indirect roots of some clauses that contain cross connections. Since we are interested in/findihg them, we create the following algorithm, calledthe $J$-algorithm which finds indirect roots of clauses, even if they


## J-Algorithm

The J-algorithm is defined in 5 steps:

1. Input the Horn clause $D$.
2. Consider predicates in the clause $D$, and create a new clause $C$ such that $C$ has the same positive and negative predicates as clause $D$, but no negative predicate is repeated.
3. Change the terms in the negative predicates in $C$ to new variables. Let $C_{1}=$ $C$, and $C_{2}=C$.
4. Resolve the clause $C_{1}$ with $C_{2}$ to get a clause $C^{*}$. When resolving, always keep the original variables in $C_{1}$, and introduce new variables into $C_{2}$ to make the variables in $C_{2}$ disjoint from those in $C_{1}$. Also, when unifying, never replace a variable in $C_{1}$ with one of the new variables introduce eminto $C_{2}$.
5. Choose one predicate which occurs only as a negative predicate, and let $n$ be the number of times that predicate accurs in $C^{\circ}$, and $m$ the number of times it occurs in $D$.

If $n=m$, then
if we can obtaia $D$ from $C$ by substituting for some variables which do not occur in C, then finish, with the output $C$,
else find a substitution $\theta$ isuch that $C^{C} \theta=D$, replace $C$ with $C \theta$, let $C_{1}=C, C_{2}=C$, and go back to step 4,
else let $C_{1}=C$ and $C_{2}=e^{e}$, and go baek to step 4.

Proposition 11. Let $D$ be a Horn clause and $C$ the Horn clause which is the output from the $J$-algorithm when the input is D . Then $C$ is a generalization under implication of clause $D$ and an indirect root of $D .19 \approx 9 N \& \cap ?\{$
Proof. To show-that C is a generalization under implication-of $B$, it suffices to show $C \vdash_{\theta} D$. Let $k$ be the number of times Step 4 is executed, and for each $i \in\{1,2, \ldots, k\}$, let $C_{i}^{*}$ be the value of $C^{*}$ after executing Step 4 the $i^{\text {th }}$ time, and let $C_{i}$ be the value of $C$ after executing Step 4 the $i^{\text {th }}$ time.

Note that the output $C=C_{k}$, and $C_{k}^{*} \theta$-subsumes $D$. Let $p$ be the smallest member of $\{1,2, \ldots, k\}$ such that $C_{p}=C_{k}$. Then $C_{p}=C$ also, so it suffices to show that
$C_{p} \vdash_{\theta} D$. By the choice of $p$, when we execute Step 4 the $p^{\text {th }}$ time, the clause $\mathrm{C}_{1}$ and $C_{2}$ in the algorithm are both equal to $C_{p}$. Thus, $C_{p}^{*}$ follows from $C_{p}$ and $C_{p}$ by resolution, so $C_{P} \vdash_{\theta} C_{P}^{*}$.

Let us show that $\left\{C_{p}, C_{p}^{*}\right\} \vdash_{\theta} D$. Assume for a contradiction that $\left\{C_{p}, C_{p}^{*}\right\} H_{\theta}$ $D$, and let $q \in\{p, p+1, \ldots, k\}$ be the largest number such that $\left\{C_{p}, C_{q}^{*}\right\} H_{\theta} D$.

Since $C_{k}^{*} \theta$-subsumes $D, C_{k}^{*} \vdash_{\theta} D$, so ce tainly $\left\{C_{p}, C_{k}^{*}\right\} \vdash_{\theta} D$, and thus $q \neq \boldsymbol{k}$.


We need to show that $\left\{Q_{p}, C_{q}\right\}-C_{q}+1$. From the $J$-algorithm, let $m$ be the number of times that a predicate only occurring as a negative predicate occurs in $D$ and $n$ the number of times it occurs in $C$

Case $m=n$. Since $q<k$, it must be true that there is a substitution $\theta$ such that $C_{q}^{*} \theta=D$, and that we set $C=C_{q} \theta$ then $C_{q+1}=C_{q} \theta \neq C_{q}$, contrary to our choice of $p$ and the fact that $q \geq p$. Thus, this case cannot occur.

Case $m \neq n$. In this case the clause $C_{1}$ in the $J$-algofithm is set equal to $C_{q}$ and $C_{2}$ is set equal to $C_{q}^{*}$ before going back to execute Step 4 the $p+1^{\text {tt }}$ time. Thus, $C_{q+1}^{*}$ follows from $C_{q}$ and $C_{q}^{*}$ by resolution. But $C_{q)}=C_{p}$, so $C_{q+1}^{*}$ follows from $C_{p}$ and $C_{q}^{*}$ by


In each caso we haye that $\left\{C_{p,}^{\theta}, C_{q}\right\} \mid F_{q} \overparen{C}_{q}^{*} \nmid$ since $\left\{Q_{p}, C_{q}^{0}\right\} \vdash_{\theta} C_{q+1}^{*}$ and $\left\{C_{p}, C_{q}^{*}\right\} \mathcal{F}_{\theta} C_{p}$, by Corollary 11 in chapter III $\left\{C_{p}, C_{q}\right\} \vdash_{\theta} D$, a contradiction. Thus, we must have that $\left\{C_{p}, C_{p}^{*}\right\} \vdash_{\theta} D$.

Now, we note $C_{P} \vdash_{\theta} C_{P}$ and $C_{P} \vdash_{\theta} C_{P}^{*}$. Thus, $C_{P} \vdash_{\theta} D$.

To see that $C$ is an indirect root of $D$, note that when we do resolution in Step 4 of the $J$-algorithm, the clause $C_{1}$ is always equal to $C$, so $C_{k}^{*} \in \mathbf{L}^{\mathbf{k}-\mathrm{p}}(\{C\})$, and $C_{k}^{*} \prec D$.

The following example shows how the $J$-algorithm can find an indirect root of a clause that contains a cross connection.

Example. Let $D=p(x, y) \leftarrow q(x, f(z))$, $q\left(\gamma_{h} f(w)\right), p(f(z), f(w))$, and note that $D$ contains a cross connection. Let us find an indirect root $C$ of $D$ using the $J$-algorithm.

We start with $C=p(x, y)+\rho(m, n), p(k, l)$, and let $C_{1}=C_{2}=C$.
$\bullet$ Resolve $C_{1}$ with $C_{2}$,

$$
\begin{aligned}
& C_{1}=p(x, y) \leftarrow q(m, m), p(k, l) \text {, and } \\
& C_{2}=p\left(x^{\prime}, y^{\prime}\right) \leftarrow q\left(m^{\prime}, n^{\prime}\right), p\left(k^{\prime}, l^{\prime}\right):
\end{aligned}
$$

- Unify $C_{2}$ with $\left\{x^{\prime} / k, y^{\prime} / l\right\}$,

$$
C_{1}=p(x, y) \leftarrow q(m, n), p(k, b)_{2} \text { and }
$$

$$
C_{2}=p(k, l) \leftarrow q\left(m^{\prime}, n^{\prime}\right), p\left(k, l^{\prime}\right)
$$

- Resolve on $p(k, l)$, wve get

$$
C_{s}=p(x, y) \nLeftarrow q(m, n), q\left(m^{\prime}, n^{\prime}\right), p\left(k^{\prime}, l^{\prime}\right) .
$$

- There are two ways so substitute for $m$ and $n$ that will allow $C_{s}$ to match $D:\{m / x$,


Case I. $\{m / x, n / f(z)\}$. Thendlet $C=p(x, y) \leftarrow q(x, f(z)), p(k, l))$, and $C_{1}=$

$\bullet$ Resolve $C_{1}$ with $C_{2}$,

$$
\begin{aligned}
& C_{1}=p(x, y) \leftarrow q(x, f(z)), p(k, l), \text { and } \\
& C_{2}=p\left(x^{\prime}, y^{\prime}\right) \leftarrow q\left(x^{\prime}, f\left(z^{\prime}\right)\right), p\left(k^{\prime}, l^{\prime}\right) .
\end{aligned}
$$

- Unify $C_{2}$ with $\left\{x^{\prime} / k, y^{\prime} / l\right\}$,

$$
\begin{aligned}
& C_{1}=p(x, y) \leftarrow q(x, f(z)), p(k, l), \text { and } \\
& C_{2}=p(k, l) \leftarrow q\left(k, f\left(z^{\prime}\right)\right), p\left(k^{\prime}, l^{\prime}\right) .
\end{aligned}
$$

- Resolve on $p(k, l)$, we get

$$
C_{s}=p(x, y) \leftarrow q(x, f(z)), q\left(k, f\left(z^{\prime}\right)\right), p\left(k^{\prime}, l^{\prime}\right) .
$$

- To allow $C_{s}$ to match $D$ we must make the substitution $\{k / y\}$.

So, let $C=p(x, y) \leftarrow q(x, f(z)), p(b .7))$, and $C_{1}=C_{2}=C$.
$\bullet$ Resolve $C_{1}$ with $C_{2}$,

$$
\begin{aligned}
& C_{1}=p(x, y) \leftarrow q(x, f(z)), p(y, l), \text { and } \\
& C_{2}=p\left(x^{\prime}, y^{\prime}\right) \leftarrow q\left(x^{\prime}, f\left(z^{\prime}\right)\right), p\left(y^{\prime}, l^{\prime}\right) .
\end{aligned}
$$

- Unify $C_{2}$ with $\left\{x^{\prime} / y, y^{\prime} / I\right\}$,

$$
\begin{aligned}
& C_{1}=p(x, y) \leftarrow q(x, f(z)), p(y, l), \text { and } \\
& C_{2}=p(y, l) \leftarrow q\left(y, f\left(z^{\prime}\right)\right), p\left(l, l^{\prime}\right)
\end{aligned}
$$

- Resolve on $p(y, l)$, we get

$$
C_{s}=p(x, y) \leftarrow q(x, f(z)), \bar{s}\left(x . f\left(z^{\prime}\right)\right), p\left(l, l^{\prime}\right) .
$$

- This shows us we need to make the substitution $\{I / f(z)\}$.

Hence, let $C=p(x, y) \leftarrow q(x, f(z)), p(y, f(z)))$, and $C_{1}=C_{2}=C$.
$\bullet$ Resolve $C_{1}$ with $C_{2}$,



$$
C_{2}=p(y, f(z)) \leftarrow q\left(y, f\left(z^{\prime}\right)\right), p\left(f(z), f\left(z^{\prime}\right)\right) .
$$

- Resolve on $p(y, f(z))$, we get

$$
C_{s}=p(x, y) \leftarrow q(x, f(z)), q\left(y, f\left(z^{\prime}\right)\right), p\left(f(z), f\left(z^{\prime}\right)\right) .
$$

- The substitution $\left\{z^{\prime} / w\right\}$ makes $C_{s}$ match $D$. But $z^{\prime}$ is not a variable in $C$, so we are finished, with $C=p(x, y) \leftarrow q(x, f(z)), p(y, f(z))$.

Case II. $\{m / y, n / f(w)\}$. Then let $C=p(x, y) \leftarrow q(y, f(w)), p(k, l)$, and $C_{1}=C_{2}=C$.
$\bullet$ Resolve $C_{1}$ with $C_{2}$,

$$
\begin{aligned}
& C_{1}=p(x, y) \leftarrow q(y, f(w)), p(k, l), \text { and } \\
& C_{2}=p\left(x^{\prime}, y^{\prime}\right) \leftarrow q\left(y^{\prime}, f\left(w^{\prime}\right)\right), p\left(k^{\prime}, l^{\prime}\right) .
\end{aligned}
$$

- Unify $C_{2}$ with $\left\{x^{\prime} / k, y^{\prime} / l\right\}$,

$$
\begin{aligned}
& C_{1}=p(x, y) \leftarrow q(y, f(w)), p(k, l), \text {, hn } \\
& C_{2}=p(k, l) \leftarrow q\left(l, f\left(w^{\prime}\right)\right), p\left(k^{\prime}, l^{\prime}\right) .
\end{aligned}
$$

- Resolve on $p(k, l)$, we get

$$
C_{s}=p(x, y) \leftarrow q(y, f(w)), q\left(l, f\left(w^{\prime}\right)\right), p\left(k^{\prime}, l^{\prime}\right) .
$$

- This shows we need to make the stibstitution $\{l / x\}$.

So, let $C=p(x, y) \leftarrow q(y, f(v)), p(k, x)$, and $C_{1}=C_{2}=C$.

- Resolve $C_{1}$ with $C_{2}$,
$C_{1}=p(x, y) \leftarrow q(y, f(w)) ; p(k, x)$, and
$C_{2}=p\left(x^{\prime}, y^{\prime}\right) \leftarrow q\left(y^{\prime}, f\left(w^{\prime}\right)\right) \cdot p\left(X^{\prime}, x^{\prime}\right)$.
- Unify $C_{2}$ with $\left\{x^{\prime} / k, y^{\prime} / x\right\}$,
$C_{1}=p(x, y) \leftarrow q(y, f(w)), p(k, x)$, and
$C_{2}=p(k, x) \leftarrow q\left(x, f\left(z^{\prime}\right)\right), p\left(k^{\prime}, k\right)$.

- Now we need the substitution $\{k l f(w)\}$.

Hence, let $C=p(x, y) \leftarrow q(y, f(w)), p(f(w), x)$, and $C_{1}=C_{2}=C$.
$\bullet$ Resolve $C_{1}$ with $C_{2}$,
$C_{1}=p(x, y) \leftarrow q(y, f(w)), p(f(w), x)$, and
$C_{2}=p\left(x^{\prime}, y^{\prime}\right) \leftarrow q\left(y^{\prime}, f\left(w^{\prime}\right)\right), p\left(f\left(w^{\prime}\right), x^{\prime}\right)$.

- Unify $C_{2}$ with $\left\{x^{\prime} / f(w), y^{\prime} / x\right\}$,

$$
\begin{aligned}
& C_{1}=p(x, y) \leftarrow q(y, f(w)), p(f(w), x), \text { and } \\
& C_{2}=p(f(w), x) \leftarrow q\left(x, f\left(w^{\prime}\right)\right), p\left(f\left(w^{\prime}\right), f(w)\right) .
\end{aligned}
$$

- Resolve on $p(f(w), x)$, we get

$$
C_{s}=p(x, y) \leftarrow q(y, f(w)), q\left(x, f\left(w^{\prime}\right)\right), p\left(f\left(w^{\prime}\right), f(w)\right) .
$$

- Now the substitution $\left\{w^{\prime} / z\right\}$ makes $C_{s}$ equal to $D$. Again, $w^{\prime}$ does not appear in $C$, so we are finished, with $C=p(x, y) \leftrightarrow q(y), f(y)), p(f(w), x)$ this time.

Consequently, from $D=p(x, y) \leqslant q(x, f(z)), q(y, f(w)), p(f(z), f(w))$, we get two indirect roots from the $J$-algorithm,

$$
\begin{aligned}
& C_{1}=p(x, y)<q(x, f(y)), p(y, f(z)), \text { and } \\
& C_{2}=p(x, y)<q(y, f(x)), p(f(w), x)
\end{aligned}
$$

Note that $C_{1}$ and $C_{2}$ themselyes contain cross connections.

## Concluding Remarks

With the $J$-algorithm we can compute indirect roots of some clauses whose roots could not be computed before, because they contained cross connections. However, it is not clear that the $\sqrt{ }$-algorithm can find indirest roots of all clauses. As a result, further study is reguired, which may lead to an enhanced algorithm.

## ย์วิทยทรัพยากร จุหาลงกรณ์มหาวิทยาลัย

