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CHAPTER 1 
Introduction 

This chapter presents an introduction of this thesis. The work starts with a high-level 
overview of key concepts relating to the research problem under investigation. Then the 
fundamental motivations behind this research are stated and the proposed research 
challenges are briefly presented. The chapter ends with a discussion on the research 
contributions. 

 

1.1 Background 

Large-scale scientific applications in the areas of high-energy physics, biology science, 
and earth sciences involve processing of large datasets from simulations or from large-
scale experiments. Analysis of these datasets and their dissemination among 
researchers located over a wide geographical area require high capacity resources 
such as supercomputers, high bandwidth networks, and mass storage systems. Many of 
applications may also require new paradigms that address issues such as multi-domain 
applications, co-operation and co-ordination of resource owners and removing system 
boundaries. Grid computing is one such paradigm that enables the aggregation of large 
scale computing, storage, and networking resources. 

A grid provides an environment where a widely distributed scientific community 
can share theirs resources, across organization, to solve large-scale compute and data-
intensive problems and collaborate in a wide variety of disciplines. The grid enables the 
creation of a virtual environment including a pool of physical resources across different 
administrative domains; these resources are then abstracted into computing or storage 
units that can be transparently accessed and shared by large numbers of remote users. 

The grid computing concepts are not new. The invention of networking and the 
introduction of network operating systems enable access to resources across 
geographically distributed locations. More technological advances brought up by 
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parallel processing and distributed computing allow not only remote access to 
resources but also the simultaneous sharing of these distributed resources by different 
remote users. Parallel processing enables different tasks to be run simultaneously on 
different, usually homogeneous computers, and to compete for access to computational 
resources. In distributed computing, users can employ widely distributed 
heterogeneous computers to run jobs that require more resources than may be available 
in local networks and laboratories. The emerging need for more resources and also for 
collaborative problem solving in cost efficient ways lead to the development of 
middleware that transparently provides access to distributed resources and route data 
from back-end sources to end-user applications in a seamless and relatively scalable 
manner. Grid computing has the potential to support different kinds of applications. 
There are various types of grids have been developed to support these applications and 
have been categorized as follows. 

1. Data Grids. These provide the infrastructure to access, transfer and manage 
large datasets stored in distributed repositories. Experiments in high energy particle 
physics such as the CMS and ALICE [1, 2] experiments running on the Large Hadron 
Collider (LHC) produce and collect massive amounts of data and involve thousands of 
researchers from around the world to analyze the data and initiate future experiments at 
European Center for Nuclear Research (CERN). 

2. Computational Grids. These provide distributed computing facilities for 
executing compute-intensive applications, such as Monte Carlo simulations[1]  

3. Interaction Grids. These provide services and platforms for users to interact 
with each other in a real-time environment, e.g. Access Grid [3]. This type of grid is 
suitable for multimedia applications, such as video conferencing, Virtual Reality 
Application [4] and those that otherwise require fast networks. 

4. Application Service Provisioning (ASP) Grids. These focus on providing 
access to remote applications, modules, and libraries hosted at data centers or on 
computational grids(e.g. NetSolve[5]). 
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5. Knowledge Grids. This application works on knowledge acquisition, data 
processing, and data management. Furthermore, they provide business analytics 
services driven by integrated data mining services. Some projects in this field are 
Knowledge Grid [6] and the EU Data Mining Grid [6]. 

6. Utility Grids. These focus on providing one or more of the above grid services 
to end-users as information technology (IT) utilities on a pay-to-access basis.eg. Utility 
Data Center [7], and Gridbus [8]. 

 
This thesis focuses specifically on data grid and aims at developing techniques 

to achieve faster data access and less bandwidth usage. Based on existing data grid 
applications the size of the data is expected to be multiple terabyte or even petabyte 
scale for some applications. Storing huge amounts of data in a centralized manner is 
impractical due to the slowness of remote data access and concerns about a single 
point of failure. Given the high latency of wide-area networks that underlie many grid 
systems, and the need to access or manage multiple petabytes of data in data grid 
environments, data availability and access optimization become key challenges to be 
addressed. 

In most situations, users jobs request  the datasets cannot be found at the local 
nodes in the data grid. In this case, data must be fetched from other nodes in the grid 
which incurs high access latency. An important technique to speed up access in data 
grid systems is to replicate data at multiple locations, so a user can access the data 
from a nearby site[9].  

 
1.2 Research Objectives 

1. Establish a new distributed data replication scheme 
2. Devise an efficient replication positioning algorithm to govern the above 
proposed scheme 
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3. Compare the new distributed data replication scheme with another algorithm 
in terms of mean job time, network usage, Number of file found in local file 
access ,bandwidth 

1.3 Scope of work 

This research will confine the scope with the following constraint 
1. Compare performance of propose algorithm with Flooding algorithm [10-12], 
Centralized Location algorithm [10-14],Multi-Master[15, 16] and Random walk 
based distributed algorithm[17-19] 
2. focus on replication-positioning algorithm  
3. The unit of measurement is Mean Job Time, Network Usage, Number of file 
found in Local File Access and Bandwidth 
4. The limit of grid simulation to support only data replication 
 

1.4 Expected Outcome 

1. improve speed of data replication 

2. increase replication performance efficiency on low latency, good scalability, 

and reliability 
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CHAPTER 2 
Related Work 

This chapter will provide an introduction of distributed system, discuss some issues and 
challenges in replication for data grids in Section 2.1 and describe replication location, 
terminology and definition in Section 2.2, 2.3 and 2.4. 
 
2.1 Distributed Systems 

Distributed system[14, 20]  is a collection of independent entities cooperating to solve 
the problem that cannot be solve individually on single computer. Distributed systems 
cover all on computing and information access across multiple processing elements 
connected by communication network. Distributed Systems can have following 
characteristic features: no common physical clock, no shared memory, geographical 
separation, autonomy, and heterogeneity. The motivation for using a distributed system  
is inherently distributed computations, resource sharing, access to geographically 
remote data and resource, enhanced reliability, increased performance/cost ratio, 
scalability, modularity, and incremental expandability. The topology of distributed 
systems take various forms, namely, grid, star, ring, etc. This research will focus on data 
grid topology. Data Grid is a very important and useful technique to process large 
number of data produced by scientific experiments and simulations. However, high 
latency of the Internet turns to be the bottleneck in accessing the files in the grid can 
shorten the time of getting the files by creating many replicas and storing the replica in 
appropriate locations. As such, distribution can achieve higher performance than 
without replication. 
 
2.2 Data Replication 

Data Replication[14, 20] is a common method used to improve the performance of data 
access in distributed systems. It improves not only data access efficiency, but also data 
availability and fault tolerance. In order to achieve higher replication performance, there 
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must be an efficient replica scheme to manage the replication process. Replica scheme 
mainly includes replication strategy and replica selection strategy to find the best-fit 
replica, replication consistency, and replica positioning mechanisms. Replication 
strategy determines when and where to create a replica, taking into account of the 
factors such as number of data requests, network condition, and storage availability of 
each replica site. 

Data replication can provide good performance, high availability and fault 
tolerance in distributed systems. When data are stored at a single data server that can 
cause a potential bottleneck due to too many connections, the whole system can slow 
down. Moreover, when a data item is stored at a single server and the server crashes, 
the data item becomes inaccessible. Thus, the availability of data could be increased 
under replication scheme. 

Although data replication is one of the major optimization techniques for promoting 
high data availability, low bandwidth consumption, increased fault tolerance, and 
improved scalability, the problem of replica location has not been well studied for large-
scale grid environments. To obtain the maximum possible gains from file replication, 
strategic location of the file replicas in the system is critical. The replica location service 
is a component of data grid architecture that decides where in the system a file replica 
should be placed. In fact, different replication strategies can be defined depending on 
when, where, and how replicas are created and destroyed. 

Within grid community, much work have been done on providing the basic 
infrastructure for a typical grid environment such as Globus [5, 21], Condor [22], and EU 
Data Grid [23]. These systems have contributed substantially to core grid middle ware 
services that are available as the basis for further application development. In order to 
study the complex nature of a typical grid environment and evaluate various replica 
optimization algorithms, a grid simulator called OptorSim developed by Willian H 
Bell,David G. Cameron, Luigi Capozza, A. Paul Millar, Kurt Stockinger, Floriano Zini [23, 
24] was employed. 
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2.3 Network Topology Testbeds 

A. EU DataGrid Testbed 

Network Model of EU DataGrid Testbed [23]  sites and their associated network 
geometry is illustrated in Figure 2.1. Each site is allocated storage resource proportional 
to their actual hardware allocations. Site S0 is the CERN (European Organization for 
Nuclear Research) location. The star denotes a router and the circle denotes a site. 
Each link shows the available bandwidth between two connecting sites. In this 
experiment, each testbed site, excluding CERN, was assigned computing and storage 
elements. The CERN was allocated a Storage Element to hold all the master files but 
was not assigned any Computing Elements (CEs). A CE ran jobs that used data files 
stored on Storage Elements (SEs). Nodes without Computing or Storage Elements acted 
as network nodes or routers. 
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Figure 2.1 EU Data Grid Testbed sites and their associated network topology 
The numbers indicate bandwidth between the two ending sites in Mbit/s(M) or Gbit/s(G). 

Stars denote routers and circular nodes denote replica sites 
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B. GridPP 2004 Testbed 

GridPP 2004 testbed [11] is a collaboration of particle physicists and computer 
scientists encompassing 17 grid sites in UK and one at CERN in Switzerland. Each UK 
site has 40 to 1800 processing nodes and has a storage capacity between 5TB and 
500TB. 

CERN has 1000TB of storage to hold all master files as shown in Figure 2.2 
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Figure 2.2 show GridPP resources and topology in 2004 

The numbers indicate bandwidth between the two ending sites in Mbit/s(M) or Gbit/s(G). 
 

C. CMS Testbed 

Compact Muon Solenoid [2] or CMS is a General Purpose Detectors for the Large 
Hadron Collider (LHC) at CERN, Geneva, Switzerland. CMS Testbed has 20 sites in 
Europe and the USA. CERN and FNAL have a storage capacity of 100 GB each and a 
master copy of each file is stored at one of these two sites. Every other site has 
Computing Element (CE) with 50 GB capacity as shown in Figure 2.3 
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Figure 2.3 CMS 2004 network toplogy 

W.H Bell [24] , Wenjuan [20] proposed grid optimization algorithm using EU Data 
Grid Testbeds. D.G. Cameron [12, 24, 25] proposed CMS Network Topology, while Cole 
J[11] proposed GridPP network testbed for data grid. Junzhou [10], Li Zeng[20] 
proposed data grid that compared centralized location by using OptorSim. Runqun [10] 
compared their proposed algorithm with Flooding Algorithm and Centralized Location 
Algorithm by using OptorSim with EU Data Grid Testbed as well. 

2.4. Terminology 

A logical file name (LFN) [12, 24, 25] is a unique logical identifier for desired 
data content. The replica location service must identify one or more physical copies 
(replicas) of the logical file. Each physical copy is identified by a physical file name 
(PFN), which specifies its location on a storage site. 

A number of storage sites (SS) [12, 24, 25] collaborate to share their storage 
capabilities to all users. A replica location node (RLN) [12, 24, 25] aggregates LFN [12, 
24, 25] to PFN [12, 24, 25] mappings from one or more SSs and collaborates with other 
RLNs to build a distributed catalog of LFN mappings. RLNs offer both a query interface 
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to clients and a registration interface that SSs can enlist PFN to LFN mapping for files 
stored locally. RLNs also organize into a search network to allow remote searches. 
Nodes in this network distribute compressed information on the set of LFN mappings 
stored locally in the form of node digests. 

In a nutshell, RLN organize into a flat overlay network and distribute their digests 
using a soft-state mechanism illustrated in Figure 2.4 

SSSS SS

SS

SS

SS

SS

SS

SS

SS

SS

SS
SS SS SS

WAN
RLN

Data reqest Site

Common site

Replica site

 

Figure 2.4 Replica location service organization 

 

Depth Limit Search (DLS) [26], like the normal depth-first search, is a uniform 
search. It works exactly like depth-first search, but avoids the completeness drawbacks 
by imposing a maximum limit on the depth of the search. Even if the search could still 
expand a vertex beyond that depth, DLS will not do so and thereby will not follow 
infinitely deep paths or get stuck in cycles. Therefore depth limited search will find a 
solution if it is within the depth limit, which guarantees at least completeness on all 
graphs. The pseudocode of DLS algorithm is shown in Figure 2.5. 
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DLS(node, goal, depth) { 

   if ( depth >= 0 ) { 

      if ( node == goal ) 

         return node 

     for each child in expand(node) 

         DLS(child, goal, depth-1) 

   } 

} 

Figure 2.5 Pseudo code of Depth Limit Search 
The mean job execution time [12, 24, 25] is defined as the total time to execute all 

job divide by the number of jobs completed. Grid user would consider it to be one of 
important measure of how the algorithm is performing. 

𝑀𝑒𝑎𝑛 𝐽𝑜𝑏 𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 =
𝑇𝑜𝑡𝑎𝑙 𝑇𝑖𝑚𝑒

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑗𝑜𝑏 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒
 

Effective Network Usage or ENU (𝑟𝐸𝑁𝑈) [12, 24, 25] is defined as network usage after 
executing all the grid jobs as follows: 

𝑟𝐸𝑁𝑈 =
𝑁𝑟𝑒𝑚𝑜𝑡𝑒_𝑓𝑖𝑙𝑒_𝑎𝑐𝑐𝑒𝑠𝑠 + 𝑁𝑓𝑖𝑙𝑒_𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠

𝑁𝑙𝑜𝑐𝑎𝑙_𝑓𝑖𝑙𝑒_𝑎𝑐𝑐𝑒𝑠𝑠
 

where  𝑁𝑟𝑒𝑚𝑜𝑡𝑒_𝑓𝑖𝑙𝑒_𝑎𝑐𝑐𝑒𝑠𝑠 is the number of times the CE reads a file from different SE sites. 
𝑁𝑟𝑒𝑚𝑜𝑡𝑒_𝑓𝑖𝑙𝑒_𝑎𝑐𝑐𝑒𝑠𝑠 is the number of times a CE reads a file from an SE on the same site. For 
a given network topology, a low value of 𝑟𝐸𝑁𝑈 indicates that replication is a better 
optimization strategy than locating another site. 

Number of file found in Local File Access is total number of remote file access 
that took place and remote file access is total number of remote file accesses that took 
place. 
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2.5 Algorithms on Distributed Storage replication 

 Centralized Location Algorithm [10] is shown in Figure 2.6. V4 is the only RLN 
node, denoted by Vrln which contains all the information about location of VSS 
and LFN to PFN mappings 
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Figure 2.6 Centralized Location Algorithm 

 Flooding algorithm [10] progresses the distribution location starting from the 

node V0 ∈ VSS that stores the information about the location of VSS but does not 
include the corresponding relationship between files and VSS  That is to say, the 
algorithm does not know the location of VSSbefore locating one replica r. In all 

the information for any node Vi ∈ VSS stored in the node V0, the corresponding 
location lvi is unknown. Thus, this algorithm can be costly in terms of wasted 
bandwidth while a message may only have one destination to be sent. 
Moreover, messages can duplicate in the network which increase the load on 
the network bandwidth. Worse yet, duplicate packets may circulate forever 
unless certain precautions are taken. The model is depicted in Figure 2.7. 
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Figure 2.7 Flooding algorithm 

 Multi-master replication [15, 16] is a method of data replication which allows 
data to be stored by a group of computers, and updated by any member of the 
group. All members are responsive to client data queries. The multi-master 
replication system is responsible for propagating the data modifications made 
by each member to the rest of the group, and resolving any conflicts that might 
arise between concurrent changes made by different members. 

 Random Walk based distributed algorithm [17, 18] is an algorithm involving a 
particular message, the token, that circulates according to random walk 
scheme. In each step, one node processes the token after a treatment that only 
the node holding the token is allowed to proceed. The node then chooses one 
of its neighbors randomly and sends the token to it. Random walk based 
distribution algorithms do not require any assumption about the topology of the 
system and are designed to tolerate topological changes. 
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CHAPTER 3 
Design of Research Methodology 

This chapter will provide an principles of grass growing algorithm including structure of 
grass plant, clonal plant and how plant represent as network structure in Section 3.1  
and Distributed Positioning of Replica using Grass Growing Structure in 3.2   
 
3.1 Principles of Grass Growing Algorithm 

The structure of grass plant [27] is similar among the many species of grasses as shown 
in Figure 3.1. A grass plant is a collection of tillers or shoots that grow from buds at the 
base of the plant. Each tiller is composed of a series of repeating units consisting of a 
leaf, stem node, stem internode, and a bud. Each leaf is attached to the stem at a node. 
Early in the development of a grass tiller, the distance between nodes (internodes) on 
the stem is very short and the stem remains compact at the base of the plant. At the top 
of stem is the growing point where new stem and leaves originate. As long as the 
growing point remains intact, it is capable of producing new leaves. Later in the 
development of the tiller growing point undergoes a change. It stops producing leaves 
and begins to form the immature seed head of the plant. After that, the growing point on 
this tiller is no longer capable of producing any more new leaves, and grazing or 
clipping it off has no impact on further new leaf numbers. Once this transition occurs, 
some of the upper internodes begin to elongate and eventually raise the seed head to 
the top of the tiller. New tillers will emerge from the plant crown as regrowth. 

In Figure 3.2, the stolon is an above-ground, trailing stem that typically produces 
roots at the nodes where leaves and stems arise. This very invasive perennial grass also 
produces creeping underground stems called rhizomes. Thus, grass is the plant that 
spreads by means of stolon. 
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Figure 3.1 A structural illustration of a grass plant 

 

 
Figure 3.2 Ramets and Stolon 

In most clonal plants growth [28] or grass growth can be processed horizontally 
via the development of modified stems, rhizomes, or stolon, connecting ramets. Ramets 
are potentially autonomous new individuals and possess aerial and below ground 
organs in order to sample and uptake resources like water, light, organic nutrients, 
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nitrates, or phosphorus. This network structure provides the ability to colonize space 
and allows the exchange of resources and information 

 
Figure 3.3 The plant is represented as a set of nodes connected by links, 

where the nodes can be seen as rame 
In Figure 3.3, clonal plants is represented as a set of node (ramets) that may be 

connected by links such as rhizomes or stolons; ramets are represented by points in the 
plane, and connected by straight lines between two ramets. All ramets and connections 
are assumed to be identical in terms of demographic parameters and resource 
consumption. 

This thesis focuses on clonal plant or grass that grows on horizontal surface 
stems termed. Naturally, the areas of growing grass must have adequate irrigation 
which allows grass to flourish better than the one depleting of water. Grass areas that 
receive water represent the position of data replicas, having grass trunks as the replica 
links that form the distribution topology. The principles of Grass Growing Algorithm are 
approaches to position the replicas that follow grass growing pattern, aka Grass 
Growing Structure. This proposed topology will be further explored in the sections that 
follow. 

 
3.2 Distributed Positioning of Replica using Grass Growing Structure  

The proposed approach to position the replica will follow the Grass Growing 
Structure. Figure 3.4 shows an example of grass growing structure. The left figure 
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represents grass trunk or stolon, wherein water or information flows follow the 
designated directions, i.e., a directed grass growing structure. The right figure illustrates 
link distribution with nodes that represent replica positions. Under this topology, 
suppose the current source node (of information) is 4, the nearest nodes to 4 are 2, 6, 7, 
8. Based on grass growing structure, if grass receives flow of water at node 4, node 6, 
7, 8 will subsequently flourish as oppose to node 3 and 5. This explanation implies that 
the replication of information will proceed toward node 6, 7, 8. 
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Figure 3.4 Grass Growing Structure 

 In general, the proposed grass growing structure will be represented by a non-
directed topology that implies bi-directional flow of replication. 

The first stage positioning of replicas is to set up a random initial source node. 
Selection of neighboring nodes is carried out by DLS algorithm [18] to find the path 
between source node and neighboring nodes. The procedure starts by traversing to all 
neighboring nodes. In the process, it finds the shortest distance and updates the 
distance cost. The nearest neighboring nodes just visited will be used as the second 
stage positioning of replica source nodes. This process repeats until one of the nearest 
neighbor nodes is the destination node. At which point, data replication commences. 
Thus, considerable network traffic is reduced compared with conventional flooding 
algorithm. Note that the recursion of replication search may continue indefinitely in a 
large network configuration. To avoid such a problem, the proposed Grass Growing 
Structure algorithm imposes a stopping criterion on by limiting the DLS depth to 2 for 
this study to prevent indefinite depth search. The algorithm is illustrated below. 
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Begin 

    SET networktopology is selected network topology 

    SET v0  is initial node in networktopology 

// confine depth of search to local replica site 

// no deeper (or farther) than 2 hops from the initial  

// node, thus taking advantage of local access 

    SET depth limit = 2  

    SET depth = 0 

// Select a node vi using DLS algorithm 

WHILE DLS limit != depth 

   IF vi NOT BUSY THEN 

         Replicate data on node vi  

   ENDIF 

   INCREMENT depth ++; 

ENDWHILE 

END; 

Function DLS(node ,depth) { 

  if ( depth >= 0 ) { 

      return node 

    for each child in expand(node) 

      DLS(child, depth-1) 

  } 

} 

Figure 3.5 Grass Growing Algorithm 
 In actual situation, each replica of the latter stages will be used as the source 
node of the new grass growing structure for distributed replica positioning sub-problem. 
The following examples will demonstrate the application of grass growing algorithm on 
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the three network topology testbeds, namely, the EU Data grid testbed, GridPP 2004 
testbed and CMS testbed. 
 
3.2.1 Example Use on EU Data Grid testbed 
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Figure 3.6 EU Data Grid Network Topology Testbed 

In Figure 3.6, the initial source node is S0 (CERN). The grass growing structure 
algorithm replicates the data in the following order: (S0), (S2), S17, S14, S1, S3, (S4), 
(S5), (S6), (S7), (S8), and (S9). 
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3.2.2 Example Use on GridPP 2004 Testbed 
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Figure 3.7 GridPP 2004 Testbed 

In Figure 3.7, the initial source node is S27.The grass growing structure algorithm 
replicates the data in the following order:  (27),13,(26),(25),(24),(23),5,7,4,3. 
 
3.2.3 Example Use on CMS Testbed 
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Figure 3.8 CMS Testbed 
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In Figure 3.8, the initial source node is S13 The grass growing structure algorithm 
replicates the data in the following order: (13),(12),(11),(10),(9),(8),(7),(6),(5),14,25,3. 
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CHAPTER 4 
Simulation and evaluation 

This chapter describes the experiments and analysis of experimental results on the 
performance of Grass Growing Structure algorithm, as well as other comparable 
algorithms. They are Flooding, Centralized Location, Multi-Master Location, and Random 
Walk. 

 
4.1 The Experiments 

The proposed method was carried out by a simulation using OptorSim [12][13][14] as 
the data grid simulator to simulate real data grid environment. This simulator is 
developed in Java under the funding of the European Data Grid project (EU Data Grid) 
[6]. The OptorSim simulator runs on a set of predetermined hardware specifications as 
follows: 

- Intel Core i5 2.5GHz  

- 8 GB Ram 

- Java JDK 1.7 

This experiment used 3 Network Topology testbeds for performance comparison, 
namely, EU Data Grid Testbed [2] [16], GridPP Testbed[11], and CMS Testbed[2]. 
Performance measurement is carried out by  

- Means job execution time [12][13][14], 
- Effective network usage (ENU) [12][13][14],  
- Number of file found in Local File Access [12][13][14], and 
- Bandwidth [12][13][14]. 

Each experiment used Optimistic replication method: 

- No Replication 
- Least Recently Used (LRU) – always replicates by deleting least recently created 

file 
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- Least Frequently Used (LFU)  - always replicates by deleting least frequently 
accessed file 
and the access patterns: 

- Random Access[12, 23-25] : Files were accessed via uniform random distribution. 
- Random Gaussian random walk[12, 23-25]: Files were accessed via Gaussian 

random walk. The starting file was chosen by uniform random distribution. 
- Random with Zipf [12, 23-25, 29, 30]: Files were accessed via Zipf distribution. 

 
4.1 1 OptorSim 

OptorSim is a simulation tool for simulating grid network topology. The jobs are 
submitted to a grid testbed consisting of a number of sites, each of which may provide 
computational and data storage resources. Each site consists of zero or more 
Computing Elements (CE) and zero or more Storage Elements (SE). CEs run jobs which 
require data from the files stored on SEs. A Resource Broker controls scheduling of the 
jobs. Sties without SE or CE act as network nodes or routers. Figure 4.1 shows user 
interface of OptorSim. 

 

Figure 4.1 OptorSim User Interface 
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4.1.2 Grid Configuration 

There are several configuration files used to control various inputs to OptorSim. 
A network topology configuration file describes links between different sites, the 
available network bandwidths, and size of disk storage on each site. The job 
configuration file describes jobs and the site policies. The simulation parameter file 
contains various simulation parameters to control the number of tests, network topology, 
access patterns, and data placement methods. The Grid Configuration file describes the 
status of resources of each site and layout of the grid being simulated. Table 4.1 depicts 
all parameters associating with a network configuration. 

Table 4.1 A Sample network configuration based on 10 sites two of which have CEs 
  No of CEs No of SEs SE Sizes Site vs Site bandwidth 

Si
te 

an
d 

Si
te 

Ba
nd

wi
dth

 

    0 1 2 3 4 5 6 7 7 9 

0 0 1 100 000 000 100 000 000 000 000 000 000 000 

1 0 1 100 000 100 000 000 000 000 000 000 000 000 

2 5 1 100 100 100 000 100 100 000 000 000 000 000 

3 0 1 100 000 000 100 000 000 000 100 000 000 000 

4 0 1 100 000 000 100 000 000 000 100 000 000 000 

5 0 1 100 000 000 000 000 000 000 000 100 000 000 

6 0 1 100 000 000 000 000 000 000 000 100 000 000 

7 2 1 100 000 000 000 000 000 100 100 000 100 100 

8 0 1 100 000 000 000 000 000 000 000 100 000 000 

9 0 1 000 000 000 000 000 000 000 000 100 000 000 

 

The information is transferred into the simulation configuration file as shown in Figure 
4.2. Each row holds the information of one site. 
# A sample network configuration based on 10 sites, two of which have CEs. 

# no of CEs, no of SEs, SE sizes, site vs site bandwidth 

# 

0 1 100    000.       000.       100.          000.           000.  000.  000.  000.  000.  000. 

0 1 100    000.       000.       100.           000.   000.  000.  000.  000.  000.  000. 
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5 1 100    100.                     100.              000.          100.           100.  000.  000.  000.  000.  000. 

0 1 100    000.       000.       100.           000.     000.  000.  100.  000.  000.  000. 

0 1 100    000.       000.       100.           000.     000.  000.  000.  000.  000.  000. 

0 1 100    000.       000.       000.      000.     000.  000.  000.  100.  000.  000. 

0 1 100    000.       000.       000.      100.     000.  000.  000.  100.  000.  000. 

2 1 100    000.       000.       000.      000.     000.  100.  100.  000.  100.  100. 

0 1 100    000.       000.       000.      000.     000.  000.  000.  100.  000.  000.  

0 1 100    000.       000.       000.      000.     000.  000.  000.  100.  000.  000. 

Figure 4.2 Sample Grid Configuration file 
 

The first column denotes the number of CEs. The second column denotes the number of 
SEs. The third column denotes the size of SE in Megabyte (MB). The rest of the columns 
denote a site and site matrix giving the maximum bandwidth or link capacity between 
each site in Mb/s. The matrix is diagonally symmetric. Figure 4.4 shows the network 
diagram of the above configuration file. 
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Figure 4.3 Network diagram from sample configuration file 
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The simulation parameter file contains several simulation parameters which can be set 
for grid configuration file, job configuration file, bandwidth configuration file, number of 
jobs, and access patterns. 

Configuration Description 

grid.configuration.file = 
examples/cms_testbed_grid.conf 

job.configuration.file =  
examples/cms_testbed_jobs_grass.conf 

Setting grid configuration file path and job 
configuration file path 

number.jobs = 1000 Number of requests for simulation run 

optimiser = 3 The choices of optimisers are: 

1. SimpleOptimiser - no replication. 

2. LruOptimiser - always replicates, 
deleting least recently created file. 

3. LfuOptimiser - always replicates, 
deleting least frequently accessed file. 

access.pattern.generator = 1 The choices of access pattern generators 
are: 

1. RandomAccessGenerator - Files are 
accessed using a flat random distribution. 

2. RandomWalkGaussianAccessGenerator 
- Files are accessed using a Gaussian 
random walk. 

3. RandomZipfAccessGenerator - Files are 
accessed using a Zipf distribution 

Figure 4.4 Sample Properties Files 
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4.1.3. Network Topology Testbeds 

All the testbeds used in the experiment are described in detail as follows. 

 

A. EU Data Grid. 

Figure 4.6 EU Data Grid Testbed sites and their associated network topology. The 
numbers indicate bandwidth between the two ending sites in Mbit/s(M) or Gbit/s(G). 
Gray Boxes denote routers and White Box nodes denote replica sites. 
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Figure 4.5 EU Data Grid Testbed sites and their associated network topology 
 
# The network configuration for the EU Data grid testbed of 1 site 
# no of CEs, no of SEs, SE sizes, site vs site bandwidth 
# 
1 1 80000 00000.0 02500.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 0000000 02500.0 00000.0 10000.0 00000.0 02500.0 00000.0 10000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 02500.0 00000.0 
0 0000000 00000.0 10000.0 00000.0 00000.0 01550.0 10000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 01550.0 
1 1 33000 00000.0 00000.0 00000.0 00000.0 00622.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 0000000 00000.0 02500.0 01550.0 00622.0 00000.0 02500.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 0000000 00000.0 00000.0 10000.0 00000.0 02500.0 00000.0 00000.0 00000.0 00000.0 00000.0 10000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 0000000 00000.0 10000.0 00000.0 00000.0 00000.0 00000.0 00000.0 02500.0 00000.0 10000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
1 1 50000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 02500.0 00000.0 01550.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 1 100000000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 01550.0 00000.0 01000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 0000000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 10000.0 00000.0 01000.0 00000.0 10000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 0000000 00000.0 00000.0 00000.0 00000.0 00000.0 10000.0 00000.0 00000.0 00000.0 10000.0 00000.0 00450.0 01550.0 00100.0 00450.0 00100.0 00000.0 00000.0 
1 1 63000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00450.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 



 

 

28 

1 1 30000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 01550.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
1 1 30000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00100.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
1 1 50000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00450.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
1 1 50000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00100.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
1 1 50000 00000.0 02500.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
1 1 70000 00000.0 00000.0 01550.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 

Figure 4.6 Network configuration of EU Data Grid 
 

B. GridPP 2004 testbed 

GridPP 2004 testbed [11]  is a collaboration of particle physicist and computer 
having 17 grid sites located in UK and one in CERN of Switzerland. Each UK site 
has 40 and 1800 processing nodes with storage capacity between 5TB and 500TB. 
The CERN site has 1000TB of storage capacity holding all master files as shown in 
Figure 4.7. 
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Figure 4.7 GridPP resources and topology in 2004 
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# The network configuration for the EU Data grid testbed of 1 site 
# no of CEs, no of SEs, SE sizes, site vs site bandwidth 
0 0 0. 10000. 10000. 0. 0. 0. 0. 0. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
0 0 10000. 0. 0. 10000. 0. 0. 0. 0. 0. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
0 0 10000. 0. 0. 10000. 10000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 1000. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
0 0 0. 10000. 10000. 0. 0. 10000. 0. 0. 0. 0. 622. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
0 0 0. 0. 10000. 0. 0. 10000. 10000. 0. 0. 0. 0. 0. 0. 0. 0. 622. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
0 0 0. 0. 0. 10000. 10000. 0. 0. 10000. 0. 0. 0. 0. 1000. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
0 0 0. 0. 0. 0. 10000. 0. 0. 10000. 0. 0. 0. 0. 0. 0. 622. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
0 0 0. 0. 0. 0. 0. 10000. 10000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 2500.  
0 0 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
0 0 0. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
0 0 0. 0. 0. 622. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
0 0 0. 0. 0. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
0 0 0. 0. 0. 0. 0. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
0 0 0. 0. 0. 0. 0. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 155. 155. 155. 155. 0. 0. 0. 0. 0. 0. 0. 0.  
0 0 0. 0. 0. 0. 0. 0. 622. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 622. 0. 0. 0. 0. 0. 0. 0.  
0 0 0. 0. 0. 0. 622. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 622. 622. 0. 0. 0. 0. 0.  
0 0 0. 0. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 622. 0. 0. 0. 0.  
0 0 0. 0. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 1000. 155. 0.  
200 1 100000 0. 0. 0. 0. 0. 0. 0. 0. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
40 1 640000 0. 0. 0. 0. 0. 0. 0. 0. 0. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
78 1 53000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
365 1 136000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
40 1 33000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
150 1 150000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
1100 1 400000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
220 1 200000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
306 1 280000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
120 1 60000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
300 1 200000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 622. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
972 1 573000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 622. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
412 1 380000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 622. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
150 1 90000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 622. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
1890 1 163000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
225 1 100000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 1000. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
320 1 640000 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 155. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.  
0 1 10000000 0. 0. 0. 0. 0. 0. 0. 2500. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 

Figure 4.8 GridPP 2004 Network configurations 
 
C. CMS Testbed 

Compact Muon Solenoid [2] is a General Purpose Detectors for the Large 

Hadron Collider (LHC) at CERN, Geneva, Switzerland. CMS Testbed has 20 sites 

in Europe and the USA. CERN and FNAL have storage capacity of 100 GB each 

and a set of master files stored at one of these two sites. Other sites have CEs 

having 50 GB capacity each as shown in Figure 4.9 
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Figure 4.9 CMS 2004 network Topology 

 

# The network configuration for the EU Data grid testbed of 1 site 
# no of CEs, no of SEs, SE sizes, site vs site bandwidth 
# 
#        Imp Coll   UK     Swed   NIKHEF   Holl    Germ    Fran    Lyon    CERN    Swis   Italy   Padova  Bolog   Catan   Torino  Milano    RAL   Nordu 
1 1 80000 00000.0 02500.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 0000000 02500.0 00000.0 10000.0 00000.0 02500.0 00000.0 10000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 02500.0 00000.0 
0 0000000 00000.0 10000.0 00000.0 00000.0 01550.0 10000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 01550.0 
1 1 33000 00000.0 00000.0 00000.0 00000.0 00622.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 0000000 00000.0 02500.0 01550.0 00622.0 00000.0 02500.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 0000000 00000.0 00000.0 10000.0 00000.0 02500.0 00000.0 00000.0 00000.0 00000.0 00000.0 10000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 0000000 00000.0 10000.0 00000.0 00000.0 00000.0 00000.0 00000.0 02500.0 00000.0 10000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
1 1 50000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 02500.0 00000.0 01550.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 1 100000000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 01550.0 00000.0 01000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 0000000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 10000.0 00000.0 01000.0 00000.0 10000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
0 0000000 00000.0 00000.0 00000.0 00000.0 00000.0 10000.0 00000.0 00000.0 00000.0 10000.0 00000.0 00450.0 01550.0 00100.0 00450.0 00100.0 00000.0 00000.0 
1 1 63000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00450.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
1 1 30000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 01550.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
1 1 30000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00100.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
1 1 50000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00450.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
1 1 50000 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00100.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
1 1 50000 00000.0 02500.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 
1 1 70000 00000.0 00000.0 01550.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 00000.0 

Figure 4.10 CMS Network Configuration File 
 
4.2. Simulation Results and Discussion 

The following results were obtained from simulation runs using the above set up 
on all three testbeds. Statistics on mean job time, number of file found in local file 
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access, effective network usage, number of hops, bandwidth and time were collected 
and shown below. 

 
4.2.1 EU Data Grid 
The results of EU Data Grid Testbed after run OptorSim Simulation by using optimizer 
with Least Recently Used (LRU) and Normal Random access pattern are shown in Table 
4.2, comparing the value of mean job time in Grass, Flooding, Centralized, Multi-master 
and Random Walk algorithms. Figure 4.11 shows the corresponding plot. 

Table 4.2 Mean Job Time (in seconds) of EU Data Grid Testbed from OptorSim 
Simulation with LRU and Normal Random access pattern 

Time(second) 5 10 15 20 25 30 
Grass 21,000 39,000 54,000 65,000 73,000 81,000 
Flooding 20,000 39,000 58,000 65,000 72,000 81,000 
Centralized 24,000 49,000 75,000 95,000 120,000 145,000 
Multi-Master 25,000 50,000 70,000 90,000 120,000 145,000 
Random Walk 24,000 50,000 75,000 95,000 120,000 135,000 

 

 
Figure 4.11 Mean Job Time of EU Data Grid Testbed plot 
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Note that Grass and Flooding algorithms are equally lower than other comparative 
algorithms, yielding faster replication. 
Table 4.3 No. of file found in Local File Access  of EU Data Grid Testbed from OptorSim 

Simulation with LRU and Normal Random access pattern 
Time(second) 5 10 15 20 25 30 
Grass 2,900 5,800 8,000 9,800 10,500 11,200 
Flooding 3,000 5,900 8,100 9,900 11,200 12,200 
Centralized 500 1,000 1,500 2,000 2,500 3,000 
Multi-Master 1,000 2,000 3,000 4,000 5,000 6,000 
Random Walk 1,500 3,000 4,500 6,000 7,300 9,000 

 

 

 
Figure 4.12 No. of file found in Local File Access of EU Data Grid Testbed plot 

 
Table 4.3 and Figure 4.12 show the number of local file accesses of Grass and Flooding 
algorithms that are equally greater than other comparative algorithms, implying higher 
replication yields. 
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Table 4.4 Effective Network Usage (in seconds) of EU Data Grid Testbed from OptorSim 
Simulation with LRU and Normal Random access pattern 

Time(second) 5 10 15 20 25 30 
Grass 0.29 0.26 0.25 0.25 0.26 0.26 
Flooding 0.29 0.25 0.24 0.24 0.25 0.26 
Centralized 0.41 0.41 0.40 0.41 0.41 0.41 
Multi-Master 0.53 0.50 0.50 0.49 0.49 0.49 
Random Walk 0.40 0.38 0.35 0.34 0.34 0.34 

 

 
Figure 4.13 Effective Network Usage of EU Data Grid Testbed plot 

 
Table 4.4 and Figure 4.13 show effective network usage of Grass and Flooding 
algorithms that are equally less than other comparative algorithms, implying less 
network usage for replication. 
 

Table 4.5 Number of hops to replicate data in EU Data Grid Testbed 
Algorithm Number of hop 
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Centralized 1 
Multi-Master 6 
Random Walk 9 
The replication took somewhat higher number of hops for both Grass and Flooding 
algorithms due to the propagation to reach all the nodes. This measure will be 
subsequently considered along other measures to convey the overall performance of 
each algorithm. 
The bandwidth and time used to placing data on each node for each algorithm are 
shown below. 
 

Table 4.6 Bandwidth and Time Usage of Grass Algorithm in EU Data Grid Testbed 
From To Bandwidth (Mbps) Time(s) 

source S0 1000 10.00 
S0 S2 155 64.52 
S2 S17 2500 4.00 
S17 S14 10000 1.00 
S17 S1 10000 1.00 
S0 S1 1000 10.00 
S1 S3 1000 10.00 
S3 S9 10000 1.00 
S3 S8 45 222.22 
S3 S7 155 64.52 
S3 S6 10 1000.00 
S3 S5 45 222.22 
S3 S4 10000 1.00 

Total Time 1601.48 
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Table 4.7 Bandwidth and Time Usage of Flooding Algorithm in EU Data Grid Testbed 
From To Bandwidth (Mbps) Time(s) 

source S0 1000 10.00 
S0 S1 1000 10.00 
S0 S2 155 64.52 
S2 S17 2500 4.00 
S1 S3 10000 1.00 
S17 S14 10000 1.00 
S3 S8 45 222.22 
S3 S7 155 64.52 
S3 S6 10 1000.00 
S3 S5 45 222.22 
S3 S4 10000 1.00 
S3 S9 10000 1.00 
S14 S16 2500 4.00 
S14 S15 2500 4.00 
S14 S12 2500 4.00 
S12 S13 622 16.08 
S9 S10 10000 1.00 
S10 S11 155 64.52 

Total Time 1685.07 
 

Table 4.8 Bandwidth and Time Usage of Centralized Algorithm in EU Data Grid 
From To Bandwidth (Mbps) Time(s) 

source S0 1000 10.00 

Total Time 10.00 
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Table 4.9 Bandwidth and Time Usage of Multi-Master Algorithm in EU Data Grid 
From To Bandwidth (Mbps) Time(s) 

source S0 1000 10.00 
S0 S1 1000 10.00 
S1 S3 10000 1.00 
S3 S9 10000 1.00 
S9 S10 10000 1.00 
S10 S11 155 64.52 

Total Time 77.52 
 

Table 4.10 Bandwidth and Time Usage of Random Walk Algorithm in EU Data Grid 
Testbed 

From To Bandwidth (Mbps) Time(s) 
source S0 1000 10.00 
S0 S1 1000 10.00 
S1 S3 10000 1.00 
S3 S8 45 222.22 
S3 S9 10000 1.00 
S9 S12 2500 4.00 
S12 S13 622 16.08 
S12 S10 155 64.52 
S10 S11 155 64.52 

Total Time 383.33 
 
Note that the bandwidth between nodes and time usage measures assumed that 10GB 
data were replicated from the source node in Centralized setup and in Multi-Master 
sources before the simulation run. The results in Table 4.6, 4.7, 4.8, 4.9 and 4.10 show 
that the centralized algorithm uses the least time for replication, while Flooding algorithm 
performs the worst. 
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4.2.2 GridPP 
Below are the results from GridPP testbed by using optimizer with Least Recently Used 
(LRU) and Normal Random access pattern. Statistics on mean job time, number of file 
found in local file access, effective network usage, number of hops, bandwidth and time 
were collected and shown below. 

Table 4.11 Mean Job Time (in seconds) of GridPP Testbed from OptorSim Simulation 
with LRU and Normal Random access pattern 

Time (second) 5 10 15 20 25 30 
Grass 2,000 3,000 5,000 7,000 8,000 10,000 
Flooding 20 100 200 300 400 500 
Centralized 2,500 3,000 6,000 7,500 9,000 11,000 
Multi-Master 2,000 4,000 5,000 7,500 10,000 13,000 
Random Walk 1,500 2,600 4,500 6,500 8,000 10,000 

 

 
Figure 4.14 Mean Job Time of GridPP Testbed plot 

Table 4.11 and Figure 4.14 show the mean job time of Flooding algorithm that is lower 
than other comparative algorithms, yielding fastest replication. Notice that Grass and 
Random Walk algorithms perform slightly better than Centralized and Multi-Master 
algorithms. 
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Table 4.12 No. of file found in Local File Access (in seconds) of GridPP Testbed from 
OptorSim Simulation with LRU and Normal Random access pattern 

Time(second) 5 10 15 20 25 30 
Grass 1,250 2,500 4,000 6,000 7,000 8,000 
Flooding 2,500 6,000 11,000 16,000 20,000 24,000 
Centralized 1,000 1,800 2,800 3,500 4,500 5,500 
Multi-Master 1,000 2,000 3,000 4,000 6,000 6,500 
Random Walk 1,500 2,000 4,000 6,500 8,000 10,000 

 
 

 
Figure 4.15 No. of file found in Local File Access of GridPP Testbed plot 

 
Table 4.12 and Figure 4.15 show the number of local file accesses of Flooding algorithm 
that is greater than other comparative algorithms, implying the highest replication yield. 
Grass and Random Walk also perform slightly better than Centralized and Multi-Master 
algorithms. 
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Table 4.13 Effective Network Usage (in seconds) of GridPP Testbed from OptorSim 
Simulation with LRU and Normal Random access pattern 

Time(second) 5 10 15 20 25 30 
Grass 0.64 0.6 0.56 0.53 0.53 0.53 
Flooding 0.57 0.51 0.48 0.44 0.43 0.43 
Centralized 0.62 0.62 0.62 0.62 0.62 0.63 
Multi-Master 0.62 0.61 0.61 0.61 0.61 0.60 
Random Walk 0.63 0.58 0.57 0.56 0.54 0.54 

 

 
Figure 4.16 Effective Network Usage of GridPP Testbed plot 

Table 4.13 and Figure 4.16 show effective network usage of Flooding algorithm that is 
less than other comparative algorithms, implying the least network usage for replication. 
Grass and Random Walk algorithms remain in the moderate range. 
 

Table 4.14 Number of hops to replicate data in GridPP Testbed 
Algorithm Number of hop 

Grass 10 
Flooding 36 
Centralized 1 
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Multi-Master 8 
Random Walk 7 

The number of hops for Grass algorithm remains competitive with other comparative 
algorithms with the exception of Flooding and Centralized algorithms. 

Table 4.15 Bandwidth and Time Usage of Grass Algorithm in GridPP Testbed 
From To Bandwidth (Mbps) Time(s) 
source S27 1000 10.00 
S27 S13 155 64.52 
S13 S26 155 64.52 
S13 S25 155 64.52 
S13 S24 155 64.52 
S13 S23 155 64.52 
S13 S5 1000 10.00 
S5 S7 10000 1.00 
S5 S4 10000 1.00 
S5 S3 10000 1.00 

Total Time 335.58 
 

Table 4.16 Bandwidth and Time Usage of Flooding Algorithm in GridPP Testbed 
From To Bandwidth (Mbps) Time(s) 
source S27 1000 10.00 
S27 S13 155 64.52 
S13 S5 1000 10.00 
S13 S23 155 64.52 
S13 S24 155 64.52 
S13 S25 155 64.52 
S13 S26 155 64.52 
S5 S7 10000 1.00 
S5 S4 10000 1.00 
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S5 S3 10000 1.00 
S5 S12 1000 10.00 
S7 S35 2500 4.00 
S7 S6 10000 1.00 
S4 S15 622 16.08 
S4 S2 10000 1.00 
S3 S1 10000 1.00 
S3 S10 622 16.08 
S3 S11 1000 10.00 
S12 S22 155 64.52 
S6 S14 622 16.08 
S15 S29 622 16.08 
S15 S30 622 16.08 
S2 S16 1000 10.00 
S2 S17 1000 10.00 
S2 S0 10000 1.00 
S1 S9 1000 10.00 
S10 S20 155 64.52 
S11 S21 155 64.52 
S14 S28 622 16.08 
S16 S31 622 16.08 
S17 S32 155 64.52 
S17 S33 1000 10.00 
S17 S34 155 64.52 
S0 S8 1000 10.00 
S9 S19 1000 10.00 
S8 S18 1000 10.00 

Total Time 868.70 
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Table 4.17 Bandwidth and Time Usage of Centralized Algorithm in GridPP Testbed 
From To Bandwidth (Mbps) Time(s) 
source S27 1000 10.00 

Total Time 10.00 
 

Table 4.18 Bandwidth and Time Usage of Multi-Master in GridPP Testbed 
From To Bandwidth (Mbps) Time(s) 
source S27 1000 10.00 
S27 S13 155 64.52 
S13 S5 1000 10.00 
S5 S3 10000 1.00 
S3 S1 10000 1.00 
S1 S0 10000 1.00 
S0 S8 1000 10.00 
S8 S18 1000 10.00 

Total Time 97.52 
 

Table 4.19 Bandwidth and Time Usage of Random Walk Algorithm in GridPP Testbed 
From To Bandwidth (Mbps) Time(s) 
source S27 1000 10.00 
S27 S13 155 64.52 
S13 S5 1000 10.00 
S5 S7 10000 1.00 
S7 S6 10000 1.00 
S6 S14 622 16.08 
S14 S28 622 16.08 

Total Time 108.67 
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Table 4.15, 4.16, 4.17, 4.18 and 4.19 show bandwidth between nodes and time usage 
measures undergo the same assumption as that of the EU data grid. Flooding performs 
the worst and Centralized is the best. 
 
4.2.3 CMS 
Below are the results from CMS testbed by using optimizer with Least Recently Used 
(LRU) and Normal Random access pattern. Statistics on mean job time, number of file 
found in local file access, effective network usage, number of hops, bandwidth and time 
were collected and shown below. 
Table 4.20 Mean Job Time (in seconds) of CMS Testbed from OptorSim Simulation with 

LRU and Normal Radom access pattern 
Time(second) 10 20 30 40 50 60 

Grass 500  1,000   2,000  2,300  3,200  3,400  
Flooding 400  650  1,100  1,550  1,800  1,900  
Centralized 500  1,000  2,000  2,900  3,400  4,000  
Multi-Master 500  1,000  1,200  1,900  2,800  3,100  
Random Walk 500  1,000  2,000  2,750  3,300  3,800  
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Figure 4.17 Mean Job Time of CMS Testbed plot 

Table 4.20 and Figure 4.17 show the mean job time of Flooding, Grass, and Random 
Walk algorithms that are equally lower than other comparative algorithms, yielding 
fastest replication. 

Table 4.21 No. of file found in Local File Access (in seconds) of CMS Testbed from 
OptorSim Simulation with LRU and Normal Radom access pattern 

Time(second) 10 20 30 40 50 60 

Grass 500  1,000  3,500  4,500  6,500  7,200  

Flooding 1,100  2,800  7,900   10,100   11,800  11,900  

Centralized 500  700  1,000  1,200  1,800   2,000  

Multi-Master 500   1,100  3,800  5,500  6,000  6,600  

Random Walk 700  1,800  3,500  5,200  7,500  9,000  
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Figure 4.18 Number of file found in Local File Access of CMS Testbed plot 

 
Table 4.21 and Figure 4.18 show the number of local file accesses of Grass, Flooding 
and Random Walk equally greater than other comparative algorithms as the number of 
simulation runs increase, implying the highest replication yield. 
 

Table 4.22 Effective Network Usage (in seconds) of CMS Testbed from OptorSim 
Simulation with LRU and Normal Radom access pattern 

Time(second) 10 20 30 40 50 60 

Grass 0.75 0.30 0.23 0.17 0.17 0.18 

Flooding 0.60 0.30 0.23 0.17 0.20 0.23 

Centralized 0.90 0.35 0.33 0.34 0.35 0.35 

Multi-Master 0.75 0.23 0.15 0.16 0.17 0.18 

Random Walk 1.00 0.40 0.25 0.23 0.20 0.20 

 

0

2000

4000

6000

8000

10000

12000

14000

10 20 30 40 50 60N
o

. o
f 

fi
le

 f
o

u
n

d
 in

 L
o

ca
l F

ile
 A

cc
e

ss
 

Simulation Elapsed Time(sec) 

LRU - Normal Random 

Grass

Flooding

Centralized

Multi-Master

Random Walk



 

 

46 

 
Figure 4.19 Effective Network Usage of CMS Testbed plot 

Table 4.22 and Figure 4.19 show effective network usage of Grass algorithm that is less 
than other comparative algorithms, implying the least network usage for replication. 
Random Walk and Multi-Master algorithms remain close to Grass. 
 

Table 4.23 Number of hops to replicate data in CMS Testbed 
Algorithm Number of hop 

Grass 18 
Flooding 28 
Centralized 1 
Multi-Master 5 
Random Walk 8 

Note that both Grass and Flooding algorithms expend considerably high hops to 
replicate the data in CMS Testbed. 
 

Table 4.24 Bandwidth and Time Usage of Grass Algorithm in CMS Testbed 
From To  Bandwidth (Mbps) Time(s) 

source S14 1000 10.00 
S14 S15 1000 10.00 
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S15 S25 2500 4.00 
S25 S26 2500 4.00 
S25 S21 10000 1.00 
S25 S23 10000 1.00 
S23 S22 155 64.52 
S22 S4 155 64.52 
S23 S24 10000 1.00 
S24 S5 155 64.52 
S24 S6 45 222.22 
S24 S7 100 100.00 
S24 S8 100 100.00 
S24 S9 45 222.22 
S24 S10 100 100.00 
S24 S11 155 64.52 
S24 S12 100 100.00 
S24 s13 45 222.22 

Total Time 1345.73 
 

Table 4.25 Bandwidth and Time Usage of Flooding Algorithm in CMS Testbed 
From To Bandwidth (Mbps) Time(s) 

source S14 1000 10.00 
S14 S15 1000 10.00 
S14 S23 1000 10.00 
S15 S25 2500 4.00 
S23 S24 10000 1.00 
S25 S26 2500 4.00 
S25 S21 10000 1.00 
S23 S22 155 64.52 
S22 S4 155 64.52 
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S24 S6 155 64.52 
S24 S7 45 222.22 
S24 S8 100 100.00 
S24 S9 100 100.00 
S24 S10 45 222.22 
S24 S11 100 100.00 
S24 S12 155 64.52 
S24 S13 100 100.00 
S22 S4 45 222.22 
S21 S1 622 16.08 
S21 S2 155 64.52 
S21 S3 622 16.08 
S26 S20 10000 1.00 
S20 S17 10000 1.00 
S20 S16 622 16.08 
S20 S19 2500 4.00 
S20 S27 10000 1.00 
S27 S0 622 16.08 
S27 S18 622 16.08 

Total Time 1506.63 
Table 4.26 Bandwidth and Time Usage of Centralized Algorithm in CMS Testbed 

From To Bandwidth (Mbps) Time(s) 
source S14 1000 10.00 

Total Time 10.00 
 

Table 4.27 Bandwidth and Time Usage of Multi-Master in CMS Testbed 
From To Bandwidth (Mbps) Time(s) 

  S14 1000 10.00 
S14 S15 1000 10.00 
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S15 S25 2500 4.00 
S25 S26 2500 4.00 
S26 S20 10000 1.00 
S20 S19 2500 4.00 

Total Time 23.00 
 

Table 4.28 Bandwidth and Time Usage of Random Walk Algorithm in CMS Testbed 
From To Bandwidth (Mbps) Time(s) 

  S14 1000 10.00 
S14 S23 1000 10.00 
S23 S22 155 64.52 
S22 S4 155 64.52 
S22 S21 155 64.52 
S21 S3 622 16.08 
S21 S2 155 64.52 
S21 S14 622 16.08 

Total Time 300.22 
 
Table 4.24, 4.25, 4.26, 4.27 and 4.28 show bandwidth between nodes and time usage 
measures undergo the same assumption as that of the EU data grid. Flooding performs 
the worst and Centralized is the best. 
 
4.2 Discussion 

The results obtained from OptorSim for Mean Job Time, Local Fie Access, and Effective 
Network Usage on EU Data Grid, CMS, and GridPP Network Topology Testbeds show 
that Grass and Flooding are equally comparable and better than Centralized, Multi-
Master, and Random Walk algorithms. However, in real situation, Flooding will occupy 
the entire network during the replication process that could cause temporarily traffic jam. 
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This makes it unattractive since no network service can afford such a suspension in 
normal operation. 

In addition, the number of hops and bandwidth and time in replication are in 
favor of Grass over Flooding algorithm as shown in Figure 4.20 and Figure 4.21. 

 
Figure 4.20 Number of hops for Grass, Flooding, Centralized, Multi-Master, and Random 

Walk on each network topology 

 
Figure 4.21 Time to Replicate for Grass, Flooding, Centralized, Multi-Master, and 

Random Walk on each network topology 
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CHAPTER 5 
CONCLUSION AND FUTURE WORK 

In this thesis, the Grass Growing Structure algorithm for replica positioning in a 
distributed environment is proposed based on natural grass growing process. The main 
idea rests on the pattern and amount of water irrigation that nourish grass growing. 
Thus, data replication process to the designated locations mimics the idea by 
introducing simple yet effective selection and replication of data over the network. 
Performance of the proposed algorithm is assessed in comparison with conventional 
Centralized Location, Multi-Master, Random-Walk, and Flooding algorithms. Evaluation 
was simulated using 3 standard benchmark testbeds, namely, EU Data Grid Network 
Topology, GridPP Network Topology, and CMS Network Topology. The results were 
satisfactory in terms of mean job time, effective network usage, number of file found in 
local file access, and bandwidth usage. The proposed Grass Growing Structure 
algorithm is better than Flooding algorithm in terms of bandwidth usage and other 
algorithms in terms of mean job time, effective network usage, and number of file found 
in local file access. Such contributions will entail a means to conserve the energy 
consumption in distributed processing as the information superhighway has proliferated 
in recent years. 
Future improvement can be conducted in a real environment such as a local area 
network to gauge if the above performance measures are valid, where and how fine-
tuning should be done. In addition, more distribution algorithms such as fragment 
transmission to reduce payload and enhance speed or delayed distribution to reduce 
traffic congestion could be incorporated. As such, energy consumption will be kept to 
minimal.
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Appendix B 

Conference Paper - 2013 International Conference on Computer, Network and 
Communication Engineering (ICCNCE 2013) ISBN: 978-90-78677-67-3 p.446-449  
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