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THAI ABSTRACT 

สันติสุข ก่องแก้ว : การออกแบบและพัฒนาระบบควบคุมกล้องถ่ายภาพและระบบบันทึก
ข้อมูลของเครื่องบินไร้คนขับเพ่ืองานแผนที่ทางอากาศ (A DESIGN AND DEVELOPMENT 
OF CAMERA CONTROLLER AND DATA LOGGER IN UNMANNED AERIAL VEHICLE 
(UAV) FOR AERIAL MAPPING) อ.ที่ปรึกษาวิทยานิพนธ์หลัก: ผศ. ดร.สรรเพชญ ชื้อนิธิ
ไพศาล{, 98 หน้า. 

โดยทั่วไป แผนที่ภาพถ่ายทางอากาศต้องการภาพถ่ายที่มีคุณภาพสูง เช่น ภาพที่แสดง
รายละเอียดชัดเจน ภาพถ่ายในแนวดิ่ง ภาพถ่ายต้องมีพ้ืนที่รายละเอียดที่ซ้อนทับ นอกจากนี้รวมถึง
ค่ า พ า ร ามิ เ ต อ ร์ ข อ ง  Interior orientation, exterior orientation แล ะ  ค่ า พิ กั ด ข อ ง ห มุ ด
ควบคุม  ทั้งหมดนี้มีความจ าเป็นส าหรับการประมวลภาพถ่ายเพ่ือท าแผนที่ออโธ  ดังนั้นการควบคุม
การถ่ายภาพและระบบบันทึกข้อมูลจึงมีความส าคัญและเป็นประโยชน์  อย่างไรก็ตาม ระบบดังกล่าว
ส่วนใหญ่จะไม่มีในระบบของอากาศยานไร้คนขับ 

งานวิจัยนี้น าเสนอการออกแบบและจัดท าตัวควบคุมกล้องถ่ายภาพแบบ 2  แกน และการ
พัฒนาระบบบันทึกข้อมูลส าหรับ UAV แบบปีกหมุน  เครื่องมือที่พัฒนาขึ้นนี้ใช้เพ่ือควบคุมกล้อง
ถ่ายภาพให้รักษาการถ่ายภาพให้อยู่ในแนวดิ่ง พร้อมกับบันทึกค่าพารามิเตอร์ exterior orientation 
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Generally, an aerial mapping requires image with good quality such as clear 
image, nearly vertical image, including more overlapping image, as well as constant 
interior orientation, exterior orientation parameters and ground control point (GCP), all 
of which are necessary for image processing to generate the orthophoto map. 
Therefore the control of imaging and data logging system are important and very 
useful. However, these kind of systems are generally not supported in UAV platform. 

This research will present the designing and creating of 2-axis brushless gimbal 
(camera controller), including the development of data logger for using in unmanned 
aerial vehicle (UAV) platform, particularly multi-rotor UAV (or Drone). Which these 
developed tools will be used in order to control and stabilize a camera for vertical 
imaging to get a nearly vertical image, as well as data logging of exterior orientation 
parameters for digital image processing and georeferencing in aerial mapping. The 
prototype of 2-axis brushless gimbal is capable of rotating around X-axis (roll) and Y-
axis (pitch) in a range of maximum at -45º to 45º by using Brushless DC (BLDC) motor, 
which helps the camera stabilize smoothly. The results of the experiment shows better 
quality of images that are derived from developed 2-axis brushless gimbal and data 
logger. Images were tilted in range of -1.889º to 2.099º and -1.247º to 1.625º of roll 
and pitch angles respectively. In addition, all exterior orientation parameters of each 
image can also be recorded to facilitate aerial mapping processing. 
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CHAPTER 1 
INTRODUCTION 

1.1 Statement of the problem  
In the recent years, in the field of photogrammetry and the remote sensing, an 

unmanned aerial vehicle (UAV) platform has been used extensively and popularly for 
collecting the data, which were mostly used in civil engineering applications such as 
an autonomous surveillance, emergency and disaster management, traffic surveillance 
and management, photogrammetry for 3D modeling, remote-sensing based inspection 
systems (Siebert and Teizer 2014). It is also used to measure of cell phone, radio, 
television signal coverage over any terrain and so on. It has many advantages such as 
low-cost, no needed a pilot, easy to transport from one place to another as well as it 
can fly in high risk situations, inaccessible area, adverse weather conditions, through 
poisonous gas clouds and over regions of high radioactivity at low altitude.  

The UAV system has been developed and expanded increasingly in the fields 
of aerial surveying. However, the low-cost UAV system it has still limited of the sensor 
payload in weight and dimension (Henri 2009). Hence, in order to select the 
appropriate equipment for small UAV should be considered due to some equipment 
that can find in the market but cannot use directly. Especially, the camera mounts or 
it’s called “Gimbal” due to limitation as a mentioned previously that includes the 
purpose of different usage. Because in photography applications, it was applied as 
mounting for the camera to control and stabilize gimbaled camera in order to use for 
taking photo, video, and filming on the terrestrial or aerial photography. Therefore, it 
is necessary to develop this equipment for a mission-oriented UAV (Lee, Kaminer et al. 
2010) like an tracking of the object or target in the real time for surveillance 
applications. 

In general, the fundamental of photogrammetric point determination requires 
image coordinate of tie points, constant interior orientation, exterior orientation and 
ground control points (GCPs) (Michael 2007). Which in the past, the exterior orientation 
parameter can be determined by GPS/IND (Legat 2006), with one or many images that 
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known position of GCP (Elnima 2013). But nowadays, there are low-cost sensors such 
as global positioning system (GPS), Barometer, and initial measurement unit (IMU) 
providing the continuous of estimated position, altitude and orientation of the UAV, 
which it’s possible to generate the georeferencing imagery directly from UAV without 
the use of GCP. The aerial mapping requires the good quality image that good quality 
such as clear image, nearly vertical image, including more overlapping image, as well 
as exterior orientation parameters, which all of them are important and indispensable 
for automatic processing to generate the orthophoto map. Therefore, the control of 
imaging and data logging system are important and very useful. However, this kind of 
systems is generally not supported in UAV platform. Data captured from UAV is 
typically the flight data log and images from a camera which they are recorded 
independently. Because of this limitation, it is time consuming for matching them 
together using time stamp between image and flight data log before processing map. 
Furthermore, during UAV is flying it is difficult to control itself in order to stabilize a 
vehicle along horizontal plane without tilting. Therefore, it may cause the acquired 
images to be blur and not sufficient overlap for a complete processing of the data set 
(Henri 2009).   

This research will present the design and development of camera controller 
and data logger in Unmanned Aerial Vehicle (UAV) for aerial mapping. Which consist of 
the design, and create the prototype of 2-axis brushless gimbal (camera mounts frame) 
including data logger in order to control the imaging in horizontal plane to get the 
nearly vertical images and record the exterior orientation data for supporting the 
automatically digital images processing and georeferencing. 

 
1.2 Objectives 

The main objectives of this research are: 

1.2.1 To design and create a prototype of gimbal (camera controller) for small 
UAV platform. Particularly, rotary wing type in order to use together with a compact 
digital camera in the aerial photography. 
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1.2.2 To make the data logger for recording the exterior orientation data from 
many sensors while imagery were taken. 

 
1.3 Scope of research 

1.3.1 Application program that used in research 
1) Arduino IDE (Ver. 1.0.5-r2) 
2) Brushless Gimbal - BruGi (Ver. 50_r217) 
3) Mission Planner (Ver. 1.3.19) 
4) Autodesk AutoCAD (Ver. 2015) 
5) KISSlicer (Ver. 1.1.0.14) 
6) Agisoft PhotoScan (Ver. 1.1.4) 

1.3.2 Equipment that used for research and development 
1) Small UAV, which is rotary wing type consist by six propellers 

(Hexacopter). 
2) Compact digital camera (Pentax Optio WG-2). 
3) Brushless DC motor for gimbal (EMAX GB2210). 
4) Gimbal controller board and IMU (RCTIMER 2-axis brushless gimbal 

controller & IMU v1.0). 
5) Arduino controller board (Arduino Mega 2560). 
6) Breakout board IMU (MPU-9150). 
7) Breakout board for SD-MMC and SD card. 
8) Infrared (IR) transmitter. 
9) 3D printer (ExtraBot).  

1.3.3 Data that used in research 
For the data used to this research comprise of images with attributes 

data (file name or number of image, date, time), interior orientation parameters (focal 
length, principal distance, lens distortion) that derived from digital camera, and exterior 
orientation parameters (latitude, longitude, altitude, roll, pitch, yaw angles) that 
derived from GPS receiver module, Barometer, and IMU. Which all of the data were 
recorded into SD card and they are the data that derived from actual experiment. 
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In addition, in this research the ground control point (GCP) will not be 
used in the orthophoto mosaicing. 

 
1.4 Expected Benefits 

The expected outcomes of this research are: 
1.4.1 Obtain an appropriate tool for aerial photography used with a small UAV 

platform. Particularly, rotary wing type. 
1.4.2 Obtain the nearly vertical image and log file (exterior orientation 

parameters) for processing of orthophoto with georeferencing.  
1.4.3 Reduce the procedure and time for collecting, preparing of the images 

and important data for processing. 
 



 
 

CHAPTER 2 
RELATED TECHNOLOGY AND LITERATURE REVIEWS  

In this chapter the hardware, software, and principles that related with this 
research will be described. To meet the objectives of this research, there are several 
components have to be concerned. The characteristics of UAV have to be reviewed.  
The camera controller requires two parts including a gimbal to keep the camera 
stabilized and data logger to record all necessary parameters for photogrammetry 
processing.  All parts relating to building up the camera controller will be described.  
The theory of photogrammetry will be briefly introduced.  Finally the related research 
will be drawn.  
 
2.1 UAV system 

In the last few years, the members of open source community have developed 
flight control, which supporting many modes of flying such as stabilized, altitude hold, 
loiter, return-to-launch (RTL), follow me, auto (take-off, landing, way point navigation) 
and so on. The follow me mode allows system to follow another one in an automated 
flying mode. The return-to-launch mode is essential mode for fail safe condition. 
Furthermore, in particular the way point navigation function is a useful tool for 
photogrammetric applications (Henri 2009). 

In addition, UAVs can be categorized by its structure and by its type of taking-
off/landing. The following explains the advantages and limitations of four main UAV 
types. Table 2.1 summarizes the UAV categories. 
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Table 2.1 Comparison of advantages and limitations of existing flight systems (Siebert 
and Teizer 2014) 
Aircraft Type Airships  Fixed wing aircraft  Helicopters  Multicopters  

Efficiency and range* Very good  Very good  Average  Poor  
Flexibility and maneuverability  Average  Poor  Very good  Very good  
Weather dependency  Poor  Good  Good  Good  

Payload  Very good  Good  Very good  Average  
Safety  Good  Average  Poor  Average  

Complexity and simplicity  Good  Average  Poor  Good  
Running costs  Poor  Average  Average  Very good  

Setup time Poor  Average  Good  Very good  
 

(*can be limited by federal or state regulations) 
 

 

Figure 2.1 The main components of the developed quadcopter UAV system 
(Siebert and Teizer 2014) 

 
Multicopter is a special type of a rotary wing aircraft. The torque does not 

create energy loss due to the rotors rotating in the opposite direction. The high 
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efficiency of helicopters has yet to be met because of its reliance on electronic motors 
and batteries. Their main advantage is the ease of operation, high flexibility, and 
stability. Commonly used multicopters have at least four rotors (quadrocopter), but 
can have more (hexacopter or octocopter) for redundancy purposes. Purchasing cost 
and maintenance typically increases respectively, although an increase in safe 
operation and payload are sometimes important factors to consider. Multicopters can 
also be programmed to fly autonomously along pre-programmed waypoints. Several 
software supports for this purpose (Siebert and Teizer 2014). 

 
2.2 Camera controller system 

Camera mounts for small format aerial photography (SFAP) vary tremendously 
depending upon the type of platform, camera, and functional requirements for camera 
operation (James, Irene et al. 2010). The mount could be as simple as a hand-held 
camera shooting out the window of a small airplane, helicopter, multicopters, or as 
complex as a camera controller. Which the camera controller system may comprises 
of camera controller and many sensors such as, barometer (altimeter), GPS, IMU, and 
data logger for using in the specific work like a photogrammetry.  

In addition, every sensors that input into this system will be added weight, 
power, and integration issues. Therefore, these complications should be taken into 
account when considering camera controller system for using on small UAV platform 
to apply in the aerial mapping applications. 

2.2.1. Gimbal (camera controller) 
Gimbal is a pivoted support that allows the rotation of an object around 

axis. It is extensively used in components that are required to stay stable in unsteady 
conditions. Basically a gimbal consists of two or three rings attached to each other 
axially at 90°, with the component to be protected against movement suspended 
between the rings. 

Gimbal was used to prevent the movement of the early compasses on 
ships. Nowadays it has a multitude of applications such as inertial navigation, rocket 
engines, photography, filming and video. 
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Figure 2.2 A set of three gimbals mounted together, each offers a degree of freedom: 
roll, pitch and yaw 

(Source:ihttp://upload.wikimedia.org/wikipedia/commons/5/5a/Gimbal
_3_axes_rotation.gif) 

 
1) Inertial navigation 

In inertial navigation, as applied to ships and submarines, a minimum of 
three gimbals are needed to allow an inertial navigation system (stable table) to remain 
fixed in inertial space, compensating for changes in the ship's yaw, pitch, and roll. In 
this application, the Inertial Measurement Unit (IMU) is equipped with three 
orthogonally mounted gyros to sense rotation about all axes in three-dimensional 
space. The gyro outputs drive motors controlling the orientation of the three gimbals 
as required to maintain the orientation of the IMU. 

2) Rocket engine 

In spacecraft propulsion, rocket engines are generally mounted on a 
pair of gimbals to allow a single engine to vector thrust about both the pitch and yaw 
axes; or sometimes just one axis is provided per engine. To control roll, twin engines 
with differential pitch or yaw control signals are used to provide torque about the 
vehicle's roll axis. 

http://upload.wikimedia.org/wikipedia/commons/5/5a/Gimbal_3_axes_rotation.gif
http://upload.wikimedia.org/wikipedia/commons/5/5a/Gimbal_3_axes_rotation.gif
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3) Photography 

Gimbals are also used to mount everything from small camera lenses 
to large photographic telescopes. In portable photography equipment, single-axis 
gimbal heads are used in order to allow a balanced movement for camera and lenses. 
This proves useful in wildlife photography as well as in any other case where very long 
and heavy telephoto lenses are adopted: a gimbal head rotates a lens around its 
center of gravity, thus allowing for easy and smooth manipulation while tracking 
moving subjects. 

Very large gimbal mounts are used in satellite photography for tracking 
purpose. In addition, gyro stabilized gimbals which house multiple sensors are also 
used for airborne surveillance applications. 

 

 

Figure 2.3  A Baker-Nunn satellite-tracking camera on an altitude-altitude-
azimuth mount 

(Source: http://upload.wikimedia.org/wikipedia/commons/thumb/f/f8/Baker-
Nunn_camera_001.JPG/200px-Baker-Nunn_camera_001.JPG) 

 
4) Filming and video 

Handheld gimbals are used in stabilization systems designed to give the 
camera operator the independence of handheld shooting without camera vibration or 
shake. By using the brushless motors, the gimbals can keep the camera level on all 

http://upload.wikimedia.org/wikipedia/commons/thumb/f/f8/Baker-Nunn_camera_001.JPG/200px-Baker-Nunn_camera_001.JPG
http://upload.wikimedia.org/wikipedia/commons/thumb/f/f8/Baker-Nunn_camera_001.JPG/200px-Baker-Nunn_camera_001.JPG
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axes as the camera operator moves the camera. An inertial measurement unit (IMU) 
responds to movement and use separate motors to stabilize the camera. 

In addition, the gimbals can be mounted on cars and drones, where 
vibrations or other inconceivable movements would make tripods or other camera 
mounts unacceptable. 

 

Figure 2.4 2-axis handheld gimbal 
(Source: http://www.aliexpress.com/store/product/G-Stabilizer-2-Axis-Brushless-

Camera-Gimbal-Video-Stabilizer/811281_1783496846.html) 
 

 

Figure 2.5 2-axis aerial gimbal 
(Source: http://www.rcmart.hk/images/upload/RCX08-011-2-Axis-Brushless-Gimbal-for-

DSLR-Camera-Gimbal-Brushless-Motor-01.jpg) 

http://www.aliexpress.com/store/product/G-Stabilizer-2-Axis-Brushless-Camera-Gimbal-Video-Stabilizer/811281_1783496846.html
http://www.aliexpress.com/store/product/G-Stabilizer-2-Axis-Brushless-Camera-Gimbal-Video-Stabilizer/811281_1783496846.html
http://www.rcmart.hk/images/upload/RCX08-011-2-Axis-Brushless-Gimbal-for-DSLR-Camera-Gimbal-Brushless-Motor-01.jpg
http://www.rcmart.hk/images/upload/RCX08-011-2-Axis-Brushless-Gimbal-for-DSLR-Camera-Gimbal-Brushless-Motor-01.jpg


 11 

2.2.1.1. Open source brushless gimbal controller 
The brushless gimbal controller board is used with brushless DC (BLDC) 

motors. It comprises of sensor unit with gyro and accelerometer. The controller unit 
receives data from IMU to define camera inclination angles. PID-controller calculates 
the amount of compensation and sends command to the power unit, which it controls 
the current in the windings and thus the direction of the vector of magnetic field in 
the stator. Magnetic field then moves the rotor to the right position. 

An open source 2- axis brushless gimbal controller boards based on 
controlling of Arduino programming are shown below. Each one has some subtle 
differences but they all perform about the same (Martinez brushless gimbal controller, 
2014). 

 

Figure 2.6 2-axis brushless gimbal controller (BGC) RC Timer V1.0 board 
(Source: http://www.itsqv.com/QVW/index.php?title=File:Rct02.jpg) 

 

 

Figure 2.7 2-axis brushless gimbal controller (BGC) 2.0/2.1 style board 
(Source: http://www.itsqv.com/QVW/index.php?title=File:BGC20.jpg) 

http://www.itsqv.com/QVW/index.php?title=File:Rct02.jpg
http://www.itsqv.com/QVW/index.php?title=File:BGC20.jpg
http://www.itsqv.com/QVW/images/d/da/Rct02.jpg
http://www.itsqv.com/QVW/images/5/53/BGC20.jpg
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Figure 2.8 2-axis brushless gimbal controller (BGC) Martinez V3 board 
(Source: http://www.itsqv.com/QVW/index.php?title=File:Martinez_V3a.jpg) 

 

2.2.1.2. Brushless DC motor (BLDC) 
The brushless motor is designed with an armature that is surrounded 

by one or more electromagnets.  The current switch is controlled by a micro controller 
or computer.  The flexibility of the brushless motor is in the analogue hardware or 
digital firmware; it allows for “micro stepped” operation for slow and/or fine motion 
control, and a holding torque when stationary. 

Almost all brushless motors will have the KV ratings stamped 
somewhere on them. Some motors will have KV ratings on the motor, but some time 
will only see on the motor’s spec sheet. The KV is means round per minute (RPM) of 
motor per volt with no load. A brushless motor with a lower KV will not run fast, but 
give high torque. On the other hand, a brushless motor with a higher KV will have more 
top end speed, but give less torque. 

 

Figure 2.9 Brushless DC motor for gimbal 
(Source: http://www.axisgimbal.com/direct-drive-brushless-motor/) 

http://www.itsqv.com/QVW/index.php?title=File:Martinez_V3a.jpg
http://www.axisgimbal.com/direct-drive-brushless-motor/
http://www.itsqv.com/QVW/images/e/e6/Martinez_V3a.jpg
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The advantages brushless DC motors also known as a Brushless DC 
(BLDC) when comparing to brush DC motors, are more torque per weight, more torque 
per watt, more efficient, longer life, lightweight, quiet and overall reduction of 
electromagnetic interference (EMI). For the application, BLDC are the engines that 
enable the camera move up, down, left, and right.  Typically can see axis gimbals using 
“Outrunner” brushless motors due to increased torque, power, and speed control. 

To control the motors, a special controller was designed. It receives 
information from gyroscopes and accelerometers mounted on the camera platform. A 
standard IMU algorithm is used to define camera inclination angles. With the remote 
control, operator sets desired tilt angle. PID-controller calculates the amount of 
compensation and sent command to the power unit, which controls the current in the 
windings and thus the direction of the vector of magnetic field in the stator. Magnetic 
field moves the rotor to the right position (Aleksey 2012). 

2.2.1.3. Mechanical design of gimbal frame 
To design gimbal frame should be considered the weight, balance, 

friction of joints between ring, limitation of rotation angles around axes X and Y of 
rings, center of rotation of the optical axis, and vibration of UAV. The major principles 
of mechanical designs of the gimbal frame for the imaging applications are as follow: 

- The possibility of precise balancing on three axes: the better the balance, the 
lower the current need for stabilization. 

- each axis of rotation passes through the center of gravity (CG) of the "Camera 
+ frame" system and rigidly connected to the BLDC motor 

- Mechanical rigidity of bearing elements: to prevent resonances from working 
propellers in flight. 

- Minimizing friction in the joints: the better the gimbal axis are unleashed from 
UAV camera platform, the less effort is required from the engine to stabilize. 

- Elimination of vibrations from the main UAV frame: the vibrations have a 
negative impact on the quality of the video. But another negative effect in this system 
is that vibration will lead to self-excitation of the closed-loop controller (Aleksey 2012). 
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2.2.1.4. Tuning of BLDC motor 
The important parameters for tuning of BLDC motor in order to control 

its rotation consists of pulse with modulation (PWM) and proportional integral 
derivative (PID). 

1) Pulse width modulation (PWM) parameter 

PWM is a direct multiplier of the power provided to the motors by the 
controller from the battery. Higher 'PWM' usually means better performance especially 
for erratic flying and or harsh conditions but also means more heat on the motors, 
which 'PWM' value should be no higher than what is required for stability. In addition, 
should be check the motors and control board for heat when tuning and lower the 
'PWM' value if necessary. 

- Low PWM - will result in the gimbal being pushed into position by 
wind or other weak forces with not enough power to recover. 

- High PWM - can result in motor heating, aggressive oscillation and 
controller failure. 

2) Proportional integral derivative (PID) parameter 

PID (proportional-integral-derivative) is a control loop feedback system 
often utilized in automatic control devices. The gimbal PID controller calculates an 
"error" value as the difference between a measured position (by MPU-6050 sensors) 
and a desired set point. The controller tries to minimize the error in outputs by 
adjusting the process control inputs. 

- P - is a basic factor of stabilization, sets gain of the signal from the 
gyro in the feedback loop, describes the power of disturbance response. Higher values 
imply a stronger response reaction to external disturbance. You should raise this value 
until the stabilization quality of fast disturbances will be adequate. If the “P” value is 
too high, the oscillations of the axis will start to be present.  

- I - is a gain factor of the absolute error of stabilization (the difference 
between the target and current angles) in the feedback system. The value I is tuned 
in the least to achieve minimum angle error.  
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- D - is a stabilization factor of P. When the value of D is not sufficient, 
the system may go into a state of self-excitation. The “D” value reduces the reaction 
speed. This value helps to get rid of low-frequency oscillations. A “D” value that is too 
high can cause high-frequency oscillations and noise (Martinez brushless gimbal 
controller, 2014). 

2.2.2. Data logger 
Data logger is generally made up of many hardware. If consists of some 

kind of acquisition system such as, analog sensors, digital sensors to obtain data. If also 
contains some kind of memory for storing sizeable quantities of data over a long period 
of time (Jeremy 2013). 

Furthermore, any sensor whether it’s breakout board SD card, GPS 
receiver module, MPU and infrared transmitter can be connected to the analog and 
digital input on the Arduino controller board. Moreover, Arduino controller board can 
be connected with two or more by using serial port to send and receive the data each 
other. All data that store on the SD card can be open the file in text editor or other 
programming, which can be made graphing and visualizing the data to get a better 
understanding of its trends. 

The Arduino doesn’t have a convenient way of storing data, apart from 
the onboard Electrically Erasable Programmable Read-Only Memory (EEPROM), which 
is only suitable for storing configuration settings and tiny amounts of data. To store the 
data logged from many sensor the other external memory such as Secure Digital (SD) 
cards was used for storing more data, because SD memory card had high capacity than 
onboard EEPROM on the Arduino (Martin, Joshua et al. 2013). 

2.2.2.1. SD cards and SD library 
SD cards are one of the best ways to store data externally. It had high 

capacity that should have plenty of space not only for data logging but also hosting 
other resource files  (such as sound files to play or pictures to display), and Arduino 
comes with an SD library, making reading from and writing to SD cards easy. 
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Table 2.2 provides an overview of the main SD class functions available 
in the SD library. There are many File class functions enabling to read from and write 
to files. Table 2.3 provides a list of the main File class functions. 

 
Table 2.2 SD library SD class functions (Martin, Joshua et al. 2013) 

Function Description 

begin(ChipSelect) Initializes the SD library and card, optionally passing  
  in the chip select pin. 
exists() Tests if a file or directory is present on the SD card. 
mkdir("/directory/to/create") Creates or removes a directory on the card. 
rmdir("/directory/to/remove")   
open("file/to/open", mode) Opens or removes a file at the specified path. When  
remove("file/to/remove") opening, can specify a mode (FILE_READ or 

  
FILE_WRITE) if would like to limit access to only 
reading, or to read and write to the file. 

 
Table 2.3 SD library File class functions (Martin, Joshua et al. 2013) 

Function Description 

available() Checks for bytes available to be read from the file 
close() Closes a file, ensuring all data is written to the SD card 
flush()  Ensures data is physically saved to the SD card; used by close() 
print() Prints or writes data to the file 
println()   
write()   
read() Reads a byte from the file 

 
 Sketch for an SD card sensor logger 

This section shows a simple how to log sensor data which get from one 
of the analog inputs (analog input 0) to SD cards. 
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SD card data logger: 

#include <SD.h> 
const int chipSelect = 4;  
void setup() 
{ 
  Serial.begin(9600); 
  Serial.print("Initializing SD card..."); 
  pinMode(10, OUTPUT);  
  if (!SD.begin(chipSelect)) { 
    Serial.println("Card failed, or not present"); 
    return;  
  } 
  Serial.println("card initialized.");  
} 
void loop() 
{ 
  String dataString = " "; 
  int sensor = analogRead(0);  
  dataString += String(sensor); 
  File dataFile = SD.open("datalog.txt", FILE_WRITE); 
  if (dataFile) { 
    dataFile.println(dataString);  
    dataFile.close(); 
    Serial.println(dataString);  
  }   
  else { 
    Serial.println("error opening datalog.txt"); 
  }  
}  

 

Include 
SD library Initialize serial 

for debugging 
 

Set default chip 
select to OUTPUT 

 

Check for 
SD card 

 

❶ 

Create a string to 
store data reading 
 

❷ 

Read sensor data and 
store in data string 
 

❸ 

Open file, 
print data, 
and close 

 

❹ 

Print to serial 
for debugging 
 

❺ 
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❶ First must check to make sure a SD card is present. If it is, everything 
should open up properly; if not, must return.  

❷ Once it’s all set up, the main loop will be start and create a string 
to store the data.  

❸ Read and store the current sensor reading into a String. 

❹ Open the data and print the data to the file before calling close. 

❺ Print the data to the console for debugging. 
 

2.2.2.2. ArduPilot Mega controller board 
ArduPilot (also ArduPilotMega - APM) is an open source unmanned 

aerial vehicle (UAV) platform. It is able to control autonomous multicopters, fixed-wing 
aircraft, traditional helicopters and ground rovers (3DRobotics 2007). It was created in 
2007 by the DIY Drones community based on the Arduino open-source electronics 
prototyping platform.  

An APM consists of a barometric pressure sensor for altitude, compass, 
Inertial Measurement Unit (IMU) including the accelerometers, gyroscopes and 
magnetometers. This can turn any RC vehicle into a fully autonomous unmanned aerial 
(or ground) vehicle. Depending on which software that choosing, it can fly fixed-wing 
aircraft, multicopter, helicopters, and control ground rovers and boats. 

APM has main feature as follows: 

- Free open source firmware supports planes, multicopters (quads, hex, oct, 
etc), helicopters and ground rovers. 

- Simple setup process and firmware loading via a point-and-click utility. No 
programming required. 

- Full mission scripting with point-and-click desktop utilities. 
- Can support hundreds of 3D waypoints. 
- Two-way telemetry and in-flight command using the powerful MAVLink 

protocol. 

http://plane.ardupilot.com/
http://plane.ardupilot.com/
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- Choice of free Ground Stations, including the state-of-the-art Mission Planner 
which includes mission planning, in-air parameter setting, on-board video display, voice 
synthesis, and full data logging with replay. 

- Autonomous takeoff, landing and special action commands such as video and 
camera controls 

- Supports full "hardware-in-the-loop" simulation with Xplane and Flight Gear 

 
Figure 2.10 APM 2.5 controller board 

(Source: http://copter.ardupilot.com/wiki/common-installing-3dr-ublox-
gps-compass-module/) 

 
2.2.2.3. GPS receiver module 

GPS receiver module is a self-contained high-performance Global 
Positioning System receiver designed for navigation, tracking and positioning 
applications. New improved GPS Module has built-in antenna and memory back-up for 
OEM and hobbyists projects. GPS module is low power consumption and high 
sensitivity. It is ideal for navigation systems, distance measurements, vehicle monitoring 
and recording, boating direction, flying direction and location, together with hiking and 
cross country exploring.  

GPS receiver module includes high precision surface mount technology 
to provide both high accuracy and very compact size. The module can be easily 
installed on a main board, with all inputs using standard Transistor–Transistor Logic 
(TTL) signal levels. A National Marine Electronics Association (NMEA) is a standard 
protocol for communication with GPS receiver modules of a serial link. NMEA format 
messages are provided to give position, satellite information, time, etc. (Dale 2002). 
The module can be easily connected directly to a microcontroller to display and 

http://copter.ardupilot.com/wiki/common-installing-3dr-ublox-gps-compass-module/
http://copter.ardupilot.com/wiki/common-installing-3dr-ublox-gps-compass-module/
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record this information. GPS navigation system can connect to a pocket pc for a low 
cost navigation system.  

 

Figure 2.11 3DR UBlox GPS + Compass Module 
(Source: http://copter.ardupilot.com/wiki/common-installing-3dr-ublox-

gps-compass-module/) 
 

2.2.2.4. Motion Processing Unit (MPU) 
In present, the latest Motion Processing Unit (MPU) integrate 9-axis 

motion tracking device that combines a 3-axis Micro Electro Mechanical systems 
(MEMS) gyroscope, a 3-axis MEMS accelerometer, a 3-axis MEMS magnetometer and a 
Digital Motion Processor (DMP) hardware accelerator engine. The MPU was used in 
various applications (InvenSense 2011) such as the following: 

- BlurFree technology (for Video/Still Image Stabilization) 
- AirSign technology (for Security/Authentication) 
- TouchAnywhere technology (for “no touch” UI Application 

Control/Navigation) 
- MotionCommand technology (for Gesture Short-cuts) 
- Motion-enabled game and application framework 
- InstantGesture iG gesture recognition 
- Location based services, points of interest, and dead reckoning 
- Handset and portable gaming 
- Motion-based game controllers 
- 3D remote controls for Internet connected DTVs and set top boxes, 3D mice 
- Wearable sensors for health, fitness and sports  
- Toys  

http://copter.ardupilot.com/wiki/common-installing-3dr-ublox-gps-compass-module/
http://copter.ardupilot.com/wiki/common-installing-3dr-ublox-gps-compass-module/
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- Pedestrian based navigation 
- Navigation 
- Electronic Compass 

 
2.3 Photogrammetry 

2.3.1. Coordinate systems 
Coordinate systems are necessary for the photogrammetric processing 

of UAV data. The coordinate systems that mention in this section comprises of global 
coordinate system, local coordinate system, platform and device coordinate systems, 
and image coordinate systems. 

2.3.1.1. Global coordinate system 
Global coordinate systems are described as solar or earth fixed 

coordinate system, where the coordinate axis are for example defined by means of 
VLBI (Very long baseline interferometry), SLR (Satellite Laser Ranging), GPS 
measurements or observation to quasars. These systems have a defined origin; for the 
geocentric coordinate systems this is the center of gravity of the earth. GPS 
measurements use the WGS84 (World Geodetic System 1984), which is a geocentric 
coordinate system. The center of gravity results from the global equipotential model 
of the earth. 

 

Figure 2.12 Model of the geodetic coordinate system WGS84 (Henri 2009) 
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2.3.1.2. Local coordinate system 

In contrast to the global coordinate system, the local coordinate 
systems are only applied for a small area. Generally, these systems are right-handed 
systems centered at a chosen point, with the X-axis being a tangent to the local 
parallel and looking toward East. The Y-axis is tangent to the local meridian and looks 
toward North, while the Z-axis is directed upwards using orthometric heights (geoid). 

 

Figure 2.13 Earth centred earth fixed (ECEF) and local east, north, up (ENU) 
coordinates 

(Source: http://en.wikipedia.org/wiki/Geodetic_datum) 
 

2.3.1.3. Platform and device coordinate systems 
UAV, Initial navigation system (INS) and camera systems are local 3D 

Cartesian coordinate systems. The INS system of the UAV determines also the 
coordinate system of the navigation and stabilization unit of UAV system. With respect 
to the inertial reference frame, the rotation angles are defined as: Yaw angle (Ψ) around 
Z-axis, pitch angle (Θ) around Y-axis and roll angle (Φ) around X-axis.  

The camera coordinate system depends on the orientation of the 
camera mounted on the UAV. In general, the X-axis of the camera is mounted parallel 
to the bow direction of the UAV (flight direction), the Z-axis is parallel to the acquisition 

http://en.wikipedia.org/wiki/Geodetic_datum


 23 

axis with the normal to the baseline and the Y-axis completes the right-hand-
coordinate system. The center of origin is defined by the projection center of the 
camera. 

 

 
Figure 2.14 Scheme of the main navigation sensors and camera integrated 

in the UAV (Henri 2009) 
 

2.3.1.4. Image coordinate systems 
The sensor coordinate system is a 2-dimensional system, where the 

'yPho -axis (rows) is parallel to the acquisition axis and the 'xPho -axis (columns) is defined 
lateral (see Figure 2.15). The center of the image M’ ( Mx and My ) is defined by means 
of reference or fiducial points (film based system) or the pixel array (electronic 
systems). The principal point H’ ( px and py ) is defined as the intersecting point of the 
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optical axis and the image plane. The sensor coordinates (Pixel for digital cameras) can 
be transformed into metric coordinates using the pixel size xp  and 

yp  (equation 1). 

 

yMPho

xMPho

pyyy

pxxx

)'('

)'('




     (1) 

 

 

Figure 2.15 Definition of sensor and image coordinate system (Henri 2009) 
 

2.3.2. Geometry of photograph 
The vertical and tilted photograph are illustrated by the nadir angle (v), 

which is the angle between the optical axis and the vertical line through the 
perspective center (nadir- line) and is the composition of depression angle. Therefore, 
images are classified according to their degree of tilt from vertical (James S. Aber et al., 
2010). 

- True vertical (v = 0º, often difficult in practice particular with typical small 
UAV platform) 

- Near-vertical or slightly tilted (v < 3º) 
- Low oblique (v ≥ 3º, horizontal not visible) 
- High oblique (usually v > 70º, horizontal visible) 
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Figure 2.16 Vertical photograph taken over completely flat terrain 
(James, Irene et al. 2010) 

 

 

Figure 2.17 Tilted photograph taken over completely flat terrain 
(James, Irene et al. 2010) 

 

2.3.3. Interior orientation 
The interior orientation, or sensor model, defined the sensor or the 

camera characteristics required for the reconstruction of the object space bundle of 
rays from the corresponding image points. These characteristics comprises of focal 



 26 

length or principle distance, the location of the principal point in the image plane, and 
description of the lens distortion. The principal point (o) is defined as the intersection 
of the optical axis with the image plane and falls quite close to the origin of the image 
coordinate system at the image center (James, Irene et al. 2010). 

 
Figure 2.18 The focal length and position of principal point of photograph 

(Nielsen 2004) 
 

 

Figure 2.19 Lens distortion models (Xiang and Tian 2011) 
 

2.3.4. Exterior orientation 
The exterior orientation or platform model establishes the position and 

orientation of the bundle of rays with respect to the object coordinate system. The 
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element of exterior orientation includes the position ( 000 , Z, YX ) and three 
orientation (ω , φ , κ ), which can be determined by using the GPS and IMU 
information. (James, Irene et al. 2010). 

 
Figure 2.20 The exterior orientation parameters of photograph 

(Nielsen 2004) 
 

2.3.5. Direct georeferencing 
The direct georeferencing is defined as the direct measurement of the 

exterior orientation parameters for each image or scanning line of line sensors and 
aerial laser scanners. Thus, the exterior orientation parameters are observed through 
the GPS and INS sensors integrated into the platform. 

Using the coordinate systems defined previously, for each point 
observed in the image (P), the relation between camera and ground coordinate system 
(Ob) can be described with the following equation (2).  
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The parameters of the interior orientation are the principal point ( px

and py ) and the focal length f, while the parameters of the exterior orientation consist 
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of coordinates of the projection center in the object coordinate system and the 
rotations matrix Ob

P

Ob

P RR ).,,(   is the rotation matrix from image coordinate into the 
object coordinate system.   is a scale factor. 

The position of the camera from GPS and INS in the UAV are similar to 
the components that attached in manned aircrafts (Henri 2009). Therefore, the 
equation (2) can be expanded to equation (3). 
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The single terms are defined as follows:  
 

Object point in object coordinate system (Global or local 
coordinate system) Object 
 

 

GPS/INS position in the object coordinate system Object 
 

Vector between INS and projection center of the camera, 
defined in the INS coordinate system. 

 

Vector between GPS (antenna phase center) and INS, 
defined in the INS coordinate system. 

Rotation of the INS coordinate system into the object 
coordinate system Object the rotation angles are 
defined through the GPS/INS module. 

Rotation of the image coordinate system P into the INS 
coordinate system 
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2.4 Related researches 
Dae woo Lee et al., (2010) developed electro-optical system (EOS) for small 

unmanned aerial vehicle (UAV) especially fixed wing type, to track images and measure 
3-D position of target in real time using process of Kalman filter. This developed system 
consists of transmission system, gimbal controller, and image acquisition system, as 
well as algorithm for the EOS such as arithmetic and linear parametric varying (LVP). 
The results of study had found the difference between a known target position and 
target position obtained by image becomes minimum value. Using developed system 
with the modified LPV based nonlinear filter, can be verify that the average error is 
within 10 m on 3-D measurement. (Lee, Kim et al. 2010) 

Deok-Jin Lee et al., (2010) developed feature following control, distributed 
navigation algorithm and low-cost imaging sensor unit such as gimbaled camera system 
to the target tracking for real-time visual surveillance using a small unmanned aerial 
vehicle, which developed the algorithms and 2-axis servo (pan, and tilt) gimbaled 
system in order to usage for track the feature path of a general road. The results of 
study had found the feature following errors between the commands and true UAV 
track and the mean value of the deviation errors reside within 40m and the maximum 
deviation from the desired trajectory is about 50m during the feature following 
application. (Lee, Kaminer et al. 2010) 

Ashraf Qadir et al., (2013) developed a vision-based neuro-fuzzy controller for 
a two axes (pan, and tilt) gimbal system with small UAV, which used the vision-based 
object detection of position and difference in positions as inputs generate pan and tilt 
motion and velocity commands for the gimbal motion controller that in turns moves 
the camera in order to keep the interest object at the center of the image frame. The 
results of study had found the controller is able to converge effectively and generate 
accurately position and velocity commands to keep the object at the center of the 
image frame. (Qadir, Semke et al. 2013) 

Aleksander Nawrat et al., (2013) designed and created prototype of stabilized 
UAV gimbal for day-night surveillance applications and developed algorithm for 
stabilization. The prototype gimbal is capable of pan and tilt rotation of a camera in 
range of full 360 degrees by using two servos with 10 bit resolution which full turn 
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takes approximately 1.2 second, the feature of gimbal is used for tracking detected 
target pan and tilt gimbal’s capabilities without the need to change the trajectory of 
the whole UAV. The results of study have shown a great potential of gimbal for target 
detection and tracking object while it was rotate by pan and tilt. 

A gimbal has been developed for mounting on UAV and also used in aerial 
photography applications for tracking the object or target in the real time for 
surveillance applications. (Aleksander, Karol et al. 2013) 

 



 
 

CHAPTER 3 
RESEARCH METHODOLOGY  

This chapter describes the detail in designing and creating a gimbal (camera 
controller) and data logger for using in aerial mapping on UAV. The workflow of this 
research work is shown in following Figure 3.1. 

Design, create the gimbal (Camera 
mounts) frame and make the data 

logger

Coding of controllers

Verify the 
conditions as 

defined

Collect the data

Pass

No Pass

Process the image data

Results and discussion

Conclusions

Study of theories 
and related researches

Testing of gimbal and 
data logger

Gimbal controller Data logger
Digital camera 

shutter

 
 

Figure 3.1 Diagram of the research workflow 
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3.1 Design and creating of gimbal  
3.1.1 Design of gimbal frame 

The commercial software as Autodesk AutoCAD 3D has been used for 
designing and modeling 2-axis brushless gimbal (Figure 3.2). The purpose of this work 
was to create a camera controller that is capable of attaching on small UAV such a 
multi-rotor. The issue have to be considered for designing the gimbal are as follows: 

- Weight of gimbal frame 
- Dimensions of gimbal frame for attaching a camera 
- Balance of a camera in 2-axis 
- Friction of joints between ring 
- Limitation of rotation angles around axes X and Y of rings 
- Center of rotation of the optical axis 
- Vibration of UAV 
- Space for placing of controller boards and motors. 

 

 
Figure 3.2 Modeling of 2-axis brushless gimbal frame 

 
A design of this gimbal is divided into three main components. For the 

first component is a part of gimbal ring, which consist by three rings and steering arm. 
The second is an anti-vibration which include two plates with holes in order to put a 
rubber ball. The last one is a case for covering of controller boards. In addition it 
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designed to able to rotate a camera around X-axis (roll) and Y-axis (pitch) in range of 
maximum at -45º to 45º by using Brushless DC (BLDC) motor, which has shown in  
Figure 3.3 the developed model of 2-axis brushless gimbal frame for small UAV. 

 
Figure 3.3 The developed model of 2-axis brushless gimbal frame for 

small UAV (Drone) 
 

3.1.2 Creating of gimbal frame 
A 3D printer (Figure 3.4) was used in order to create the objects from 

designed 3D models. The 3D printer is an appropriate tool for build up the prototype 
of gimbal frame. 

 
Figure 3.4 An ExtraBot 3D printer 
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A KISSlicer software was used for slicing of 3D models and creating of 
G-code file (see Figure 3.5). G-code is a file that used for printing the gimbal frame. A 
polylactic acid (PLA) was used as material for printing gimbal. 

 
Figure 3.5 The slicing of a model by using KISSlicer 

 
The object of the gimbal frame that get from the printing by using a 3D 

printer has shown in the Figure 3.6. 

 
Figure 3.6 The object that get from printing by using 3D printer 

 
3.1.3 Selecting of brushless gimbal controller and BLDC motors 

A brushless gimbal controller board is necessary for stabilizing a camera. 
The selecting of brushless gimbal controller board it is necessary because the suitable 
controller board should be able to customize the firmware of controller. Therefore, 
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the open source RCTIMER 2-axis brushless gimbal controller board and IMU (see Figure 
3.7) was selected and used for customizing of controller firmware and tuning of 
brushless direct drive (BLDC) parameters such as, PWM and PID in order to control the 
rotation of BLDC motors to defined direction. 

BLDC motors has more advantage such as, controllability over wide 
range of speeds, capable of rapid acceleration and deceleration, more torque per 
weight, no mechanical wear problem due to commutation, better heat dissipation 
arrangement. 

 
Figure 3.7 RCTIMER 2-axis brushless gimbal controller & IMU v1.0 

 
A BLDC motor with a lower KV rating was selected because it give high 

torque and low speed. An EMAX GB2210-110 KV (see Figure 3.8) was used because it 
is light weight (approximate 48g) and give sufficient torque (approximate 150-200g) to 
rotate a compact digital camera for stabilization. 

 
Figure 3.8 EMAX GB2210-110 KV brushless DC motor for gimbal 
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3.2 Development of data logger 
The main hardware was used in this data logger is consist of ArduPilot Mega 2.5 

(APM 2.5) controller board, GPS module, Aruduino MEGA 2560, IMU (MPU-9150), SD-
MMC card breakout board, infrared (IR) transmitter, and Pentax Optio WG-2 compact 
digital camera. All hardware required for data logger are shown in Figure 3.9. 

 

 

Figure 3.9 The main hardware of data logger 
 

The data logger is made up of two main sections are the UAV system and data 
logging system (shown in Figure 3.10). The first section, the position parameters 
(X/longitude and Y/latitude) of the images get from GPS module, an altitude above 
the ground (Z/altitude) get from barometer (altimeter). The orientation parameter (yaw 
or heading) of the image get from IMU. Barometer and IMU are embedded in ArduPilot 
Mega 2.5 (APM 2.5) controller board. These all parameters can be obtained from APM 
through a serial port.  

The second section, two orientation parameters (roll and pitch) of the images 
will be tracked by second IMU (MPU-9150) which attached on a camera. Shuttering 
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camera is controlled by using infrared (IR) transmitter. All parameters from two sections 
are recorded into SD card in text file (CSV file format). An Arduino Mega 2560 controller 
board is applied as the main controller of data logging system. 

       Section of  
 data logging system

  Section of UAV system

GPS Module

Inertial 
measurement 

unit (IMU)

Infrared (IR)
transmitter

SD-MMC card 
breakout board

ArduPilot Meg 2.5
(APM 2.5) controller 

board

Arduino Mega 2560
Controller board

Pentax optio WG-2
Digital camera

 

Figure 3.10 The diagram of developed data logger for UAV platform 
 
3.3 Programing of controllers 

3.3.1 Brushless gimbal controller 
Brushless gimbal controller is very important thing and it is a part of the 

gimbal (camera controller). To stabilize a camera, it will be installed into the gimbal 
frame in order to control brushless DC motors for stabilizing camera according to the 
program. The firmware of brushless gimbal controller is based on C/C++ programing 
language and it is an open source, it was used to control the rotation of camera in 
one, two or three axes. To achieve accordingly to the purpose of this research is 
stabilizing camera. The brushless gimbal controller firmware will be modified to control 
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a camera for stabilizing in the vertical plane by using brushless gimbal controller and 
BLDC motors. 

 
Figure 3.11 Open source Arduino software (IDE) 

 
Furthermore, the open source Arduino software (IDE) has been used for 

customizing and uploading firmware which shows in Figure 3.11. A Brushless-Gimbal-
Tool for BruGi firmware (see Figure 3.12) is used for tuning gimbal parameter. 

 
Figure 3.12 Brushless-Gimbal-Tool for BruGi firmware 
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3.3.2 Data logger 
UAV system and data logging system are the main system of developed 

data logger. Both systems are running on microcontroller by using open-source Arduino 
software (IDE), which programming language is based on C/C++. In addition, a data 
logging system consists of two operations including sending and receiving of data on 
microcontroller.  

3.3.2.1 Sending of data 
The UAV system was used for sending data, it comprises of ArduPilot 

Mega 2.5 with completely soldered serial pins (see Figure 3.13. Generally, serial pin of 
APM 2.5 board is not solder) and 3DR UBLOX GPS + compass module. The data will 
be sent from APM 2.5 board to another controller board like an Arduino Mega 2560 
that connected SD card for recording data, due to APM 2.5 is not supported SD card. 
The Arduino serial communication was used in order to communicate between two 
Arduino controller boards for sending and receiving data with each other on the 
microcontroller.  

APM 2.5 firmware is modified to define and send the required 
parameters such as, yaw (heading), X/longitude, Y/latitude, and Z/altitude to the main 
controller board of data logger via serial port. 

 
Figure 3.13 ArduPilot Mega 2.5 with completely soldered serial pins 

 
3.3.2.2 Receiving of data 

To receive the data from one Arduino to another Arduino controller 
board such as ArduPilot Mega 2.5 to Arduino Mega 2560 controller board, the serial 
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pins of the both controller boards are used for transferring of data.  Received data 
consists of data that get from serial communication and data are tracked from IMU 
(MPU-9150). All data will be recorded together into the SD card via SD card during the 
imaging. 

Data will be recorded in the text file with comma delimited (CSV) format 
including of roll, pitch, yaw (heading), X/longitude, Y/latitude, and Z/altitude. These 
data are exterior orientation parameters that required for the aerial mapping. The 
sample of logging data is shown in Figure 3.14. 

 
Figure 3.14 The sample of recorded data of exterior orientation 

parameters in text file that get from data logger 
 

3.3.3 Digital camera shutter 
Controlling of camera shutter is very important for the imaging, because 

the imaging on UAV needs a controller to communicate with a digital camera for 
sending commands to control a camera shutter. The commands can be sent via USB 
cable, Infrared (IR), and Wi-Fi connection which depends on the supporting of a camera. 
In this research uses the IR transmitter, Arduino Mega 2560 and Arduino IR control 
library (Sebastian 2011) in order to control the Pentax Optio WG-2 camera shutter. 
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3.4 Integration of gimbal and data logger 
To get the nearly vertical image and exterior orientation parameters on UAV 

platform is very importance for photogrammetry. Gimbal and data logger have to be 
integrated together to achieve the requirment. A prototype of brushless gimbal and 
data logger (Figure 3.15) consists of 2-axis X and Y, allowing rotations in the range 
between -45º to 45º for stabilizing a camera. The hardware was used in this prototype 
is made of 2 BLDC motors, 2-axis brushless gimbal controller and IMU. 

The exterior orientation parameters can be taken from GPS and IMU. GPS 
module was used for tracking the position of image. IMU was also applied for tracking 
of the orientations by attaching on a camera. In addition, infrared (IR) transmitter was 
utilized for controlling of camera shutter, Moreover, SD-MMC card breakout board was 
used for data logging. All these things are connected with the Arduino Mega controller 
board. 

The frame of gimbal, anti-vibration and case for covering the controller board 
were created from 3D printer. A prototype of 2-axis brushless gimbal and data logger 
have dimensions about 128.46mm, 168mm, and 131.50mm of width, length and height 
respectively. In addition, they have approximate weight 400g and 650 g by excluding 
and including the battery and Pentax Optio WG-2 compact digital camera respectively. 

 

Figure 3.15 A prototype of 2-axis brushless gimbal and data logger 
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3.5 Testing of gimbal and data logger 
The purpose of testing was to test gimbal’s stabilization and data logging’s 

capabilities. The first goal was to control the imaging to get the nearly vertical images, 
which means that the images orientation for roll and pitch will be controlled in range 
of -3 to 3 degrees (less than 3 degree is acceptable) of roll and pitch and not over 
than this against vertical plane. The second goal was to record the exterior orientation 
parameters of each image, and to check the parameters whether their parameters are 
correct or not, by comparing the exterior orientation parameters between derived from 
data logger directly and derived from photos alignment and orthophoto mosaic in 
Agisoft PhotoScan software. 

3.5.1 Testing in laboratory 
3.5.1.1 Camera calibration 

Cameras for mapping should be carefully calibrated in order to 
determine precise and accurate values for a number of constants. The elements of 
interior orientation parameters of a camera can be determined from various software 
such as Agisoft Lens, CalCam, PhotoModeler, iWitness software, and so on. This 
research uses an Agisoft Lens software in order to calibrate a Pentax Optio WG-2 digital 
camera for determining of constant of interior orientation. The parameters include: 

- Focal length (fx, fy), which fx is horizontal focal length, in pixels and fy is vertical 
focal length, in pixels 

- Principal point coordinates (cx, cy), which cx is X coordinate of the principal 
point and cy is Y coordinate of the principal point 

- Radial distortion coefficients, using Brown’s distortion model (K1, K2, K3, P1, 
and P2). 

 Furthermore, the constants of interior orientation parameters that get 
from camera calibration will be used in the digital image processing such as orthophoto 
mosaicing in the section 3.7. Figure 3.16 shows the results of camera calibration of 
Pentax Optio WG-2 digital camera. 
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Figure 3.16 The results of camera calibration of Pentax Optio WG-2 

digital camera 
 

3.5.1.2 Gimbal calibration 
Gimbal is used to stabilize a camera for vertical imaging in the aerial 

mapping applications. It should be calibrated to vertically as much as possible before 
using in real environment for data collection. 

The orientation of optical axis of camera will be set to vertical by using 
the tuning of BLDC motor and use the pound bubble tube to check its orientation. In 
addition, IMU that attached on a camera for tracking of inclination of camera will be 
set the angular offsets to nearly zero as much as possible after the tuning is finished. 
Due to it is very sensitive to the motion of orientation changes. 

3.5.1.3 Data logger calibration 
To record the images and exterior orientation parameters together, data 

logger calibration is very important thing have to do. Due to the limitation of camera 
speeds for saving an image, which is different for each camera models. The main issue 
is the time interval for recording data. If set the interval of imaging and data logging 
are faster than the maximum speed of camera, it may cause the image and exterior 
orientation parameters have not equal number. Moreover, an IMU attached on a 
camera for tracking of its orientation may not parallel with the optical axis of camera 
and it may cause the angular offset of X (roll) and Y (pitch) different from the actual 
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inclination of camera. Therefore, the calibration is necessary and indispensable for 
data logging system. 

As the calibration of time interval for the imaging of selected camera 
(Pentax Optio WG-2), the result has shown that time interval cannot specify absolutely, 
because a part of the speed factor for saving an image is also depend on the speed 
of memory card. However, to specify the time interval for recording of the images and 
exterior orientation parameters together should be used the speed that get from the 
calibrated camera essentially. Which for the result of the use of Pentax Optio WG-2 
camera, the optimal time interval for recording are 4.6 seconds or more. 

In addition, the observation results of angular changing value of IMU 
(Figure 3.17) when it is stable on the gimbal about an hour has been shown that the 
IMU can be provided the precision of roll and pitch angles are approximate ± 0.040º. 

 
Figure 3.17 The observation results of angular changing value of IMU 

 
3.5.2 Testing in real environment 

For testing in real environment, a multi-rotor (Hexacopter) and ground 
station (computer laptop) has been used. The developed 2-axis brushless gimbal and 
data logger were also tested. Before flying to test it, an UAV system and their important 
equipment for the flying should be checked such as, battery volts, remote control, 
telemetry, including a preparing of 2-axis brushless gimbal and data logger for 
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collecting data. An UAV and ground control station (GCS) are connected wirelessly to 
monitor the UAV status during flying (shown in Figure 3.18).  

 

 
Figure 3.18 Preparing of 2-axis brushless gimbal and data logger for testing 

in real environment by using UAV 
 

Mission planner is a software used for uploading way points and 
monitoring. It can be used to design the flight path, altitude, speed, and so on (see 
Figure 3.19). The modes of auto takeoff, way points and auto landing are supported.  

 
Figure 3.19 The flight planning in Mission Planner software 
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The test of 2-axis gimbal and data logger will be evaluated from data 
log file of their operations to check the images and orientation parameters whether 
there are relative with each other or not.  

 
3.6 Data collection 

To evaluate the capabilities of developed 2-axis gimbal and data logger, the 
data collection will be divided by two cases to illustrate clearly different of their 
results. For the first case (case A), gimbal and data logger were tested together in order 
to keep images orientation of roll and pitch. The second case (case B), only data logger 
were tested to get orientation parameters of image without controlling by gimbal. Both 
cases were tested in the same condition e.g. flight path, altitude, time period, and 
weather. The experimental area for collecting data is located in Chulalongkorn 
University (Equestrian Statue of King Chulalongkorn). 

 
3.7 Data processing 

The 3D reconstruction and photogrammetry software like an Agisoft PhotoScan 
is used for processing of the data that get from the developed gimbal and data logger 
in the real experiment. Images and their exterior orientation parameters of both cases 
including the interior orientation parameters of a camera has been directly used in 
automated orthophoto mosaicking processing, without the use of GCP.  

Data processing of both cases used the same procedures and setting. The 
procedures of image processing and 3D model construction using Agisoft PhotoScan 
which comprises four main steps as follows: 

- Camera alignment. 
- Building dense point cloud. 
- Building mesh.  
- Building texture and export of orthophoto  
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Figure 3.20 Orthophoto mosaicing in Agisoft PhotoScan software 



 
 

CHAPTER 4 
RESULTS AND DISCUSSION 

4.1 Results of the design and creating of gimbal and data logger 
Designing and creating a prototype of 2-axis gimbal or camera controller were 

tested in several times in order to find the best model that can be stabilize a camera 
perfectly. As the result of the design in many models of gimbal frame, a better 
balancing of all axis will giving a better stabilization and also used low power 
consumption for BLDC motor to stabilize a camera. Minimizing the friction in the joints 
between rings using a bearing give the motion of gimbal smoothly. The developed 2-
axis gimbal and data logger for UAV have shown in Figure 4.1. 

The data logger to record the exterior orientation parameters of each image 
uses many sensors which they are separated independently. As the result of testing, 
time delay of camera and interval data recording are very important. If they are 
concordant with each other, it will give the correct recording of image and their exterior 
orientation parameters. 

 

 
Figure 4.1 Developed 2-axis gimbal and data logger for 

Multicopter UAV (Drone) 
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4.2 Experimental results 
4.2.1 Experimental result of the use of gimbal and data logger 

According to the first flight for collecting data in real environment, the 
results from this experiments have shown that the images and exterior orientation 
parameters were recorded during the imaging was working perfectly and they have 
equal number of images and logging data show in Figure 4.2.  

 

 

Figure 4.2 The Images and exterior orientation parameters of the first flight in 
the case A that get from SD card of a camera and data logger 

 
The data that get from developed gimbal and data logger for the first 

case (case A) have shown a good result of the images in terms of blur and tilt. The 
exterior orientation parameters recorded during UAV flying through the flight path    
(Figure 4.3) have the orientation of images in range -1.889º to 2.099º and -1.247º to 
1.625º of roll and pitch angles, respectively (see Table 4.1). 
 
 
 
 
 
 



 50 

Table 4.1 The exterior orientation parameters of each image were recorded in case A 

Image_No. 
Cam_Roll  

(deg) 
Cam_Pitch 

(deg) 
Cam_Yaw_Heading 

(deg) 
X/Longitude 

(deg) 
Y/Latitude 

(deg) 
Z/Altitude 

(m) 

PTAX0001.JPG 1.554 1.625 20.250 100.53188 13.737953 60.610 

PTAX0002.JPG 0.899 -0.302 29.700 100.53191 13.738099 60.680 

PTAX0003.JPG 0.382 -0.416 30.870 100.53194 13.738255 60.950 

PTAX0004.JPG 0.115 0.014 35.790 100.53197 13.738408 60.770 

PTAX0005.JPG -0.474 0.546 33.800 100.53199 13.738560 60.280 

PTAX0006.JPG -1.099 0.103 33.540 100.53200 13.738715 60.730 

PTAX0007.JPG -0.976 0.916 35.450 100.53203 13.738869 60.960 

PTAX0008.JPG -1.087 -1.129 295.500 100.53202 13.738987 60.340 

PTAX0009.JPG -1.071 -1.168 288.600 100.53188 13.738994 60.790 

PTAX0010.JPG -1.899 -0.610 181.250 100.53182 13.738925 60.650 

PTAX0011.JPG -0.329 -0.133 174.480 100.53180 13.738791 60.350 

PTAX0012.JPG -1.457 -0.183 177.460 100.53178 13.738667 60.700 

PTAX0013.JPG -1.157 -0.254 177.280 100.53175 13.738524 60.461 

PTAX0014.JPG -1.512 0.372 176.170 100.53174 13.738384 60.390 

PTAX0015.JPG -1.545 0.056 174.740 100.53172 13.738243 60.460 

PTAX0016.JPG -1.523 1.158 172.590 100.53170 13.738101 60.320 

PTAX0017.JPG -1.321 1.131 175.250 100.53171 13.737984 60.800 

PTAX0018.JPG 0.949 1.605 278.880 100.53156 13.737933 60.370 

PTAX0019.JPG 2.099 0.162 14.110 100.53149 13.738008 60.430 

PTAX0020.JPG 1.669 -1.013 28.320 100.53152 13.738152 60.920 

PTAX0021.JPG 1.574 -0.208 28.200 100.53155 13.738306 60.530 

PTAX0022.JPG 1.017 1.249 30.220 100.53158 13.738465 60.450 

PTAX0023.JPG 0.427 0.910 33.640 100.53159 13.738613 60.240 

PTAX0024.JPG -0.353 1.358 29.750 100.53161 13.738767 60.630 

PTAX0025.JPG -0.112 1.142 39.830 100.53163 13.738921 60.690 

PTAX0026.JPG -1.007 -0.706 280.710 100.53159 13.739022 60.350 

PTAX0027.JPG 0.098 -1.247 253.890 100.53145 13.739029 60.650 

PTAX0028.JPG 1.113 -1.152 175.280 100.53142 13.738954 60.460 

PTAX0029.JPG -1.067 -1.196 174.100 100.53139 13.738808 60.030 

PTAX0030.JPG 1.817 -0.210 174.290 100.53137 13.738673 60.410 

PTAX0031.JPG -0.990 0.234 172.990 100.53136 13.738534 60.120 

PTAX0032.JPG -0.684 0.746 172.280 100.53133 13.738397 59.720 

PTAX0033.JPG -1.463 1.123 172.610 100.53132 13.738241 59.750 

PTAX0034.JPG -0.891 0.101 168.330 100.53130 13.738070 59.820 
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4.2.2 Experimental result of the use of data logger only 
The second flight (case B) in the similar condition, the getting result was 

not as good as case A which images are tilted according to the inclination of UAV. 
Therefore, the images were tilted more than case A but the number of image and 
exterior orientation parameters are also equal. The exterior orientation parameters 
were recorded during flying through the flight path (Figure 4.4) show the orientation of 
images in range of -5.707º to 4.720º and -12.364º to 2.916º of roll and pitch angles, 
respectively (see Table 4.2). 

 

Figure 4.3 Image was taken during flying through the flight path of the case A 
 

 

Figure 4.4 Image was taken during flying through the flight path of the case B 
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Table 4.2 The exterior orientation parameters of each image were recorded in case B 

Image_No. 
Cam_Roll  

(deg.) 
Cam_Pitch 

(deg.) 
Cam_Yaw_Heading 

(deg.) 
X/Longitude 

(deg.) 
Y/Latitude 

(deg.) 
Z/Altitude 

(m) 

PTAX0001.JPG 2.145 -1.975 32.730 100.53192 13.737997 60.380 

PTAX0002.JPG 0.219 -4.748 32.130 100.53194 13.738152 60.560 

PTAX0003.JPG 0.877 -3.287 31.030 100.53196 13.738316 60.770 

PTAX0004.JPG -0.026 -3.346 32.640 100.53199 13.738470 60.890 

PTAX0005.JPG -0.384 -3.528 35.600 100.53201 13.738626 60.430 

PTAX0006.JPG -0.403 -3.106 33.590 100.53202 13.738784 60.820 

PTAX0007.JPG -3.078 2.916 18.930 100.53204 13.738941 60.750 

PTAX0008.JPG -0.853 -2.15 293.20 100.53196 13.738997 60.410 

PTAX0009.JPG -4.354 -7.508 205.010 100.53185 13.738977 60.760 

PTAX0010.JPG -2.496 -7.238 179.520 100.53182 13.738843 60.380 

PTAX0011.JPG -3.719 -11.155 178.470 100.53181 13.738725 60.480 

PTAX0012.JPG -2.822 -7.200 177.980 100.53178 13.738581 59.960 

PTAX0013.JPG -1.474 -7.658 177.920 100.53176 13.738427 59.960 

PTAX0014.JPG -2.119 -6.060 176.170 100.53174 13.738266 60.100 

PTAX0015.JPG -0.772 -5.528 178.890 100.53172 13.738111 60.230 

PTAX0016.JPG 2.527 -2.699 177.800 100.53169 13.737955 60.060 

PTAX0017.JPG -3.740 -5.653 280.320 100.53161 13.737933 60.640 

PTAX0018.JPG -2.042 -5.919 313.800 100.53151 13.737976 60.490 

PTAX0019.JPG -3.101 -3.703 24.810 100.53152 13.738113 60.090 

PTAX0020.JPG -3.624 -5.628 27.130 100.53154 13.738276 59.870 

PTAX0021.JPG -3.052 -3.405 23.750 100.53156 13.738440 60.220 

PTAX0022.JPG -2.010 -4.752 26.560 100.53158 13.738592 60.870 

PTAX0023.JPG -1.572 -2.948 26.900 100.5316 13.738749 60.680 

PTAX0024.JPG -2.456 -3.341 27.340 100.53162 13.738909 60.070 

PTAX0025.JPG 0.396 -7.227 271.330 100.53161 13.739017 60.690 

PTAX0026.JPG -5.707 -1.858 273.330 100.53148 13.739022 60.470 

PTAX0027.JPG 3.720 -9.150 180.760 100.53142 13.738952 60.060 

PTAX0028.JPG 2.127 -10.273 178.040 100.53139 13.738807 60.310 

PTAX0029.JPG 0.068 -10.359 174.930 100.53136 13.738658 60.370 

PTAX0030.JPG 1.382 -12.364 172.150 100.53136 13.738505 60.080 

PTAX0031.JPG -1.687 -6.649 176.300 100.53134 13.738361 59.620 

PTAX0032.JPG -0.095 -10.631 169.140 100.53132 13.738219 59.980 

PTAX0033.JPG -1.575 -5.461 172.240 100.53131 13.738070 60.230 

PTAX0034.JPG 4.720 -2.966 168.920 100.53128 13.737971 60.210 
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4.3 Comparison of the results 
The results from the experiments of both cases have shown that the images 

and exterior orientation parameters were recorded into SD card of camera and data 
logger completely. The exterior orientation parameters of the both cases which get 
from data logger directly and get from Agisoft PhotoScan’s estimation in photo 
alignment and orthophoto mosaicing (see Table 4.3, 4.4 and Figure 4.5) have standard 
deviation of error values in case A are about 0.785 m, 0.814 m, 0.654 m, 0.891º, 1.019º, 
and 19.670º in X, Y, Z, roll, pitch and yaw, respectively. For the case B are about 0.611 
m, 0.700 m, 0.668 m, 1.801º, 1.624º, and 19.499º in X, Y, Z, roll, pitch and yaw, 
respectively (see Figure 4.6).  

  

 
 
 
 

  
 
 
 

 
Figure 4.5 The exterior orientation parameters that get from data logger and Agisoft 
PhotoScan’s estimation (DL - Data logger, APSest – Agisoft PhotoScan’s estimation) 
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Figure 4.6 Standard deviation of error values of exterior orientation 

parameters from the both cases 
 

After the orthophoto mosaicing from aerial images, the results have shown 
that the orthophoto that get from the case A has a better overlapping area than the 
case B when look at the overview of their orthophoto. In addition, when zoom in 200 
percent, an orthophoto of case A has a better objects detail than case B in terms of 
image qualities which can see clearly from a Figure 4.7 and 4.8, respectively.  

 

                 
Figure 4.7 Orthophoto of the case A that get from orthophoto mosaicing 

0

0.2

0.4

0.6

0.8

1

X Y Z

Er
ro

r (
m

)
Error (Case A) Error (Case B)

0

4

8

12

16

20

Roll Pitch Yaw

Er
ro

r (
de

gre
e,)

Error (Case A) Error (Case B)

A 



 57 

                 
 

Figure 4.8 Orthophoto of the case B that get from orthophoto mosaicing 
 

B 



 
 

 

CHAPTER 5 
CONCLUSION 

5.1 Conclusion of experimental results 
As the results of testing the developed 2-axis brushless gimbal and data logger, 

the images controlled by the gimbal have a better orientation than images which have 
not use gimbal. The quality of image mosaic from images that controlled by the gimbal 
is also better.  

The standard deviation of error for X, Y, and Z occurred from both cases are 
equivalent and less than a meter. Moreover, the standard deviation of error for roll 
and pitch are less than 2 degrees which less than 3 degrees that firstly determined in 
the testing. Therefore, the exterior orientation parameters that get from data logger 
are acceptable range. 

In addition, small standard deviation of their error values making the exterior 
orientation parameters that get from developed data logger had enough precision and 
reliability, except yaw (or heading) which has more error than others. An error value of 
yaw may be influenced by magnetic fields within the UAV due to electronic equipment 
and other factors.  

The developed brushless gimbal and data logger have shown a great potential 
of vertical imaging, precision of data, and providing nearly vertical images and exterior 
orientation parameters for aerial mapping. From orthophoto mosaicking result, the 
better image orientation can be generates better orthophoto. 

 
5.2 Issues and obstacles in research 

1) Design and creating of gimbal frame, the trial and error cannot be avoid due 
to this is fundamental of prototyping. The process is typically time consuming.  

2) According to tuning of PID and PWM of the gimbal controller in the 
laboratory which seen that it works perfectly for stabilizing camera, calibrating gimbal 
in term of tuning PID and PWM consume much times. Since environment that use to 
test the vibration of gimbal in laboratory is different from real flying in the field.  



 
 

 

59 

3) If the speed of their recording are not related with the imaging, it may cause 
the acquired images and exterior orientation parameters they have not equal number. 
Which can cause error, if the data have been used in the image processing without 
consideration of this problem. 

4) IR transmitter cannot work in the strong sunlight. 
 

5.3 Suggestions 
1) To reduce the inclination of the imaging on UAV, the gimbal controller 

should be perfectly tuned and tested in various conditions that similar with the 
conditions occurred on UAV as much as possible. 

2) To reduce the error that may occurred in data logging during the imaging, 
the time setting of interval recording should be set lower than the default self-timer 
in a camera. IR transmitter should be placed closely to the IR receiver of a digital 
camera to ensure the camera shutter will absolutely work. 

3) As the result of orthophoto mosaicing, yaw (heading) angle of the recorded 
images had large error value. To reduce these error, should be added the third axis              
(Z-axis/yaw) or third motor into the next prototype of the gimbal in order to control a 
direction (yaw) of the imaging which it might reduce error of image direction and get 
better image mosaic result. 

4) In this research, the orthophoto maps that get from the developed 2-axis 
brushless gimbal and data logger have not been evaluated for an accuracy of the 
position. Therefore this research will be focused in term of quality of data that get 
from the developed tools and image mosaic. 
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Appendix A 
Drawing of developed 2-axis brushless gimbal frame 

 
 
Legend:  

 ❶ Ring 1 (Pitch frame)         
❷ Ring 2 (Roll frame)         
❸ Ring 3 (Yaw frame) 
❹ Steering arm 
❺ Case of RCTIMER 2-axis brushless gimbal controller board 
❻ Case of Arduino MEGA 2560 and IR transmitter 
❼ Case of SD-MMC card  
❽ Anti-vibration 
❾ Brushless DC motor 
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Appendix B 
List of the hardware and their specifications 

Item No. Figure Specifications 

1). ArduPilot 
controller board 
(APM 2.5) 

 

- Support ArduPlane, Multicopter, 
ArduCopter, helicopter, 
ArduRover 
- Arduino Compatible 
- Comes presoldered (with straight 

pins) and tested 
- Include 3axis gyro, 

accelerometer and 
magnetometer, along with a 
highperformance barometer 
- Onboard 4 MP Data flash chip 

for automatic data logging 
- Digital compass powered by 

Honeywell’s HMC5883LTR chip, 
now included on the main board 
- Optional offboard GPS, uBlox 

NEO6M GPS module 
- One of the first open source 

autopilot system to use 
Invensense’s 6 DoF 
Accelerometer/Gyro MPU6000 
- Barometric pressure sensor 

upgraded to MS561101BA03, 
from Measurement Specialties 
- Atmel’s ATMEGA2560 and 

ATMEGA32U2 chips for 
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processing and USB functions 
respectively 

- Dimension: 
- Weight: 

70.5x45x13.5mm 
31g 

 

2). 3DR UBlox GPS + 
Compass Module 

 

- ublox LEA-6H module 
- 5 Hz update rate 
- 25 x 25 x 4 mm ceramic patch 

antenna 
- LNA and SAW filter 
- Rechargeable 3V lithium backup 

battery 
- Low noise 3.3V regulator 
- I2C EEPROM for configuration 

storage 
- Power and fix indicator LEDs 
- Protective case 
- ArduPilot Mega compatible 6-pin 

JST connector 
- Exposed RX, TX, 5V and GND pad 

- Dimension: 
- Weight: 

38x38x8.5mm 
16.8g 

 

3). Compact digital 
camera (Pentax 
Optio WG-2) 

 

 

Camera: 
 
 
Sensor: 
Effective 
Pixels: 
Focal  
Length:      

Water proof, shock 
proof, cold proof, crush 
proof digital compact 
1/2.3” CMOS 
 
Approx. 16.0megapixels 
5 - 25mm, approx. 28-
140mm in 35mm 
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Interface: 
 
 
 
 
Dimension: 
Weight: 

PC / AV terminal 
(PAL/NTSC), USB 2.0 (Hi-
Speed), HDMI terminal 
(Type D) Micro port 
122.5x61.5x29.5mm 
173g (without battery 
and memory card) 
194g (loaded and ready) 

 

4). Brushless DC 
motor for gimbal 
(EMAX GB 2210) 

 - KV: 
- Framework: 
- hole distance: 
- hole diameter: 
- Dimension: 
- Li-Poly Battery     
  (cell): 
- Weight: 

110 
12N14P 
16mm 
2.5mm 
28.5X28.5X21.5mm 
 
3 cells Li-poly 
48g 

 

5). Gimbal controller 
board and IMU 
(RCTIMER 2-axis 
brushless gimbal 
controller & IMU 
v1.0). 

 

 

- Microcontroller: 
 
 
- Li-Poly Battery   
  (cell): 
- Port: 
 
- IMU: 
 
Dimension:  
Weight: 

ATMega328P, 
onboard FT232RL 
for debug 
 
3-6 cells Li-poly 
Multiport, UART 
port 
MPU-6050 6-axis 
gyro/accel 
50x50mm 
25g (include IMU 
board) 
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6). Arduino controller 
board (Arduino 
Mega 2560) 

 

- Microcontroller: 
- Operating  
  Voltage: 
- Input Voltage 
  (recommended):  
- Input Voltage  
  (limits): 
- Digital I/O Pins: 
 
 
- Analog Input  
  Pins: 
- DC Current  
  per I/O: Pin: 
- DC Current  
  for 3.3V Pin: 
- Flash Memory: 
 
 
- SRAM: 
- EEPROM: 
- Clock Speed: 
- Dimension: 
 
- Weight: 

ATMega2560 
 
5V 
 
7-12V 
 
6-20V 
54 (of which 14 
provide PWM 
output) 
 
16 
 
40mA 
 
50mA 
256 KB of which  
8 KB used by 
bootloader 
8KB 
4KB 
16MHz 
101.98x53.63x 
15.29mm 
34.9g 

 

7). Breakout board 
IMU (MPU-9150). 

 

 

- Digital-output 9-axis 
MotionFusion data in rotation 
matrix, quaternion, Euler Angle, 
or raw data format 
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- Tri-Axis angular rate sensor (gyro) 
with a sensitivity up to 131 
LSBs/dps and a full-scale range 
of ±250, ±500, ±1000, and 
±2000dps 
- Tri-Axis accelerometer with a 

programmable full scale range of 
±2g, ±4g, ±8g and ±16g 
- Tri-axis compass with a full scale 

range of ±1200µT 
- VDD Supply voltage range of 

2.4V-3.46V; VLOGIC of 1.8V±5% 
or VDD 

- Dimension: 28x15.5x2.5mm 
 

8). Breakout board 
for SD-MMC and 
SD card 

 

 

- Standard socket for SD/MMC .1" 
10-pin header. 
- Dimension:  38x33x4.5mm 

 
9). Infrared (IR) 

transmitter 

 
 

- DIY Infrared transmitter for 
camera shutter control, which 
comprises of infrared (IR) LED 
and resistor 

10). 3D printer 
 

 
 

- Build Volume: 
- Speed:   
- Extruder: 
- Nozzle diameter:  
- Material:  
 
- Bed material: 

20x20x20cm 
200mm/s 
Single 
0.4mm 
ABS, PLA 
(1.75mm) 
Glass (5mm) 
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- Heated bed: 
- Printing:   

PCB 
Print from SD 
card  
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Appendix C 
Programing of controller 

C.1. Brushless gimbal controllers 

C.1.1. Connection of controller 

The RCTIMER V1 2-axis brushless gimbal controller board was used in 
this research is based on controlling of Arduino programing. It has a similar components 
of the Martinez V3 2-axis brushless gimbal controller board including the FTDI USB 
controller chip. In, addition, this board use the FTDI 2.8.24 windows driver to 
communicate with a computer which can download from this link 
(http://www.itsqv.com/QVW/files/CDM-2.08.24-WHQL-Certified.zip). RCTIMER V1 board 
is a well-designed copy of the original Martinez V3 board and comes completely pre-
soldered with all the pin-outs needed. Moreover, it still use the same firmware of the 
Martinez V3 board for tuning of PWM and PID parameters in order to control a BLDC 
motor. 

The firmware of Martinez V3 brushless gimbal controller board can 
download from this website (http://sourceforge.net/projects/brushless-gimbal-
brugi/files) e.g. BruGi_050_r217. For uploading a firmware into the RCTIMER V1 board, 
the open source Arduino software has been used. Which it can download from this 
website (http://www.arduino.cc/en/Main/Software). 

Furthermore, for the uploading steps of brushless gimbal controller’s 
firmware are listed as follows: 

1) Go to File/Preferences and select the folder of new firmware files 
are located and click “OK”. 

2) Go to Tools/Board Type and select the “Arduino Mini 
w/ATmega328”.  

3) Go to Tools/Programmer and select the “USPasp”. 
4) Connect the IMU (MPU-6050) to brushless gimbal controller board. 
5) Connect the USB to brushless gimbal controller board and computer. 

http://www.itsqv.com/QVW/files/CDM-2.08.24-WHQL-Certified.zip
http://sourceforge.net/projects/brushless-gimbal-brugi/files
http://sourceforge.net/projects/brushless-gimbal-brugi/files
http://www.arduino.cc/en/Main/Software
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6) Start Arduino and select the COM port assigned to brushless gimbal 
controller board (from Device Manager in windows). 

7) If brushless gimbal controller board has an older firmware should be 
cleared the eeprom before upload a new firmware by going to 
File/Examples/EEPROM/eeprom_clear (Verify and Upload). 

8) In Arduino, go to File/Open and select the *.INO file from firmware 
package, e.g. _BruGi.INO. 

9) Define the MPU-6050 by going to “definitions.h” tab, on the line as 
below and then change HIGH to LOW. 

 #define MPU6050_DEFAULT_ADDRESS MPU6050_ADDRESS_AD0_HIGH  

10) Click on "Verify" (Check mark button) and when it completes click 
"Upload" (Arrow button) and wait until finished (see Figure C.1). 

 

Figure C.1 The uploading of brushless gimbal controller’s firmware by 
using Arduino software 

C.1.2.  Controller tuning 

A tuning of brushless gimbal controller is comprised of two important 
parameters have to tune which they are PWM and PID parameters. For a tuning of their 
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parameters in order to control the rotational direction of BLDC motor will be used 
brushless gimbal (BruGi) software that comes with BruGi firmware. Furthermore, before 
tune these parameters should firstly check as follows: 

1) Board Power. 
The RCTIMER V1 board can be inputted with a power of Li-Po battery 

of 2 to 6 cells. For the best result, should be used a separate battery and adjusted the 
voltage regulator at least 9 volts.  

2) Gimbal Motion. 
It is critical that all movement of the gimbal components are 

completely unrestrained. That is, perfectly smooth with no resistance.  
3) Balance. 
A gimbal with camera installed and all cables connected must be 

balanced near perfectly. That is, without any power applied, if camera was moving to 
any position, but it stays there and does not fall over (side to side or front to back). It 
may move slightly due to magnetic motor "cogging" and this is acceptable.  

4) Cable Routing. 
All motor, IMU and/or video cable routing must be free from applying 

any tension (pulling) on the gimbal across the full range of desired motion. It takes 
very little cable resistance to throw the gimbal balance off and cause bad behavior. 
Never route IMU cables close to motor wires or any other source of EMI as this can 
cause erratic behavior and errors.  

5) IMU Mount Method. 
The mounting method of the IMU board is very important. It cannot be 

loose or free to vibrate as this will play damage with the sensors. The recommendation 
is to mount it with machine screws solidly to the top or bottom camera plate. 

6) IMU Mounting Orientation. 
In General, IMU boards have the mark of positive ‘X’ and ‘Y’ direction 

arrows printed on the board. If these arrows are not printed on the board, use the 
following directional map (see Figure C.2) to orient the board. The chip has a dimple 
on one corner which is used to set these directions. 
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Figure C.2 The orientation map of IMU 
 

For the setting of IMU orientation in BruGi software is shown in Table 
C.1 With the default Martinez/BruGi software settings, the IMU board (the really small 
one) is mounted such that the ‘X’ arrow shown on the board component side is 
pointed forward and the ‘Y’ arrow points to the right side. This means the components 
will be on the downside of the board. Which can swap the X-Y orientation or the Z/-
Z orientation in the GUI if would like to mount it differently (but still horizontally). 

Table C.1 The setting of IMU orientation on brushless gimbal (BruGi) software 

Axis 
Orientation mode of IMU 

Standard 
(direction) 

Swap X-Y 
(direction) 

Swap Z only 
(direction) 

Swap X-Y-Z 
(direction) 

X Forward Right Forward Left 

Y Right Forward Left (check reverse motor in Pitch tab) Forward 
Z Down Down Up Up 

 
7) Drivers of Brushless gimbal controller. 
All necessary drivers must be installed and functioning correctly. On 

Windows PC’s, the 2.8.24 driver is the most common working driver. 
 

For the tuning steps of PWM and PID parameters on BruGi software has 
listed as below, which these parameters may be differences in the values and/or 
percentages (see Figure C.3). 
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1) For Live tuning, that is with motors connected, always follow this 
sequence: 

a) With camera installed and balanced, connect battery power to the 
brushless gimbal controller board. 

b) Connect the USB to brushless gimbal controller board and 
computer. 

c) Start the BruGi software and click connect. 

2) Set zero of max PWM and PID values in both Pitch and Roll. 
3) Beginning with Roll, start with a value of 5 on P, I & D (on v048, start 

with P=5, I=0.1, & D=5)  
4) Raise the PWM value until the Roll motor begins to vibrate then back-

off enough to completely stop the vibration  
5) Raise the ‘P’ value until the motor just begins to vibrate. 
6) Raise the ‘D’ value until the motor becomes quiet. 
7) Continue going back and forth between ‘P’ and ‘D’ until ‘P’ value 

can reach to the highest value. 
8) Add the values for ‘P’ and ‘D’ together and divide by 2 to get a 

starting value for ‘I’ (049 and up firmware, for 048, change ‘I’ to 0.5).  
9) Give the gimbal a light tap on one side while watching the GUI trace 

to make sure it immediately recovers. 
a) If it starts to hum or takes a long time to settle down, ‘I’ is too high, 

reduce by 10%. 
b) If it returns immediately turn ‘I’ up by 10% and recheck. The goal is 

the highest value of ‘I’ without causing it to vibrate after a "tap"  

10) Roll Tuning should be complete calibrate the Gyro and save these 
settings to brushless gimbal controller board. This is very important if a firmware is 
r161 or lower follow these 2 steps:  

a) Click on the options tab and then click "Save to Board"  
b) Click on options tab and then click "Save to Flash". 
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If use a newer firmware than r161, simply click on options and "Save to 
Flash".  

11) Now, go to Pitch settings and repeat steps 3 through 10 
 

 

Figure C.3 The tuning of brushless gimbal controller 
 
C.2. Data logger 

C.2.1. Sending of data 

The steps are used for sending of data will be described as follows: 

1) Install the Mission planer software, which can download from this 
link (http://ardupilot.com/downloads/?did=82) 

2) Install the driver of APM 2.5 controller board by connecting to the 
computer via micro USB cable. Then the driver will be installed automatically. 

3) Download ArduCopter firmware for APM 2.5 controller board from 
this link (https://github.com/diydrones/ardupilot) and  then select one of the 
ArduCopter firmware version that is available to download e.g. ArduCopter-2.9 

4) Go to File/Preferences and select the folder of ArduCopter firmware 
files are located and click “OK”. 

5) Go to Tools/Board Type and select the “Arduino Mega 2560 or Mega 
ADK”. 

6) Go to Tools/Programmer and select the “USPasp”. 

http://ardupilot.com/downloads/?did=82
https://github.com/diydrones/ardupilot
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7) Solder the serial pins of APM 2.5 board such as, TX2, RX2, 5V and 
GND 

8) Connect the 3DR UBLOX GPS + compass module to APM 2.5 
controller board by using 5 pins wire. 

9) Connect the USB to APM 2.5 controller board and computer. 
10) Start Arduino and select the COM port assigned to AMP 2.5 

controller board (from Device Manager in windows). 
11) If APM 2.5 controller board has an older firmware should be cleared 

the eeprom before upload a new ArduCopter firmware by going to 
File/Examples/EEPROM/eeprom_clear (Verify and Upload). 

12) In Arduino, go to File/Open and select the *.INO file from firmware 
package, e.g. ArduCopter.INO. 

13) Go to “ArduCopter” tab for modification of ArduCopter firmware in 
order to send the required data to serial port on APM 2.5 controller board. In this tab 
should be edited the following:  

Note: this method supports the ArduCopter 2.9x and lower. 
a) Add new line of code for defining of a serial port in order to send 

the data by typing a “FastSerialPort2(Serial2)” under the line “FastSerialPort1(Serial1)” 

FastSerialPort1(Serial1);       // GPS port 
FastSerialPort2(Serial2);       // Data send port 

b) Add new line of code for defining of baud rate or speed of serial port 
2 by typing a “Serial2.begin(115200)” under the line “void setup() {“ 

void setup() { 
    Serial2.begin(115200); 

c) Add new line of code for defining of variables that would like to send 
by typing a “Log_SendParam();” under the line “static void fast_loop()” 

static void fast_loop() 
{     
 Log_SendParam(); 
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14) Go to “APM_Config.h” tab and then delete “//” in front of “#define 
CONFIG_APM_HARDWARE APM_HARDWARE_APM2” in order to enable the 
configuration of APM 2.XX hardware 

15) Next, go to “Log” tab and type the code below (in the bold text) 
for sending of data over the serial port 2 such as, yaw (heading), X/longitude, Y/latitude, 
and Z/altitude (height above the ground). 

// Write a control tuning packet. Total length: 26 bytes 
static void Log_Write_Control_Tuning() 
{ 
    DataFlash.WriteByte(HEAD_BYTE1); 
    DataFlash.WriteByte(HEAD_BYTE2); 
    DataFlash.WriteByte(LOG_CONTROL_TUNING_MSG); 
 

    DataFlash.WriteInt(g.rc_3.control_in);                  // 1 
    DataFlash.WriteInt(sonar_alt);                          // 2 
    DataFlash.WriteInt(baro_alt);                           // 3 
    DataFlash.WriteInt(next_WP.alt);                        // 4 
    DataFlash.WriteInt(nav_throttle);                       // 5 
    DataFlash.WriteInt(angle_boost);                        // 6 
    DataFlash.WriteInt(climb_rate_actual);                  // 7 
    DataFlash.WriteInt(g.rc_3.servo_out);                   // 8 
 

    DataFlash.WriteByte(END_BYTE); 
} 
//Send Parameter to Serial2   
static void Log_SendParam(){Serial2.printf("%4.3, %4.6f, %4.6f, %4.3f\n", 
               (float)ahrs.yaw_sensor/100, 
                   (float)current_loc.lng/10000000, 
                   (float)current_loc.lat/10000000, 
                   (float)current_loc.alt/100); 
} 
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16) Final, click on "Verify" (Check mark button), when it completes click 
"Upload" (Arrow button) and wait until finished. 

 
C.2.2. Receiving of data 

The steps are used for receiving of data will be described as follows: 

 

Figure C.4 The connection of all devices. 
 

Table C.2 The pin connection of Arduino Mega 2560 with MPU-9150, Breakout board 
for SD-MMC, and APM 2.5 controller board 

No. 
Arduino MEGA 2560 MPU-9150 SD-MMC card breakout board APM 2.5 

(Pin No.) (Pin No.) (Pin No.) (Pin No.) 

1 3.3V VCC - - 

2 5V - VCC 5V 
3 GND GND GND GND 

5 SDA 20 SDA - - 

6 SCL 21 SCL - - 
7 50 - D0 - 

8 51 - CMD - 
9 52 - CLK - 

10 53 - D3 - 

11 TX2 16 - - RX2 
12 RX2 17 - - TX2 
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1) Connect Arduino Mega 2560 controller board, MPU-9150, and 
Breakout board for SD-MMC card together via male to female jumpers – ribbon wire. 
Including APM 2.5 controller board, which have shown in Figure C.4 and Table C.2 

2) Download MPU-9150 library from this link 
https://github.com/richards-tech/MPU9150Lib and then move it to default libraries 
folder.  

3) Go to File/Preferences and select the Arduino folder in C:\Program 
Files (x86)\Arduino, and then click “OK”. 

4) Go to Tools/Board Type and select the “Arduino Mega 2560 or Mega 
ADK”. 

5) Go to Tools/Programmer and select the “USPasp”. 
6) Connect the USB to Arduino Mega 2560 controller board and 

computer. 
7) Start Arduino and select the COM port assigned to Arduino Mega 

2560 controller board (from Device Manager in windows). 
8) If Arduino 2560 controller board has an older firmware should be 

cleared the EEPROM before upload a new firmware. 
9) In Arduino, go to File/New for creating a new firmware in order to 

test the receiving of data from APM 2.5 by typing the code as below. 

#include <FastSerial.h> 
 
FastSerialPort0(Serial); 
FastSerialPort2(Serial2); 
String inData; 
 
void setup() { 
  // initialize both serial ports: 
  Serial.begin(115200); 
  Serial2.begin(115200); 
} 

https://github.com/richards-tech/MPU9150Lib
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void loop() { 
  while (Serial2.available()) 
  { 
    char recieved = Serial2.read(); 
    inData += recieved;  
     if( recieved == '\n')  // is this the terminating carriage return 
      { 
            Serial.print("Rx: "); 
            Serial.print(inData); 
        inData=""; 
      } 
    } 
} 

 
After that save a firmware. Then verify and upload into Arduino Mega 

2560. For testing should follow steps as below. 
a) Connect APM 2.5 to a computer via USB cable and then open a 

Mission planer and click connect by selecting of baud rate at 115200 and com port 
that assigned to AMP 2.5 controller board. After that wait until GPS is fixed. 

b) In Arduino, go to Tools/Serial Monitor and then select the baud rate 
at 115200 for Monitoring of data transfer from APM 2.5 to Arduino MEGA 2560. 

10) In Arduino, go to File/Open and select the ArduinoDual9150.INO file 
in MPU-9150 library folder in order to test the MPU-9150 for tracking of data. After that 
verify and upload the MPU-9150 firmware into Arduino Mega 2560. Then go to 
Tools/Serial Monitor and select the baud rate at 115200 for Monitoring of data tracking 
from MPU-9150. 

11) In Arduino, go to File/Sketchbook/Libraries/ReadWrite in order to 
load the SD card firmware for testing of reading and writing a data into SD card. In SD 
card fimware or “ReadWrite” tab change the pinMode(10, OUTPUT) and SD.begin(4) to 
pinMode(53, OUTPUT) and SD.begin(53) respectively. Then verify and upload the 
firmware into Arduino Mega 2560. For starting to write the data into SD card should 
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format SD card first (FAT or FAT 16), after that go to Tools/Serial Monitor and select 
the baud rate at 9600. 

12) Next, for recording of data according to defined conditions such as 
interval recording. The code in step 9-11 have to integrate together including time 
conditions for interval imaging and data logging. 

After that save a firmware. Then verify and upload into Arduino Mega 
2560. For testing should follow steps as below. 

a) Connect APM 2.5 to a computer via USB cable. Then open a Mission 
planer and click connect by selecting of baud rate at 115200 and com port that 
assigned to AMP 2.5 controller board. After that wait until GPS is fixed. 

b) In Arduino, go to Tools/Serial Monitor and then select the baud rate 
at 115200 in or der to start the data recording from all sensors to SD card (see Figure 
C.5). 

 

Figure C.5 Show the monitoring of data recording from all sensors to SD card. 

13) Final, open the file “LOG.txt” from root of SD card for checking of 
data. The recorded data will be comprised the image number, camera roll, pitch, 
camera yaw (heading), longitude, latitude, and altitude (height above the ground) 
which have shown in Figure C.6. 
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Figure C.6 Show the sample of recorded data in text file 
 
C.3. Digital camera shutter 

The steps of controlling of a camera shutter will be listed as follows: 

1) Connect the Infrared (IR) transmitter to Arduino Mega 2560 controller board 
via male jumpers – ribbon wire which have shown in Figure C.7 and Table C.3. 

 

Figure C.7 The connection of Arduino Mega 2560 with IR transmitter 
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Table C.3 The pin connection of Arduino Mega 2560 controller board with IR 
transmitter  

 

 

 

 

 

 

 
 

2) Download Multi camera IR control library from this link 
http://sebastian.setz.name/wp-content/uploads/2010/12/multiCameraIrControl_1-
91.zip and then move it to default libraries folder. 

3) In Arduino, go to File/Preferences and select the Arduino folder in 
C:\Program Files (x86)\Arduino, and then click “OK”. 

4) Go to Tools/Board Type and select the “Arduino Mega 2560 or Mega ADK”. 
5) Go to Tools/Programmer and select the “USPasp”. 
6) Connect the USB to Arduino Mega 2560 controller board and computer. 
7) Start Arduino and select the COM port assigned to Arduino Mega 2560 

controller board (from Device Manager in windows). 
8) If Arduino 2560 controller board has an older firmware should be cleared 

the eeprom before upload a new firmware. 
9) In Arduino, go to File/Open and select the “Pentax.INO” file from multi 

camera IR control firmware and change the code in “Pentax” tab to the code as shown 
below. 

#include <multiCameraIrControl.h> 

// Define IR shutter PIN (Analog pin) 
#define irPin A0 
// Library of a camera 
Pentax WG_2(irPin); 
 
void setup(){ 

No. 
Arduino MEGA 2560 IR transmitter 

(Pin No.) (Pin color) 

1 A0-A15 White 
2 - Red 

3 GND Black 

http://sebastian.setz.name/wp-content/uploads/2010/12/multiCameraIrControl_1-91.zip
http://sebastian.setz.name/wp-content/uploads/2010/12/multiCameraIrControl_1-91.zip
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} 
void loop(){ 
  WG_2.shutterNow(); 
  delay(5000);   //delay 5000 millisecond 
} 

 
After that save a firmware. Then verify and upload into Arduino Mega 

2560. For testing should follow steps as below. 
10) Next, test the IR signal by sighting digital camera or smartphone camera to 

the IR LED (cannot see the light of IR directly) if it was shining and blinking like a Figure 
C.8 is meaning that the IR transmitter is ready to use. 

 

Figure C.8 Light detection of IR LED by using a digital camera 
 

11) Final, test the IR transmitter to control the digital camera shutter by moving 
IR transmitter to the in front of digital camera closely to the IR receivers (see Figure 
C.9) of camera, if a camera was starting to take a photo by itself automatically is 
meaning that the control of cameras shutter by using the IR transmitter was successful. 

 

Figure C.9 Infrared (IR) receivers of Pentax Optio WG-2 digital camera 

IR receivers 



 
 

 

87 

Appendix D 
Data logger firmware 

The following code are used for developed data logger, which based on based 
on C/C++ programming 

#include <Wire.h> 
#include "I2Cdev.h" 
#include "MPU9150Lib.h" 
#include "CalLib.h" 
#include <dmpKey.h> 
#include <dmpmap.h> 
#include <inv_mpu.h> 
#include <inv_mpu_dmp_motion_driver.h> 
#include <EEPROM.h> 
#include <SD.h> 
 
String inData; 
 
//  DEVICE_TO_USE selects whether the IMU at address 0x68 (default) or 0x69 is used 
//    0 = use the device at 0x68 
//    1 = use the device at ox69 
 
#define  DEVICE_TO_USE    0 
 
MPU9150Lib MPU;   // the MPU object 
 
//  MPU_UPDATE_RATE defines the rate (in Hz) at which the MPU updates the sensor data 
and DMP output 
 
#define MPU_UPDATE_RATE  (20) 
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//  MAG_UPDATE_RATE defines the rate (in Hz) at which the MPU updates the magnetometer 
data 
//  MAG_UPDATE_RATE should be less than or equal to the MPU_UPDATE_RATE 
 
#define MAG_UPDATE_RATE  (10) 
 
//  MPU_MAG_MIX defines the influence that the magnetometer has on the yaw output. 
//  The magnetometer itself is quite noisy so some mixing with the gyro yaw can help 
//  significantly. Some example values are defined below: 
 
#define  MPU_MAG_MIX_GYRO_ONLY          0    // just use gyro yaw 
#define  MPU_MAG_MIX_MAG_ONLY           1   // just use magnetometer and no gyro yaw 
#define  MPU_MAG_MIX_GYRO_AND_MAG       10   // a good mix value  
#define  MPU_MAG_MIX_GYRO_AND_SOME_MAG  50   // mainly gyros with a bit of mag 
correction  
 
//  MPU_LPF_RATE is the low pas filter rate and can be between 5 and 188Hz 
 
#define MPU_LPF_RATE   40 
 
const int chipSelect = 53;       // CS pin (Arduino boards,4 on the Uno, 53 on the Mega) 
long Number = 1; 
 
//  SERIAL_PORT_SPEED defines the speed to use for the debug serial port 
#define  SERIAL_PORT_SPEED  115200 
 
unsigned long previousMillis  = 0; 
unsigned long currentMillis   = 0; 
unsigned long fMillis  = 0; 
unsigned long sMillis   = 0; 
int interval = 3000; //set interval (milliseconds) 
int DL = 30000;  //set delay (milliseconds) 
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void setup() 
{ 
  Serial.begin(SERIAL_PORT_SPEED); 
  Serial2.begin(SERIAL_PORT_SPEED); 
  Serial.print("Data logging is starting"); Serial.println(DEVICE_TO_USE); 
  Wire.begin(); 
  MPU.selectDevice(DEVICE_TO_USE);     // only really necessary if using device 1 
  MPU.init(MPU_UPDATE_RATE, MPU_MAG_MIX_GYRO_AND_MAG, MAG_UPDATE_RATE, 
MPU_LPF_RATE);  // start the MPU 

  // intialize SD Card 
  Serial.println("Initializing SD Card"); 
    // Make sure that the default chip select pin is set to  
  // output, even if you don't use it: 
  pinMode(chipSelect, OUTPUT); 
  Serial.print("chipSelect set to output\n"); 
     
  if (!SD.begin(chipSelect)) 
  { 
    Serial.println("Card failed, or not present\n"); 
    // don't do anything more; 
    return; 
  } 
  Serial.println("card initialized"); 
 
  File logFile = SD.open("LOG.txt", FILE_WRITE); 
  if (logFile) 
  { 
    String header = "Image_No., Cam_Roll(deg), Cam_Pitch(deg), 

Cam_Yaw_Heading(deg), Longitude(deg), Latitude(deg), Altitude(m)"; 
    logFile.println(header); 
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    logFile.close(); 
    Serial.println(header); 
  } 
  else 
  { 
    Serial.println("Couldn't open log file"); 
  }   
} 
void loop() 
{  
  while (Serial2.available())  
  { 
  char recieved = Serial2.read(); 
  inData += recieved; 
    if( recieved == '\n' )  // is this the terminating carriage return 
    {   
      MPU.selectDevice(DEVICE_TO_USE);  
      if (MPU.read()) 
      { 
        fMillis = millis(); 
        // check to see if the interval time is passed 
        if (fMillis - sMillis >= DL == true) 
        { 
          currentMillis = millis(); 
          // check to see if the interval time is passed 
          if (currentMillis - previousMillis >= interval == true) 
          {           
            File dataFile = SD.open("LOG.txt", FILE_WRITE); 
            if(dataFile) 
            {   
             // print and write image number 
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                dataFile.print("PTAX");dataFile.print(Number);dataFile.print(".JPG"); 
                Serial.print("PTAX ");Serial.print(Number);Serial.print(".JPG"); 
                dataFile.print(","); 
                Serial.print("\t"); 
              // print and write calculated gyro data 
                dataFile.print((MPU.m_dmpEulerPose[0]*-180/PI),3); 
                Serial.print((MPU.m_dmpEulerPose[0]*-180/PI),3); 
                dataFile.print(","); 
                Serial.print("\t"); 
                dataFile.print((MPU.m_dmpEulerPose[1]*180/PI),3); 
                Serial.print((MPU.m_dmpEulerPose[1]*180/PI),3); 
                dataFile.print(","); 
                Serial.print("\t"); 
             // print and write data from serial2 
                dataFile.print(inData); 
                Serial.print(inData); 
                Serial.println(); 
                dataFile.close();  
            }    
            else 
            { 
              Serial.println("Couldn't access file"); 
            } 
            Number++; 
            previousMillis = currentMillis; 
          } 
        } 
      } 
      inData = ""; 
    } 
  } 
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Appendix E 
Calibration of camera, gimbal and data logger 

E.1. Camera calibration 

For calibration of camera lens by using the Agisoft Lens software have steps 
are as follow: 

1) Capture the photos of the calibration pattern. 
a) Select “Show chessboard” command from the Tools menu to display the 

calibration pattern. 
b) Capture a series of photos of the displayed calibration pattern with Pentax 

Optio WG-2 digital camera from slightly different angles, according to the guidelines 
below (see Figure E.1). Minimum number of photos for a given focal length is 3.   

 

 

Figure E.1 Sample photos of a calibration target 
 

When capturing photos of the calibration pattern, try to fulfill the 
following guidelines: 

- Avoid glare on the photos. Move the light sources away if required. 
- Preferably, the whole area of the photos should be covered by calibration 

pattern. Move the camera closer to the LCD screen if required. 
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c) Click anywhere on the calibration pattern or press Escape button to return 
to the program. 

d) Upload the captured photos to the computer. 

2) Load the photos of the calibration pattern. 
a) Select “Add Photos...” command from the Tools menu  
b) In the "Open File” dialog box, browse to the folder, containing the photos, 

and select files to be processed. Then click Open button. 

3) Select “Calibrate...” command in the Tools menu. 
4) In the “Calibration” dialog box, select the desired calibration parameters. 

Click OK button when done. After finished calibration, the results will appear in the 
report window. The following calibration parameters are estimated during calibration 
and printed in the report window: 

- fx - horizontal focal length, in pixels 
- fy - vertical focal length, in pixels 
- cx - X coordinate of the principal point 
- cy - Y coordinate of the principal point 
- K1, K2, K3, P1, P2 – radial lens distortions in Brown’s model 

After calibration is finished, it will be presented with the following information: 

- Detected chessboard corners which have shown in Figure E.2). 

 

Figure E.2 Detected chessboard corner from a photo 
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- In the report window estimated calibration of interior orientation parameters 
and their errors are displayed such as, radial and tangential distortion. Which have 
shown in Figure E.3. 

 

Figure E.3 The estimated calibration of interior orientation parameters their errors 
 

5) Final, select “Save calibration…” command in the File menu.  
 

E.2. Gimbal calibration 

The steps of gimbal calibration are as follows: 

1) Prepare the gimbal that finished tuning in section C.1.2 
2) Use the pond bubble which shows in Figure E.4 in order to adjust the 

orientation of a camera to vertically by attaching on the screen of a camera, which a 
camera was installed on the gimbal frame and face down to the floor for vertical 
imaging (see Figure E.5). 
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Figure E.4 A pond bubble tube 
 

 

Figure E.5 The installation of a camera on gimbal frame 
 

3) Hang the gimbal or attach on UAV (Hexacopter).  
4) Connect the battery to brushless gimbal controller board. 
5) Connect the brushless gimbal controller board to the computer via USB 

cable  
6) Start the BruGi software and then select the port and click connect. 
7) In the “Settings” tab click on “Get from EEPROM” for loading of exiting of 

values from brushless gimbal controller board that finished tuning. 
8) Go to “Calibration” tab. In ACC Sensor, click ACC Calibration button and wait 

until finished. Then do the same for GYRO Sensor, which do not mark on Calibration  
“at Startup ON” 

9) Next, adjust the values of “Offset X” and “Offset Y” in GYRO Sensor by 
adding and reducing their values (see Figure E.6) in order to bring the pond bubble 
into the center of the pond bubble tube. 



 
 

 

96 

 

Figure E.6 The offset calibration of a gyroscope in BruGi software 
 

10) After finished adjusting of “Offset X” and “Offset Y” in step 9. Then go to 
“Settings” tab again and click on Save to EEPROM button for saving of adjusted values 
into the brushless gimbal controller board. 

11) Final, disconnect the USB cable and battery from brushless gimbal 
controller board. After that, reconnect a battery for checking of calibrated gimbal by 
using a pond bubble in order to estimate the vertical of a camera 

 
E.3. Data logger calibration 

The steps of data logger calibration will be described as follows: 

1) Prepare the gimbal that finished tuning and calibrating in section C.1.2 and 
E.2 respectively. 

2) Connect the Arduino Mega 2560 to the computer. 
3) In Arduino, go to File/Open and load the data logger firmware from section 

D. Then set the time of interval recording by starting at 3000 milliseconds. Because it 
is a default self-timer in camera shutter control mode of Pentax Optio WG-2 digital 
camera. For change time see code line as below. 

int interval = 3000; //set interval (milliseconds) 

Then save a firmware, verify and upload into Arduino Mega 2560. 
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4) Connect the battery to brushless gimbal controller board. Then it will be 
operated automatically to stabilize a camera. 

5) Connect the battery to APM 2.5 controller board. 
6) Power on a camera and set their shutter control by using infrared. Then set 

the focus to infinity.  
7) Connect the APM 2.5 controller board to the computer via micro USB cable. 

Then open a Mission planer and click connect by selecting of baud rate at 115200 and 
com port that assigned to AMP 2.5 controller board. After that, wait until data logger 
has been record the data and take a photo. 

8) Next, to observe the data, it should be take time about an hour or more 
(not fixed). Due to UAV cannot fly longer than this. Particularly, multi-rotor. 

9) After that, check the data from SD card of camera and data logger whether 
the images and exterior orientation parameters have equal number of images and 
logging data record or not. If equal do the next step, if not repeat the step 2-9 by 
adding time for data logging about 500 milliseconds. 

10) Next, calculate the average of roll and pitch angles from log file in order to 
calibrate the IMU orientation to close zero by adding or reducing of their values to the 
data logger firmware. 

11) In Arduino, go to File/Open and load the data logger firmware from step 3. 
Then edit the following code: 

- For roll angle 

dataFile.print((MPU.m_dmpEulerPose[0]*-180/PI) ”+ or – Average of roll angle“,3); 
Serial.print((MPU.m_dmpEulerPose[0]*-180/PI) “+ or – Average of roll angle”,3); 

- For pitch angle 

dataFile.print((MPU.m_dmpEulerPose[1]*180/PI) ”+ or– Average of pitch angle“,3); 
Serial.print((MPU.m_dmpEulerPose[1]*180/PI) ”+ or – Average of pitch angle“,3); 
 

Final, save a firmware. Then verify and upload into Arduino Mega 2560.



 
 

 

98 

 

 

 
VITA 
 

VITA 

 

Mr. Santisouk Kongkeo was born in Vientiane, Laos P.D.R. He was graduated 
the bachelor degree in Civil Engineering in 2012 from National University of Laos 
(NUOL). He got a CU-ASEAN scholarship from Chulalongkorn University and then he 
was studied in the field of survey engineering in 2013. 

 


	THAI ABSTRACT
	ENGLISH ABSTRACT
	ACKNOWLEDGEMENTS
	CONTENTS
	CHAPTER 1  INTRODUCTION
	1.1 Statement of the problem
	1.2 Objectives
	1.3 Scope of research
	1.4 Expected Benefits

	CHAPTER 2  RELATED TECHNOLOGY AND LITERATURE REVIEWS
	2.1 UAV system
	2.2 Camera controller system
	2.2.1. Gimbal (camera controller)
	2.2.1.1. Open source brushless gimbal controller
	2.2.1.2. Brushless DC motor (BLDC)
	2.2.1.3. Mechanical design of gimbal frame
	2.2.1.4. Tuning of BLDC motor

	2.2.2. Data logger
	2.2.2.1. SD cards and SD library
	2.2.2.2. ArduPilot Mega controller board
	2.2.2.3. GPS receiver module
	2.2.2.4. Motion Processing Unit (MPU)


	2.3 Photogrammetry
	2.3.1. Coordinate systems
	2.3.1.1. Global coordinate system
	2.3.1.2. Local coordinate system
	2.3.1.3. Platform and device coordinate systems
	2.3.1.4. Image coordinate systems

	2.3.2. Geometry of photograph
	2.3.3. Interior orientation
	2.3.4. Exterior orientation
	2.3.5. Direct georeferencing

	2.4 Related researches

	CHAPTER 3  RESEARCH METHODOLOGY
	3.1 Design and creating of gimbal
	3.1.1 Design of gimbal frame
	3.1.2 Creating of gimbal frame
	3.1.3 Selecting of brushless gimbal controller and BLDC motors

	3.2 Development of data logger
	3.3 Programing of controllers
	3.3.1 Brushless gimbal controller
	3.3.2 Data logger
	3.3.2.1 Sending of data
	3.3.2.2 Receiving of data

	3.3.3 Digital camera shutter

	3.4 Integration of gimbal and data logger
	3.5 Testing of gimbal and data logger
	3.5.1 Testing in laboratory
	3.5.1.1 Camera calibration
	3.5.1.2 Gimbal calibration
	3.5.1.3 Data logger calibration

	3.5.2 Testing in real environment

	3.6 Data collection
	3.7 Data processing

	CHAPTER 4  RESULTS AND DISCUSSION
	4.1 Results of the design and creating of gimbal and data logger
	4.2 Experimental results
	4.2.1 Experimental result of the use of gimbal and data logger
	4.2.2 Experimental result of the use of data logger only

	4.3 Comparison of the results

	CHAPTER 5  CONCLUSION
	5.1 Conclusion of experimental results
	5.2 Issues and obstacles in research
	5.3 Suggestions

	REFERENCES
	APPENDIX
	Appendix A  Drawing of developed 2-axis brushless gimbal frame
	Appendix B  List of the hardware and their specifications
	Appendix C  Programing of controller
	Appendix D  Data logger firmware
	Appendix E  Calibration of camera, gimbal and data logger

	VITA

