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CHAPTER I

INTRODUCTION

Berry-Esseen inequality is one of the most important tools in the theory of prob-

ability. This inequality helps us to quantify the rate of the convergence in the

central limit theorem. For each n ∈ N, let X1, X2, ..., Xn be independent and

identically distributed random variables with zero means and
n∑
i=1

EX2
i = 1. De-

fine

Sn =
n∑
i=1

Xi

and let Φ1 be the standard normal distribution, i.e.,

Φ1(x) =
1√
2π

∫ x

−∞
e−

1
2
t2dt.

The Berry-Esseen inequality was stated under the assumption that
n∑
i=1

E|Xi|3 <∞.

The uniform and non-uniform versions of the inequality are

sup
x∈R
|P (Sn ≤ x)− Φ1(x)| ≤ C0

n∑
i=1

E|Xi|3

and

|P (Sn ≤ x)− Φ1(x)| ≤ C1

1 + |x|3
n∑
i=1

E|Xi|3,

respectively, where both C0 and C1 are positive constants. The uniform version

was independently discovered by Berry [5] and Esseen [13] in 1941 and 1945, re-

spectively, while the non-uniform version was discovered by Nagaev [17] in 1965.

Over several decades, many authors put their effort to find the rate of this con-

vergence both uniform and non-uniform versions such as Shevtsova [23], Siganov

[24], Neammanee and Thongtha [18], Chen and Shao [10, 12], Paditz [19] and

Chaidee [7], etc.
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For multidimensional case, let k ∈ N be fixed and n ∈ N be arbitrary,

Yi = (Yi1, Yi2, ..., Yik), i = 1, 2, ..., n, be independent and identically distributed

random vectors in Rk with zero means,

n∑
i=1

EY 2
ij = 1 for j = 1, 2, . . . , k and (1.1)

EYijYil = 0 for j 6= l. (1.2)

Define

Wn =
n∑
i=1

Yi.

Let Fn be the distribution of Wn and Φk the standard Gaussian distribution in

Rk, i.e.,

Φk(A) =
1

(2π)
k
2

∫
A

e

−
1

2

k∑
i=1

x2
i

dkx

where A ⊆ Rk and x = (x1, x2, ..., xk) ∈ Rk. Under the above assumption,

Bergström [4] guaranteed that Fn converges weakly to Φk. The uniform bound of

this convergence have been repeatedly refined over subsequent decades by many

researchers such as Esseen [13], Rao [21] and Bahr [2], etc. Esseen [13] assumed

the finiteness of the forth moments,

k∑
j=1

E|Y1j|4 <∞,

and used Fourier method to find a uniform bound over the closed sphere Bk(r) =

{x ∈ Rk | x2
1 + x2

2 + · · ·+ x2
k ≤ r2} for r > 0. He proved that

|Fn(Bk(r))− Φk(Bk(r))| ≤
Ck

n
k
k+1

where Ck is an absolute constant depending on k. Rao [21] generalized Esseen’s

result to any convex Borel subset C of Rk, and his estimation is

|Fn(C)− Φk(C)| ≤ Ck√
n

(log n)
k−1

2(k+1) (1.3)
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In 1967, Bahr [2] assumed

E(
k∑
j=1

Y 2
1j)

s
2 <∞,

for an integer s > k > 1 and improved the rate of convergence in (1.3) by the

inequality

|Fn(C)− Φk(C)| ≤ Ck√
n
. (1.4)

In the case that each random vector Yi may not be identically distributed,

Bhattacharya [6] assumed that for i = 1, 2, ..., n,

k∑
j=1

E|Yij|3+δ <∞ for some δ > 0,

and he gave a bound of the estimation on any Borel subset of Rk. The rate

of convergence in [6] is the same as in (1.4). In 1991, Götze [14] assumed the

finiteness of the third moments and used the Stein’s method to find a uniform

bound of this convergence. He proved that on any measurable convex set C in

Rk,

|Fn(C)− Φk(C)| ≤ Ckγ3 (1.5)

where γ3 =
n∑
i=1

E||Yi||3, || · || is the Euclidean norm in Rk and

Ck = 124.4ak
√
k + 10.7,

where ak = 2.04, 2.4, 2.69, 2.94 for k = 2, 3, 4, 5, respectively and ak ≤ 1.27
√
k for

k ≥ 6. His estimation is of order O(n−
1
2 ). In 2009, Reinert and Röllin [22] assumed

the finiteness of the third moments and used the Stein’s method to find uniform

bounds. Their estimation is of order O(n−
1
4 ), but the result can be applied to the

case that the random vectors Yi, i = 1, 2, . . . , n, need not be independent.

Bahr [1] is the first one who investigated the non-uniform bound of this estima-

tion. By assuming the identically distributed on Y ′i s, he gave a rate of convergence

on Bk(r). Under the assumption

E(
k∑
j=1

Y 2
1j)

s
2 <∞,
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for an integer s ≥ 3, the result is

|Fn(Bk(r))− Φk(Bk(r))| ≤
Ck · d(n)

rsn
s−2
2

for r ≥
(

5

4
m(s− 2) log n

) 1
2

(1.6)

where m is the largest eigenvalue of the covariance matrix of
√
nYi, d(n) is

bounded by one and lim
n→∞

d(n) = 0.

In this dissertation, we will find both uniform and non-uniform Berry-Esseen

bounds without assuming that Y ′i s are identically distributed nor all components

of Yi are independent.

In the first part of our investigation, we obtain both uniform and non-uniform

bounds on the half plane Ak(r) = {x ∈ Rk | x1 + x2 + · · · + xk ≤ r} for r ∈ R.

We investigate the bounds by applying Berry-Esseen inequality in R. In this part,

we give our results under various assumptions on Yij: the random vaiables Yij are

bounded, E|Yij|p <∞ for some 2 < p < 3 and E|Yij|3 <∞ for i = 1, 2, . . . , n and

j = 1, 2, . . . , k. The results are as follows:

Theorem 1.1. Let Yi = (Yi1, Yi2, . . . , Yik), i = 1, 2, . . . , n, be independent random

vectors in Rk with zero means, satisfying (1.1) and (1.2). Define Wn =
n∑
i=1

Yi.

Let Fn be the distribution function of Wn. If |Yij| ≤ δ0 for i = 1, 2, . . . , n and

j = 1, 2, . . . , k, then

sup
r∈R
|Fn(Ak(r))− Φk(Ak(r))| ≤ 3.3

√
kδ0

and there exists a constant C which does not depend on δ0 such that for every real

numbers r,

|Fn(Ak(r))− Φk(Ak(r))| ≤
Ck2δ0

(
√
k)3 + |r|3

.

Theorem 1.2. Let Yi = (Yi1, Yi2, . . . , Yik), i = 1, 2, . . . , n, be independent random

vectors in Rk with zero means, satisfying (1.1) and (1.2). Define Wn =
n∑
i=1

Yi.

Let Fn be the distribution function of Wn. If E|Yij|p <∞ for some 2 < p < 3, i =

1, 2, . . . , n and j = 1, 2, . . . , k, then

sup
r∈R
|Fn(Ak(r))− Φk(Ak(r))| ≤ 75(4)p−1k

p
2

k∑
j=1

n∑
i=1

E|Yij|p
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and there exists an absolute constant C such that for r ∈ R,

|Fn(Ak(r))− Φk(Ak(r))| ≤
C(5k)p

(
√
k + |r|)p

k∑
j=1

n∑
i=1

E|Yij|p.

Theorem 1.3. Let Yi = (Yi1, Yi2, . . . , Yik), i = 1, 2, . . . , n, be independent random

vectors in Rk with zero means, satisfying (1.1) and (1.2). Define Wn =
n∑
i=1

Yi.

Let Fn be the distribution function of Wn. If E|Yij|3 < ∞ for i = 1, 2, . . . , n and

j = 1, 2, . . . , k, then

sup
r∈R
|Fn(Ak(r))− Φk(Ak(r))| ≤ 0.5600

√
k

k∑
j=1

n∑
i=1

E|Yij|3

and for all real numbers r,

|Fn(Ak(r))− Φk(Ak(r))| ≤
31.935k2

(
√
k)3 + |r|3

k∑
j=1

n∑
i=1

E|Yij|3.

In the second part, we use Stein’s method to find uniform bounds and give the

constants C on the half plane Ak(r), the closed sphere Bk(r) and the rectangular

set Rk(r) = {x ∈ Rk | |xj| ≤ rj, j = 1, 2, . . . , k} where r = (r1, r2, . . . , rk) and

rj > 0 for all j = 1, 2, . . . , k. In this part, we assume further that

k∑
j=1

E|Yij|3 <∞ for all i = 1, 2, ..., n.

Here are our results.

Theorem 1.4. Let Yi = (Yi1, Yi2, . . . , Yik), i = 1, 2, . . . , n, be independent random

vectors in Rk with zero means and Yij are independent for all j = 1, 2, . . . , k.

Define Wn =
n∑
i=1

Yi. Let Fn be the distribution function of Wn. Assume that

n∑
i=1

EY 2
ij = 1 for j = 1, 2, . . . , k and

k∑
j=1

E|Yij|3 <∞ for i = 1, 2, . . . , n. Then

sup
r∈R
|Fn(Bk(r))− Φk(Bk(r))| ≤ Cβ3

where C =
4.55

k
+

3

k
√
k

and β3 =
k∑
j=1

n∑
i=1

E|Yij|3.
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Theorem 1.5. Under the assumptions of Theorem 1.4, we have

sup
r∈R
|Fn(Ak(r))− Φk(Ak(r))| ≤ Cβ3

where C =
4.55

k
+

3

k
√
k

and β3 =
k∑
j=1

n∑
i=1

E|Yij|3.

Observe that the orders of the estimations in Theorem 1.4 and Theorem 1.5

are O(n−
1
2 ) which is finer than the result in [22] and the constants are smaller

than the constant in (1.5).

Corollary 1.6. Let Xi, i = 1, 2, . . . , n, be independent random variables with zero

mean and
n∑
i=1

EX2
i = 1. Define Wn =

n∑
i=1

Xi. Let Fn be the distribution function

of Wn. If E|Xi|3 <∞ for i = 1, 2, . . . , n, then

sup
x∈R
|Fn(x)− Φ1(x)| ≤ 7.55

n∑
i=1

E|Xi|3.

Theorem 1.7. Under the assumption of Theorem 1.4, we have

sup
r∈R
|Fn(Rk(r))− Φk(Rk(r))| ≤ Cβ3

where C =
4.55

k
+

3

k
√
k

and β3 =
k∑
j=1

n∑
i=1

E|Yij|3.

In the last part of our results, we use the same method as in the the second

part to find a non-unifrom bound on Bk(r). The result is as follows:

Theorem 1.8. Under the assumption of Theorem 1.4, there exists a positive

constant Ck (depends on k) such that

|Fn(Bk(r))− Φk(Bk(r))| ≤
Ckβ3

1 + r3

for r > 0, where β3 =
k∑
j=1

n∑
i=1

E|Yij|3.

Note that the result in Theorem 1.8 is obtained for all positive real numbers

r which is broader than the radius r in (1.6).
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The contents of this dissertation are organized into five chapters. Firstly, chap-

ter II, a premilinary part, consists of basic information in probability theory and

integration on sphere. The information and propositions concerning the Stein’s

method are explained in chapter III. The proofs of our results are given in chapter

IV, chapter V and chapter VI. In Chapter IV, we give uniform and non-uniform

bounds by using Berry-Essen theorem in R. Uniform bounds provided in Chapter

V are investigated by using the Stein technique. Finally, Chapter VI, contains a

proof of non-uniform bound given in Theorem 1.8.



CHAPTER II

PRELIMINARIES

In this chapter, we review some basic knowledges in probability and the idea

of integration on sphere.

2.1 Basic Knowledge in Probability

In this section, we give some basic knowledges in probability which will be

used in our work.

A probability space is a measure space (Ω,F , P ) for which P (Ω) = 1. The

measure P is called a probability measure. The set Ω will be referred to as a

sample space and its elements are called points or elementary events. The

elements of F are called events. For any event A, the value P (A) is called the

probability of A.

Let (Ω,F , P ) be a probability space. A function X : Ω → R is called a

random variable if for every Borel set B in R, X−1(B) belongs to F . We shall

use the notation P (X ∈ B) in place of P ({ω ∈ Ω|X(ω) ∈ B}). In the case that

B = (−∞, a] or [a, b], P (X ∈ B) is denoted by P (X ≤ a) or P (a ≤ X ≤ b),

respectively.

Let X be a random variable. A function F : R→ [0, 1] defined by

F (x) = P (X ≤ x)

is called the distribution function of X.

A random variable X with the distribution function F is said to be a discrete

random variable if the image of X is countable and it is called a continuous

random variable if F can be written in the form

F (x) =

∫ x

−∞
f(t)dt
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for some nonnegative integrable function f on R. In this case, we say that f is

the probability function of X.

Now we will give some examples of random variables.

We say that X is a normal random variable with parameters µ and σ2, written

as X ∼ N(µ, σ2), if its probability function is defined by

f(x) =
1√

2πσ2
exp

(
− 1

2σ2
(x− µ)2

)
.

Moreover, if X ∼ N(0, 1) then X is said to be a standard normal random

variable.

We say that X is a discrete uniform random variable with parameter n if

there exist x1, x2, . . . , xn such that P (X = xi) =
1

n
for any i = 1, 2, . . . , n, denoted

by X ∼ U(n).

A random variable X is a gamma random variable with parameters α and β,

written as X ∼ Gam(α, β), if its probability function is given by

f(x) =


1

βαΓ(α)
xα−1e−

x
β if x ≥ 0,

0 if x < 0

where α, β > 0 and Γ, called the gamma function, is defined by

Γ(α) =

∫ ∞
0

e−yyα−1dy. (2.1)

A ramdom variable X is a chi-square random variable with degree of freedom

γ, denoted by X ∼ χ2(γ), if X ∼ Gam(γ
2
, 2).

Let (Ω,F ,P) be a probability space and Fα is a sub σ-algebra of F for each

α ∈ Λ. We say that {Fα|α ∈ Λ} is independent if and only if for k ∈ N and

subset J = {α1, α2, . . . , αk} of Λ,

P

(
k⋂

m=1

Aαm

)
=

k∏
m=1

P (Aαm)

where Aαm ∈ Fαm for m = 1, 2, . . . , k.

Let Eα ⊆ F for all α ∈ Λ. We say that {Eα|α ∈ Λ} is independent if and

only if {σ(Eα)|α ∈ Λ} is independent where σ(Eα) is the smallest σ-algebra with

Eα ⊆ σ(Eα).
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We say that the set of random variables {Xα| α ∈ Λ} is independent if

{σ(Xα)| α ∈ Λ} is independent, where σ(X) = {X−1(B) | B is a Borel subset

of R}.

Theorem 2.1. Random variables X1, X2, . . . , Xn are independent if for any

Borel sets B1, B2, . . . , Bn, we have

P

(
n⋂
i=1

{Xi ∈ Bi}

)
=

n∏
i=1

P (Xi ∈ Bi).

Proposition 2.2. If Xij ; i = 1, 2, . . . , n, j = 1, 2, . . . ,mi are independent and

fi : Rmi → R are measurable, then {fi(Xi1, Xi2, . . . , Ximi), i = 1, 2, . . . , n} is

independent.

LetX be any random variable on a probability space (Ω,F , P ). If

∫
Ω

|X|dP <∞,

then we define its expected value to be

E(X) =

∫
Ω

XdP.

Proposition 2.3. Let X be a random variable such that E(|X|) <∞.

(1) If X is a discrete random variable, then E(X) =
∑

x∈ImX

xP (X = x).

(2) If X is a continuous random variable with probability function f , then

E(X) =

∫
R
xf(x)dx.

Proposition 2.4. Let X and Y be random variables such that E(|X|) <∞ and

E(|Y |) <∞ . Then, we have the followings:

(1) E(aX + bY ) = aE(X) + bE(Y ) for a, b ∈ R.

(2) If X ≤ Y , then E(X) ≤ E(Y ).

(3) |E(X)| ≤ E(|X|).

Let X be a random variable which E(|X|k) <∞. Then E(|X|k) is called the

k-th moment of X about the origin and call E[(X−E(X))k] the k-th moment

of X about the mean.
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We call the second moment of X about the mean, the variance of X, denoted

by V ar(X). Then

V ar(X) = E[X − E(X)]2.

We note that

(1) V ar(X) = E(X2)− [E(X)]2.

(2) If X ∼ N(µ, σ2), then E(X) = µ and V ar(X) = σ2.

Proposition 2.5. If X1, X2, . . . , Xn are independent, E|Xi| <∞ and EX2
i <∞

for i = 1, 2, . . . , n, then

(1) E(X1X2 · · ·Xn) = E(X1)E(X2) · · ·E(Xn),

(2) V ar

(
n∑
i=1

aiXi

)
=

n∑
i=1

a2
iV ar(Xi) for any real numbers a1, a2, . . . , an.

The following inequalities are useful in our work.

1. Hölder’s inequality

If X and Y are random variables such that E(|X|p) < ∞, E(|Y |q) < ∞ where

1 ≤ p, q ≤ ∞,
1

p
+

1

q
= 1, then

E(|XY |) ≤ [E|X|p]
1
p [E|Y |q]

1
q .

2. Chebyshev’s inequality

For any p > 0 and any random variable X such that E(|X|p) <∞,

P ({|X| ≥ ε}) ≤ E|X|p

εp
for all ε > 0.

Let X be a finite expected value random variable on a probability space

(Ω,F ,P) andD a sub σ-algebra of F . Define a probability measure PD : D → [0, 1]

by

PD(E) = P (E)

and a sign-measure QX : D → R by

QX(E) =

∫
E

XdP for any E ∈ D.
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Thus, QX is absolutely continuous with respect to PD. By Radon-Nikodym

theorem, there exists a unique measurable function ED(X) on (Ω,F ,P) such

that ∫
E

ED(X)dPD = QX(E) =

∫
E

XdP for any E ∈ D.

We call ED(X) the conditional expectation of X with respect to D.

In addition, for any random variables X and Y on the same probability space

(Ω,F ,P) such that E(|X|) <∞, we will denote Eσ(Y )(X) by EY (X).

Theorem 2.6. Let X be a random variable on a probability space (Ω,F ,P) such

that E(|X|) <∞, then the followings hold for any sub σ-algebra D of F .

(1) If X is random variable on (Ω,D, PD), then ED(X) = X a.s.[PD].

(2) EF(X) = X a.s.[P ].

(3) If σ(X) and D are independent, then ED(X) = E(X) a.s.[PD].

Theorem 2.7. Let X and Y be random variables on the same probability space

(Ω,F ,P) such that E(|X|) and E(|Y |) are finite. Then, for any sub σ-algebra

D of F , the followings hold.

(1) If X ≤ Y , then ED(X) ≤ ED(Y ) a.s. [PD].

(2) ED(aX + bY ) = aED(X) + bED(X) a.s. [PD] for any a, b ∈ R.

Theorem 2.8. Let X and Y be random variables on the same probability space

(Ω,F ,P) such that E(|XY |) and E(|Y |) are finite and D1,D2 sub σ-algebras of

F . If X is a random variable with respect to D1, then

(1) ED1(XY ) = XED1(Y ) a.s. [PD1 ].

(2) ED2(XY ) = ED2(XED1(Y )) a.s. [PD2 ].

Let (Ω,F ,P) be a probability space and D a sub σ-algebra of F . For any

event A on F , we define the conditional probability of A given D by

P (A|D) = ED(IA)
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where IA is defined by

IA(w) =

1 if w ∈ A,

0 if w /∈ A.

Let k ∈ N and X1, X2, . . . , Xk be random variables. The k-dimensional

vector X = (X1, X2, . . . , Xk) is called a random vector in Rk. A function

FX : Rk → [0, 1] defined by

FX(x ) = P (X1 ≤ x1, X2 ≤ x2, . . . , Xk ≤ xk)

for all x = (x1, x2, . . . , xk) ∈ Rk, is called a joint distribution function of the

random vector X.

If the random variables X1, X2, . . . , Xk are discrete, then the random vector X

is considered as a discrete random vector and its joint probability function

is

PX(x ) = P (X1 = x1, X2 = x2, . . . , Xk = xk).

If FX can be written in the form

FX(x ) =

∫ x1

−∞

∫ x2

−∞
· · ·
∫ xk

−∞
fX(t)dkt

for some nonnegative integrable function fX on Rk, then the random vector X is

called a continuous random vector. This function fX is the joint probability

function of X.

The expected value of a random vector, denoted by µX, is the vector of

expected values, i.e.

µX = (E(X1), E(X2), . . . , E(Xk)).

The k × k matrix

E{(X − µX)T (X − µX)}

is called a covariance matrix of a random vector X, denoted by cov(X). We
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note that

cov(X) = E(XTX)− µTXµX

=


V ar(X1) σ12 · · · σ1k

σ21 V ar(X2) · · · σ2k

...
... · · · ...

σk1 σk2 · · · V ar(Xk)


where σij = E(Xi − EXi)(Xj − EXj) for i, j = 1, 2, . . . , k.

An example of a random vector is a multivariate normal distribution. We say

that X has a multivariate normal distribution, written as X ∼ Nk(µX,Σ) if its

joint probability density function can be expressed as

fX(x ) =
1

(2π)
k
2

√
det Σ

exp

{
−1

2
(x − µX)Σ−1(x − µX)T

}
for x ∈ Rk

where Σ is a covariance matrix of X.

Proposition 2.9. Let X be an k-dimensional random vector with µX <∞. Then,

(1) E(XaT + b) = µXaT + b for any vector of constant a ∈ Rk and any

constant b in R,

(2) E(XA+ a) = A · µX + a for any k ×m matrix A and any vector of

constant a ∈ Rm.

Proposition 2.10. Let X be an k-dimensional random vector with covariance

matrix cov(X). Then,

(1) cov(XA+ a) = A · [cov(X)] ·AT for any k×m matrix A and any vector

of constant a ∈ Rm,

(2) cov(X) is a symmetric and positive semi-definite matrix.
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2.2 Integration on Sphere

A k-dimensional sphere, briefly “k-sphere”, is defined as a set of k-tuples of points

(x1, x2, . . . , xk) in Rk that are equidistant from a unique point. The unique point

is called the center and a line from the center to a point on the sphere is called a

radius of the sphere. The equation for an k-sphere centered at the origin is

x2
1 + x2

2 + · · ·+ x2
k ≤ r2

where r is length of a radius of the sphere. A unit k-sphere is a k-sphere of unit

radius which we denote its area by Sk. Let Vk be the k-dimensional volumn of a

k-sphere of radius r. The formula of Vk is given by

Vk =

∫ r

0

Skt
k−1dt. (2.2)

The constant Sk, which depends on k, satisfies∫ ∞
0

Ske
−t2tk−1dt =

∫
Rk
e−

∑k
i=1 x

2
i dkx = π

k
2 .

As a gamma function defined by (2.1), we find that

Sk =
2π

k
2

Γ(k
2
)
. (2.3)

By (2.3) and the explicit form of gamma function,

Γ(n) = (n− 1)!, Γ

(
n+

1

2

)
=

√
π(2n)!

4nn!
and Γ

(
1

2

)
=
√
π for all n ∈ N,

the area Sk can be written as S1 = 2, S2 = 2π and for k ≥ 3,

Sk =



2
k+1
2 π

k−1
2

((k − 2)!)!
if k is odd,

2π
k
2

(k
2
− 1)!

if k is even.

(2.4)

We note that S1 = 2 is the number of points in S1 = {−1, 1}, S2 = 2π is the

length of the circumference of the unit circle and S3 = 4π is the area of the unit

3-sphere.
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Therefore, we can find the integration of the standard Gaussian distribution

Φk over Bk(r) by using (2.2) and (2.3). The result is

Φk(Bk(r)) =
Sk

(2π)
k
2

∫ r

0

e−
t2

2 tk−1dt

=
1

2
k−2
2 Γ(k

2
)

∫ r

0

tk−1e−
t2

2 dt (2.5)

=
1

Γ(k
2
)

∫ r2

2

0

t
k−2
2 e−tdt (2.6)

where (2.6) is obtained from integrating (2.5) by substitution. The equation (2.5)

and (2.6) are useful equations for estimating 1− Φk(Bk(r)) in Chapter III.



CHAPTER III

STEIN’S METHOD

At the beginning of ascertaining bounds of the Berry-Esseen theorem, a widely

used technique is Fourier transformation. This method focuses on the characteristic

function rather than the distribution function of random variables. However, this

technique is quite complicated especially for the dependent case.

In 1972, Stein [25] introduced a new approach to find an explicit bound for the

error in normal approximation. This technique is based on a partial differential

equation instead of the Fourier transformation. The advantage of this approach

is that it can be used in many situations in which dependence plays a part. This

technique is called “Stein’s method”. The keys of this technique are the Stein’s

equation and its corresponding solution.

The Stein equation is considered as an equation of a partial differential operator

T . The equation used in normal approximation is of the form

T (f)(w) = h(w)−N (h), w ∈ R (3.1)

where f is a function, h is a function called the test function and N (h) is a

constant defined by

N (h) = E(h(Z1)), Z1 is a standard normal random variable.

Thus, for a random variable W , the equation (3.1) becomes

T (f)(W ) = h(W )−N (h). (3.2)

From (3.2), we obtain a bound of the normal approximation by estimating T (f)(W )

instead of h(W )−N (h). Therefore, the bound of the approximation depends on

the solution f of the eqution (3.1).

Stein gave a bound of normal approximation by introducing the operator T in
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(3.1) as follows:

T (f)(w) := f ′(w)− wf(w) for w ∈ R.

He also gave its corresponding solution f defined by

fh(w) = e
w2

2

∫ w

−∞
[h(x)−N (h)]e−

x2

2 dx

for all real-valued measureable functions h with N (h) <∞.

Apart from the normal distribution, many researchers have seriously worked

to find equations for other distributions such as Poisson distribution [9], gamma

distribution [16], chi-square distribution [20] and hypergeometric distribution [15],

etc.

In multidimensional case, many researchers gave a stein’s equation for multi-

variate normal distribution under various assumptions on h. Götze [14] gave an

equation and found a bound of the approximation when h belongs to a class of

uniformly bounded measurable functions. This class includes a class of indicator

functions on measurable convex sets. Barbour [3] introduced an equation to

find a bound of the approximation when h belongs to a class of twice Fŕechet

differentiable functions. Chatterjee and Meckes [8] gave an equation and used

exchangeable pair approach to find a bound of the approximation when h ∈ C2(Rk).

Reinert and Röllin [22] used the similar approach of [8] with a different equation to

give a bound of the approximation. In [22], the equation can be applied to the case

that the test function h belongs to a class of indicator functions on measurable

convex sets.

In this chapter, the information is organized into two sections. In section 3.1,

we will introduce the Stein’s equation and give its solution. The properties of the

solution f needed to prove our results are given in section 3.2.

3.1 Stein’s Equation

This section is devoted to introducing the Stein’s equation for multidimensional

vector space Rk and its solution. They are given in the event that the test function
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h is an indicator function on Borel sets in Rk. The result is stated in the following

proposition.

Proposition 3.1. For k ∈ N and a Borel set B in Rk, let hB : Rk → R be defined

by

hB(w) =

1 if w ∈ B,

0 if w /∈ B

where w = (w1, w2, . . . , wk) ∈ Rk. A solution fB of the equation

k∑
i=1

fwi(w)−
k∑
i=1

wifB(w) =
√
k[hB(w)− Φk(B)] (3.3)

is

fB(w) =



−
√

2πe
1
2
w̄2

(1− Φk(B))(1− Φ1(w̄)) if w ∈ B, w̄ ≥ 0,

√
2πe

1
2
w̄2

(1− Φk(B))Φ1(w̄) if w ∈ B, w̄ < 0,

√
2πe

1
2
w̄2

Φk(B)(1− Φ1(w̄)) if w /∈ B, w̄ ≥ 0,

−
√

2πe
1
2
w̄2

Φk(B)Φ1(w̄) if w /∈ B, w̄ < 0

(3.4)

where w̄ =
1√
k

k∑
i=1

wi and fwi are the partial derivatives of fB with respect to wi

for i = 1, 2, . . . , k.

Proof. Case 1) Let w ∈ Int(B) and w̄ ≥ 0.

fwi(w) = −
√

2π(1− Φk(B))

[
e

1
2
w̄2 ∂

∂wi
(1− Φ1(w̄)) + (1− Φ1(w̄))

∂

∂wi
e

1
2
w̄2

]
= −
√

2π(1− Φk(B))

[
− 1√

2kπ
+
w̄e

1
2
w̄2

(1− Φ1(w̄))√
k

]
=

1√
k

(1− Φk(B)) +
w̄√
k
fB(w).

Thus

k∑
i=1

fwi(w) =
√
k(1− Φk(B)) +

√
kw̄fB(w)

=
√
k[hB(w)− Φk(B)] +

k∑
i=1

wifB(w).
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Case 2) Let w ∈ Int(B) and w̄ < 0.

fwi(w) =
√

2π(1− Φk(B))

[
e

1
2
w̄2 ∂

∂wi
Φ1(w̄) + Φ1(w̄)

∂

∂wi
e

1
2
w̄2

]
=
√

2π(1− Φk(B))

[
1√
2kπ

+
w̄e

1
2
w̄2

Φ1(w̄)√
k

]
=

1√
k

(1− Φk(B)) +
w̄√
k
fB(w).

Thus

k∑
i=1

fwi(w) =
√
k(1− Φk(B)) +

√
kw̄fB(w)

=
√
k[hB(w)− Φk(B)] +

k∑
i=1

wifB(w).

The proof of other cases is similar to either case 1) or case 2). Note that each

fwi does not exist on the boundary of B. However, we can define their partial

derivatives from (3.3). If w is a point on the boundary of B, we have

k∑
i=1

fwi(w) =
k∑
i=1

wifB(w) +
√
k[hB(w)− Φk(B)].

To preserve the piecewise continuity of fwi , we define fwi by

fwi(w) =
1

k

k∑
i=1

wifB(w) +
1√
k

[hB(w)− Φk(B)], (3.5)

for i = 1, 2, . . . , k. Hence, we have the Proposition 3.1.

Remark 3.2. For the functions fB and fwi defined as in Proposition 3.1, we have

(1) fwi are equal for all i = 1, 2, . . . , k.

(2) fB and fwi are piecewise continuous for i = 1, 2, . . . , k.

The first remark is obtained by differentiating all cases in (3.4) together with

(3.5). The derivatives are

fwi(w) =
1

k

k∑
i=1

wifB(w) +
1√
k

[hB(w)− Φk(B)], (3.6)
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for i = 1, 2, . . . , k. The second remark is immediately obtained from (3.4) and

(3.6).

As previously mentioned, the keys of Stein’s technique are the Stein’s equation

and its solution. In order to prove our theorems, we choose an equation (3.3) to

form a Stein’s equation for multidimensional normal approximation. In the next

section, we will give some properties of f which are used to prove our results.

3.2 Properties of Solution

For r > 0, let fr be the solution of Stein’s equation defined in (3.4) with respect to

the Borel set Bk(r) = {w ∈ Rk | w2
1 +w2

2 + · · ·+w2
k ≤ r2}. In this section, we give

propositions concerning the solution fr. Proposition 3.3 and Proposition 3.5 pro-

vide bounds of the solution fr and its partial derivatives frwi , i = 1, 2, . . . , k, while

Proposition 3.6 gives us bounds of a function concerning fr. From now on, the

constant Ck has different values in different places. To prove these propositions,

we let

w̄ =
1√
k

k∑
i=1

wi.

Proposition 3.3. For k ∈ N, w ∈ Rk and r > 0, we have

(1) |fr(w)| ≤ 1

|w̄|
for w̄ 6= 0,

(2) |fr(w)| ≤ 2 and

(3) |frwi (w)| ≤ 2√
k

for i = 1, 2, . . . , k.

Proof. To prove the proposition, we use the following inequalities.

If w̄ > 0 , then

1− Φ1(w̄) ≤ 1
√

2πw̄e
1
2
w̄2

(3.7)

and for w̄ < 0 ,

Φ1(w̄) ≤ 1
√

2π|w̄|e 1
2
w̄2

(3.8)
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(see inequalities (25) and (26), page 23 in [26]).

1) From the above inequalities, we obtain that for w̄ > 0,

|fr(w)| ≤
√

2πe
1
2
w̄2

(1− Φ1(w̄)) ≤
√

2πe
1
2
w̄2 · 1
√

2πw̄e
1
2
w̄2

=
1

|w̄|
. (3.9)

Likewise, this inequality holds for w̄ < 0 when we apply (3.8) instead of (3.7) in

(3.9). The inequality in this case is that

|fr(w)| ≤
√

2πe
1
2
w̄2

Φ1(w̄) ≤
√

2πe
1
2
w̄2 · 1
√

2π|w̄|e 1
2
w̄2

=
1

|w̄|
. (3.10)

Thus, (1) is proved. Furthermore, if w ∈ Bk(r), by (3.4) and (3.9)–(3.10),

|fr(w)| =


√

2πe
1
2
w̄2

(1− Φk(Bk(r)))(1− Φ1(w̄)) if w̄ > 0,

√
2πe

1
2
w̄2

(1− Φk(Bk(r)))Φ1(w̄) if w̄ < 0

(3.11)

≤ 1− Φk(Bk(r))

|w̄|
for w̄ 6= 0. (3.12)

2) To prove (2), we consider w̄ in two cases. If |w̄| ≥ 1

2
, then (1) implies that

|fr(w)| ≤ 1

|w̄|
≤ 2.

Whilst if |w̄| < 1

2
, by (3.11),

|fr(w)| ≤


√

2πe
1
2
w̄2

(1− Φ1(w̄)) if w̄ > 0,

√
2πe

1
2
w̄2

Φ1(w̄) if w̄ < 0

≤
√

2πe
1
8 Φ1(0)

≤ 1.42.

Therefore, we have (2).

3) By using equation (3.6) and (1), we have

|frwi (w)| ≤ 1

k
|

k∑
i=1

wi||fr(w)|+ 1√
k

[hBk(r)(w)− Φk(Bk(r))]

≤ 1

k|w̄|
|

k∑
i=1

wi|+
1√
k

≤ 2√
k
.

Hence, (3) is proved and the proposition is completed.
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Proposition 3.4 is used to prove Proposition 3.5. This proposition gives us an

inequality concerning the integration of Gaussian formula over Bk(r). To prove

the proposition, we use helpful equations (2.5) and (2.6) which are proposed in

Chapter II.

Proposition 3.4. For k ∈ N and r > 0, there exists an absolute constant Ck

(depends on k only) such that

1− Φk(Bk(r)) ≤
Ck

1 + r6
.

Proof. To prove the proposition, it suffices to show that

Φk(Bk(r)) ≥ 1− Ck
1 + r6

(3.13)

for some absolute constant Ck. The proof of (3.13) is divided into two cases and

proved by using mathematical induction. Firstly, we will show that (3.13) holds

for all positive odd integers. For a basis step,

Φ1(B1(r)) = Φ1(r)− Φ1(−r)

= 2Φ1(r)− 1

= 1− 2(1− Φ1(r))

≥ 1− 2
√

2πre
r2

2

≥ 1− Ck
1 + r6

where we have used (3.7) in the first inequality. For an induction step, we assume

that (3.13) holds for a positive odd integer k. Thus, by (2.5),

Φk+2(Bk+2(r)) =
1

2
k
2 Γ(k+2

2
)

∫ r

0

tk · te−
t2

2 dt

=
1

2
k
2 Γ(k+2

2
)

[
(−rke−

r2

2 ) + k

∫ r

0

tk−1e−
t2

2 dt

]
≥ − Ck

1 + r6
+

k

2
k
2 Γ(k+2

2
)

∫ r

0

tk−1e−
t2

2 dt
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= − Ck
1 + r6

+
1

2
k−2
2 Γ(k

2
)

∫ r

0

tk−1e−
t2

2 dt

= − Ck
1 + r6

+ Φk(Bk(r))

≥ 1− Ck
1 + r6

where we have used the formulas:

Γ

(
1

2

)
=
√
π and Γ

(
n+

1

2

)
=

(2n)! ·
√
π

4n · n!
for n ∈ N

in the third equality. Hence, by mathematical induction, the inequality (3.13)

is true for all positive odd integers. Next, we will show that (3.13) holds for all

positive even integers. For a basis step, by (2.6) and Γ(1) = 1, we can compute

directly that

Φ2(B2(r)) =

∫ r2

2

0

e−tdt = 1− e−
r2

2 ≥ 1− Ck
1 + r6

. (3.14)

For an induction step, we assume that (3.13) holds for a positive even integer k.

So, by (2.6),

Φk+2(Bk+2(r)) =
1

Γ(k+2
2

)

∫ r2

2

0

t
k
2 e−tdt

=
1

Γ(k+2
2

)

[
−(
r2

2
)
k
2 e−

r2

2 +
k

2

∫ r2

2

0

t
k−2
2 e−tdt

]

≥ − Ck
1 + r6

+
k

2Γ(k+2
2

)

∫ r2

2

0

t
k−2
2 e−tdt

= − Ck
1 + r6

+ Φk(Bk(r))

≥ 1− Ck
1 + r6

where we have used the fact that

Γ(n) = (n− 1)! for n ∈ N

in the third equality. By mathematical induction, the inequality (3.13) is true

for all positive even integers and then holds for all positive integer. Hence, the

proposition is proved.
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Proposition 3.5 gives us bounds of the expectation of an absolute value of

fr(W ) and frwi (W ) for all i = 1, 2, . . . , k where W = (W1,W2, . . . ,Wk) is a

random vector in Rk. For notational convenience, we let

W̃ =
1√
k

k∑
i=1

Wi.

Proposition 3.5. For k ∈ N, let W = (W1,W2, . . . ,Wk) be a random vector in

Rk such that
k∑
i=1

EW 2
i <∞. Then, there exists an absolute constant Ck (depends

on k) such that for r > 0,

(1) E|fr(W )| ≤ Ck
1 + r2

and

(2) E|frwi (W )| ≤ Ck
1 + r2

for i = 1, 2, . . . , k.

Proof. 1) Note that

E|fr(W )| = E|fr(W )|I(W ∈ Bk(r)) + E|fr(W )|I(W /∈ Bk(r)). (3.15)

Firstly, we will find a bound of E|fr(W )|I(W ∈ Bk(r)). Note that

E|fr(W )|I(W ∈ Bk(r)) ≤ E|fr(W )|I(W ∈ Bk(r))I

(
|W̃ | < 1

2

)
+ E|fr(W )|I(W ∈ Bk(r))I

(
|W̃ | ≥ 1

2

)
. (3.16)

By (3.4), (3.12) and Proposition 3.4, we have

E|fr(W )|I(W ∈ Bk(r))I

(
|W̃ | < 1

2

)
≤
√

2πe
1
8 (1− Φk(Bk(r))) ≤

Ck
1 + r6

(3.17)

and

E|fr(W )|I(W ∈ Bk(r))I

(
|W̃ | ≥ 1

2

)
≤ E

(
1− Φk(Bk(r))

|W̃ |

)
I

(
|W̃ | ≥ 1

2

)
≤ 2(1− Φk(Bk(r)))

≤ Ck
1 + r6

. (3.18)

Thus, we can conclude from (3.16)–(3.18) that

E|fr(W )|I[W ∈ Bk(r)] ≤
Ck

1 + r6
. (3.19)
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Next, we will estimate the second term of (3.15). By proposition 3.3(2), we obtain

E|fr(W )|I[W /∈ Bk(r)] ≤ 2EI[W /∈ Bk(r)]

= 2P

(
k∑
i=1

W 2
i > r2

)

≤ 2

r2

k∑
i=1

EW 2
i

≤ Ck
1 + r2

(3.20)

where Chebyshev’s inequality is used in the second inequality. By (3.15), (3.19)–

(3.20), we complete the proof of (1).

2) In the same way as (3.15), we note that

E|frwi (W )| = E|frwi (W )|I(W ∈ Bk(r)) + E|frwi (W )|I(W /∈ Bk(r)) (3.21)

for i = 1, 2, . . . , k. We obtain from (3.6), (3.12) and Proposition 3.4 that

E|frwi (W )|I[W ∈ Bk(r)] ≤
1√
k
E|W̃fr(W )|+ 1√

k
(1− Φk(Bk(r)))

≤ Ck√
k

(1− Φk(Bk(r)))

≤ Ck
1 + r6

. (3.22)

For the second term of (3.21), By Proposition 3.3(3) and Chebyshev’s inequality,

we have

E|frwi (W )|I[W /∈ Bk(r)] ≤
2√
k
EI[W /∈ Bk(r)]

≤ 2√
kr2

k∑
i=1

EW 2
i

≤ Ck
1 + r2

. (3.23)

So, by (3.21)–(3.23), the proof of (2) is completed.

In Proposition 3.6, we give bounds of a function concerning f . In this proposition,

the notationWi,u is introduced as follows: For a random vectorW = (W1,W2, . . . ,Wk),

u ∈ R and i = 1, 2, . . . , k, define

Wi,u := (W1,W2, . . . ,Wi + u, . . . ,Wk).
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Proposition 3.6. For k ∈ N and a Borel set B in Rk, let gi : Rk → R be defined

by

gi(w) =
∂

∂wi

k∑
j=1

wjfB(w)

for i = 1, 2, . . . , k. Then

(1) | gi(w) |≤ 2

1 + |w̄|3
.

(2) If B = Bk(r) for r > 0 , then there exists an absolute constant Ck (depends

on k) such that

E|gi(Wi,u)| ≤
Ck

1 + r6
+

Ck
1 + r4

k∑
m=1

EW 4
m

for r ≥ 4, |u| ≤ r

4
and EW 4

m <∞ for m = 1, 2, . . . , k.

Proof. 1.) We can compute directly that

gi(w) =



(1− Φk(B))[
√

2π(1 + w̄2)e
1
2
w̄2

Φ1(w̄) + w̄] if w ∈ B and w̄ < 0,

−(1− Φk(B))[
√

2π(1 + w̄2)e
1
2
w̄2

(1− Φ1(w̄))− w̄] if w ∈ B and w̄ ≥ 0,

−Φk(B)[
√

2π(1 + w̄2)e
1
2
w̄2

Φ1(w̄) + w̄] if w /∈ B and w̄ < 0,

Φk(B)[
√

2π(1 + w̄2)e
1
2
w̄2

(1− Φ1(w̄))− w̄] if w /∈ B and w̄ ≥ 0.

(3.24)

Note that for x ≥ 0,

0 ≤
√

2π(1 + x2)e
x2

2 (1− Φ1(x))− x ≤ 2

1 + x3
(3.25)

(see inequality (5.4) in [10]). If we replace x by −x, then for x < 0,

0 ≤
√

2π(1 + x2)e
x2

2 Φ1(x) + x ≤ 2

1 + |x|3
. (3.26)

The proof of 1) is completed by using the equations (3.25)–(3.26).

2) We note that

E|gi(Wi,u)| = E|gi(Wi,u)|I[Wi,u ∈ Bk(r)] + E|gi(Wi,u)|I[Wi,u /∈ Bk(r)]. (3.27)
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By Proposition 3.4 and (3.24)–(3.26), we obtain

E|gi(Wi,u)|I[Wi,u ∈ Bk(r)] ≤ 2(1− Φk(Bk(r))) ≤
C

1 + r6
. (3.28)

From (1) and Chebyshev’s inequality,

E|gi(Wi,u)|I(Wi,u /∈ Bk(r)) ≤ 2P

 k∑
m=1
m6=i

W 2
m + (Wi + u)2 > r2


≤ 2P

 k∑
m=1
m6=i

W 2
m + 2W 2

i + 2u2 > r2


= 2P

(
k∑

m=1

W 2
m +W 2

i > r2 − 2u2

)

≤ 2P

(
k∑

m=1

W 2
m +W 2

i >
7r2

8

)

≤ Ck
1 + r4

E

(
k∑

m=1

W 2
m +W 2

i

)2

≤ Ck
1 + r4

E

(
k∑

m=1

W 4
m +W 4

i

)

≤ Ck
1 + r4

k∑
m=1

EW 4
m (3.29)

where we used the fact that

(a1 + a2 + · · ·+ ak)
2 ≤ k(a2

1 + a2
2 + · · ·+ a2

k) (3.30)

in the second and the fifth inequality. By (3.27)–(3.29), we have (2) and hence

the proposition.

Remark 3.7. Each function gi defined in Proposition 3.6 is piecewise continuous.

This remark is obtained by the definition of gi and Remark 3.2(2).



CHAPTER IV

BOUNDS ON NORMAL APPROXIMATION

ON A HALF PLANE IN Rk

For n ∈ N, let Xi, i = 1, 2, . . . , n, be independent and identically distributed

random variables with zero mean and
n∑
i=1

EX2
i = 1. Define

Sn =
n∑
i=1

Xi

and Φ1 the standard normal distribution in R. Suppose that E|Xi|3 < ∞ for

i = 1, 2, . . . , n. The uniform and non-uniform versions of the Berry-Esseen inequality

are

sup
x∈R
|P (Sn ≤ x)− Φ1(x)| ≤ C0

n∑
i=1

E|Xi|3

and

|P (Sn ≤ x)− Φ1(x)| ≤ C1

1 + |x|3
n∑
i=1

E|Xi|3,

respectively, where C0 and C1 are positive constants. Without assuming that X ′is

are identically distributed, the best constant C0 and C1 were given by Shevtsova [23]

and Paditz [19], respectively. The statements are as follow:

Theorem 4.1. ([23]) Let Xi, i = 1, 2, . . . , n, be independent random variables

such that EXi = 0 and E|Xi|3 <∞. Assume that
n∑
i=1

EX2
i = 1. Then

sup
x∈R
|P (Sn ≤ x)− Φ1(x)| ≤ 0.5600

n∑
i=1

E|Xi|3.

Theorem 4.2. ([19]) Under the assumption of theorem 4.1, we have

|P (Sn ≤ x)− Φ1(x)| ≤ 31.935

1 + |x|3
n∑
i=1

E|Xi|3

for all real numbers x.
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In 2001, Chen and Shao [10] relaxed the condition to the finiteness of the

second moments and gave uniform and non-uniform versions of the inequality.

The constant of the non-uniform version was investigated by Neammanee and

Thongtha [18] in 2007. Here are the results.

Theorem 4.3. ([10]) Let Xi, i = 1, 2, . . . , n, be independent random variables

such that EXi = 0 and
n∑
i=1

EX2
i = 1. Then

sup
x∈R
|P (Sn ≤ x)− Φ1(x)| ≤ 4.1

n∑
i=1

{E|Xi|2I(|Xi| > 1) + E|Xi|3I(|Xi| ≤ 1)}

and for all real numbers x, there exists an absolute constant C such that

|P (Sn ≤ x)− Φ1(x)| ≤ C
n∑
i=1

{
E|Xi|2I(|Xi| > 1 + |x|)

1 + |x|2
+
E|Xi|3I(|Xi| ≤ 1 + |x|)

1 + |x|3

}
.

Theorem 4.4. ([18])Under the assumptions of Theorem 4.3, we have

|P (Sn ≤ x)− Φ1(x)| ≤ C
n∑
i=1

{
E|Xi|2I(|Xi| > 1 + |x|)

1 + |x|2
+
E|Xi|3I(|Xi| ≤ 1 + |x|)

1 + |x|3

}
for all real numbers x where

C =



13.11 if 0 ≤ |x| < 1.3,

28.54 if 1.3 ≤ |x| < 2,

46.32 if 2 ≤ |x| < 3,

61.40 if 3 ≤ |x| < 7.98,

40.12 if 7.98 ≤ |x| < 14,

39.39 if |x| ≥ 14.

In the case that each Xi is bounded, the uniform and non-uniform versions

were given in [12] and [7], respectively.

Theorem 4.5. ([12]) Let Xi, i = 1, 2, . . . , n, be independent random variables

such that EXi = 0,
n∑
i=1

EX2
i = 1 and |Xi| ≤ δ0, then

sup
x∈R
|P (Sn ≤ x)− Φ1(x)| ≤ 3.3δ0.
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Theorem 4.6. ([7]) Under the assumptions of Theorem 4.5, there exists a constant

C not depends on δ0 such that for every real numbers x,

|P (Sn ≤ x)− Φ1(x)| ≤ Cδ0

1 + |x|3
.

In 2004, Chen and Shao [11] introduced four assumptions on local dependence

and gave bounds of normal approximation under the assumptions. These condi-

tions are circumstances in which dependence involved and the Stein’s method can

be applied to these situations.

Let J be a finite index set of cardianality n, and let {Xi, i ∈ J } be a

random field with zero means and finite variances. For A ⊂ J , let XA denote

{Xi, i ∈ A},Ac = {j ∈ J : j /∈ A} and |A| the cardinality of A. The situations

are proposed as follows:

(LD1) For each i ∈ J there exists Ai ⊂ J such that Xi and XAci
are indepen-

dent.

(LD2) For each i ∈ J there exists Ai ⊂ Bi ⊂ J such that Xi is independent

of XAci
and XAi is independent of XBci

.

(LD3) For each i ∈ J there exists Ai ⊂ Bi ⊂ Ci ⊂ J such that Xi is inde-

pendent of XAci
, XAi is independent of XBci

and XBi is independent of XCci
.

(LD4∗) For each i ∈ J there exists Ai ⊂ Bi ⊂ B∗i ⊂ C∗i ⊂ D∗i ⊂ J such

that Xi is independent of XAci
, XAi is independent of XBci

and then XAi is inde-

pendent of {XAj , j ∈ B∗ci }, {XAl , l ∈ B∗i } is independent of {XAj , j ∈ C∗ci } and

{XAl , l ∈ C∗i } is independent of {XAj , j ∈ D∗ci }.

Remark 4.7. (LD4∗)⇒ (LD3)⇒ (LD2)⇒ (LD1).

The followings are the uniform Berry-Esseen bound under (LD3) and non-

uniform bound under (LD4∗) stated in [11].

Theorem 4.8. Let 2 < p ≤ 3. Assume that (LD3) is satisfied with

max(|N(Ci)|, |{j : i ∈ Cj}|) ≤ κ

where N(Ci) = {j ∈ J : Ci ∩Bj 6= ∅}. Then

sup
x∈R
|P (Sn ≤ x)− Φ1(x)| ≤ 75κp−1

∑
j∈J

E|Xi|p.
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Theorem 4.9. Assume that E|Xi|p < ∞ for 2 < p ≤ 3 and that (LD4∗) is

satisfied. Let κ = max
i∈J

max(|D∗i |, |{j : i ∈ D∗j}|). Then

|P (Sn ≤ x)− Φ1(x)| ≤ Cκp

(1 + |x|)p
∑
j∈J

E|Xi|p

where C is an absolute constant.

Let n, k ∈ N and Yi = (Yi1, Yi2, ..., Yik), i = 1, 2, ..., n be independent random

vectors in Rk with zero means,

n∑
i=1

EY 2
ij = 1 for j = 1, 2, . . . , k and (4.1)

EYijYil = 0 for j 6= l. (4.2)

Define

Wn =
n∑
i=1

Yi.

Let Fn be the distribution of Wn and Φk the standard Gaussian distribution in

Rk. In this chapter, we will use Berry-Eesseen bounds in R to find bounds on

multivariate normal approximation on the set

Ak(r) =

{
(w1, w2, . . . , wk) ∈ Rk |

k∑
i=1

wi ≤ r

}
for r ∈ R.

We give our results on various assumptions: each random variable Yij is bounded,

E|Yij|3 < ∞ and E|Yij|p < ∞ for some 2 < p < 3. Our estimations are stated in

the following theorems.

Theorem 4.10. If |Yij| ≤ δ0 for i = 1, 2, . . . , n and j = 1, 2, . . . , k, then

sup
r∈R
|Fn(Ak(r))− Φk(Ak(r))| ≤ 3.3

√
kδ0

and there exists a constant C not depends on δ0 such that for every real numbers

r,

|Fn(Ak(r))− Φk(Ak(r))| ≤
Ck2δ0

(
√
k)3 + |r|3

.
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Theorem 4.11. If E|Yij|p < ∞ for some 2 < p < 3, i = 1, 2, . . . , n and j =

1, 2, . . . , k, then

sup
r∈R
|Fn(Ak(r))− Φk(Ak(r))| ≤ 75(4)p−1k

p
2

k∑
j=1

n∑
i=1

E|Yij|p

and there exists an abs0lute constant C such that for all real numbers r,

|Fn(Ak(r))− Φk(Ak(r))| ≤
C(5k)p

(
√
k + |r|)p

k∑
j=1

n∑
i=1

E|Yij|p.

Theorem 4.12. If E|Yij|3 <∞ for i = 1, 2, . . . , n and j = 1, 2, . . . , k, then

sup
r∈R
|Fn(Ak(r))− Φk(Ak(r))| ≤ 0.5600

√
k

k∑
j=1

n∑
i=1

E|Yij|3

and for all real numbers r,

|Fn(Ak(r))− Φk(Ak(r))| ≤
31.935k2

(
√
k)3 + |r|3

k∑
j=1

n∑
i=1

E|Yij|3.

The proof of our main theorems are given in section 4.2. In the next section,

we will give a proprosition which is used to prove the theorems.

4.1 Auxiliary Results

The first auxiliary result gives us that the random field {Yi,j | i = 1, 2, . . . , n, j =

1, 2, . . . , k} according to the conditions (4.1) and (4.2) satisfies (LD4∗). This result

is used to prove Theorem 4.11.

Proposition 4.13. For k, n ∈ N, let Yi = (Yi1, Yi2, ..., Yik), i = 1, 2, ..., n be inde-

pendent random vectors in Rk with zero mean. If each Yi assents to the conditions

(1.1) and (1.2). Then {Yij | i = 1, 2, . . . , n, j = 1, 2, . . . , k} satisfies (LD4∗).

Proof. This proposition is completed by setting Aij ⊂ Bij ⊂ B∗ij ⊂ C∗ij ⊂ D∗ij for

i = 1, 2, . . . , n and j = 1, 2, . . . , k as follows:

Aij = {il | l = 1, 2, . . . , k} for i = 1, 2, . . . , n,

Bij = {il, (i+ 1)l | l = 1, 2, . . . , k} for i = 1, 2, . . . , n− 1 and Bnj = B(n−1)j,
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B∗ij = Cij = {il, , (i+ 1)l, (i+ 2)l | l = 1, 2, . . . , k} for i = 1, 2, . . . , n− 2 and

B∗(n−m)j = C(n−m)j = B(n−2)j for m = 1, 2,

C∗ij = {il, (i+ 1)l, . . . , (i+ 3)l | l = 1, 2, . . . , k} for i = 1, 2, . . . , n− 3 and

C∗(n−m)j = C∗(n−3)j m = 1, 2, 3,

D∗ij = {il, (i+ 1)l, . . . , (i+ 4)l | l = 1, 2, . . . , k} for i = 1, 2, . . . , n− 4 and

D∗(n−m)j = D∗(n−4)j m = 1, 2, 3, 4.

So, we have the proposition.

From the sets defined in the above proposition, we can compute directly that

for each i = 1, 2, . . . , n,

max(|N(Ci)|, |{j : i ∈ Cj}| ≤ 4 (4.3)

and

max
1≤i≤n

max(|D∗i |, |{j : i ∈ D∗j}|) ≤ 5 (4.4)

where N(Ci) is defined in Theorem 4.8.

In order to prove the main theorems, we use the Berry-Esseen Theorems in R in

which the limit distribution is Φ1. However, the limit distribution in our theorems

is the standard Gaussian distribution Φk in Rk. In the following proposition, we

give a relation between Φ1 and Φk.

Proposition 4.14. For k ∈ N and r ∈ R, we have

Φk(Ak(r)) = Φ1

(
r√
k

)
.

Proof. To prove the proposition, let w = (w1, w2, . . . , wk) ∈ Ak(r) and B =

{b1, b2, . . . , bk} be an orthonormal basis for Rk with b1 =
1√
k

(1, 1, . . . , 1). The

existence of B is guaranteed by the Gram-Schmidt process. Set

t1 = 〈b1, w〉 and ti = 〈bi, w〉 for i = 2, 3, . . . , k.

Then

t1 =
1√
k

k∑
i=1

wi ≤
r√
k
,−∞ < ti <∞, for i = 2, 3, . . . , k, and

k∑
i=1

〈bi, w〉 bi =w =
k∑
i=1

〈ei, w〉 ei
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where {e1, e2, . . . , ek} is the usual orthonormal basis for Rk. We obtain that

k∑
i=1

w2
i = ||

k∑
i=1

wiei||2 = ||
k∑
i=1

〈ei, w〉 ei||2 = ||
k∑
i=1

〈bi, w〉 bi||2 = ||
k∑
i=1

tibi||2

=
k∑
i=1

t2i . (4.5)

Let J be the Jacobian matrix,

J =


∂w1

∂t1

∂w2

∂t1
· · · ∂wk

∂t1

∂w1

∂t2

∂w2

∂t2
· · · ∂wk

∂t2
...

... · · · ...

∂w1

∂tk

∂w2

∂tk
· · · ∂wk

∂tk

 .

Thus | det(J)| = 1. Then, by (4.5),

Φk(Ak(r)) =
1

(2π)
k
2

∫
Ak(r)

e−
1
2

∑k
i=1 w

2
i dkw

=
1

(2π)
k
2

∫ ∞
−∞

∫ ∞
−∞
· · ·
∫ ∞
−∞

∫ r√
k

−∞
e−

1
2

∑k
i=1 t

2
i | det J |dt1dt2 · · · dtk

=
1√
2π

∫ r√
k

−∞
e−t

2

dt

= Φ1(
r√
k

).

Hence, the proposition is proved.

4.2 Proof of Main Results

We are now ready to prove our results in this section. Theorem 4.10 is proved

by applying Theorem 4.5 and Theorem 4.6. Theorem 4.8 and Theorem 4.9 are

applied in the proof of Theorem 4.11. Likewise, the bounds in Theorem 4.12 are

obtained by applying Theorem 4.1 and Theorem 4.2.

Proof of Theorem 4.10

Proof. For each i = 1, 2, . . . , n and , j = 1, 2, . . . , k, we define

Wjn =
n∑
i=1

Yij and Ti =
k∑
j=1

Yij.
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Thus T1, T2, . . . , Tn are independent,

E(Ti) = 0, |Ti| ≤ kδ0, (4.6)

Wn = (W1n,W2n, . . . ,Wkn) and
k∑
j=1

Wjn =
n∑
i=1

Ti. (4.7)

By the assumptions that Yi has zero means and satisfies (4.1) and (4.2), we have

n∑
i=1

V ar(Yij) = 1 and Cov(Yij, Yik) = 0 for j 6= k.

Therefore

V ar

(
1√
k

n∑
i=1

Ti

)
=

1

k

n∑
i=1

V ar(Ti) =
1

k

k∑
j=1

n∑
i=1

V ar(Yij) = 1. (4.8)

By Proposition 4.14, Theorem 4.5 and (4.6)-(4.8), we have

sup
r∈R
|P (Wn ∈ Ak(r))− Φk(Ak(r))|

= sup
r∈R

∣∣∣∣∣P
(

k∑
j=1

Wjn ≤ r

)
− Φ1

(
r√
k

)∣∣∣∣∣
= sup

r∈R

∣∣∣∣∣P
(

n∑
i=1

Ti ≤ r

)
− Φ1

(
r√
k

)∣∣∣∣∣
= sup

r∈R

∣∣∣∣∣P
(

1√
k

n∑
i=1

Ti ≤
r√
k

)
− Φ1

(
r√
k

)∣∣∣∣∣ (4.9)

≤ 3.3
√
kδ0.

For the second part, by Theorem 4.6 and (4.9), we have

|P (Wn ∈ Ak(r))− Φk(Ak(r))| =

∣∣∣∣∣P
(

1√
k

n∑
i=1

Ti ≤
r√
k

)
− Φ1

(
r√
k

)∣∣∣∣∣
≤ C

√
kδ0

(1 + | r√
k
|3)

=
Ck2δ0

[(
√
k)3 + |r|3]

for all real numbers r. Hence, the proof is completed.
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Proof of Theorem 4.11

Proof. For each i = 1, 2, . . . , n, define Ti as in Theorem 4.10.

Thus, by the inequality ∣∣∣∣∣
k∑
j=1

Yij

∣∣∣∣∣
p

≤ kp
k∑
j=1

|Yij|p, (4.10)

we obtain that

E|Ti|p = E|
k∑
j=1

Yij|p ≤ kp
k∑
j=1

E|Yij|p <∞.

So, by (4.3), (4.6), (4.8)–(4.10) and Theorem 4.8, we have

sup
r∈R
|P (Wn ∈ Ak(r))− Φk(Ak(r))| = sup

r∈R

∣∣∣∣∣P
(

1√
k

n∑
i=1

Ti ≤
r√
k

)
− Φ1

(
r√
k

)∣∣∣∣∣
≤ 75(4)p−1

n∑
i=1

E

∣∣∣∣ Ti√k
∣∣∣∣p

≤ 75(4)p−1k
p
2

k∑
j=1

n∑
i=1

E|Yij|p.

For a non-uniform bound, by (4.4), (4.6), (4.8)–(4.10) and Theorem 4.9, we have

|P (Wn ∈ Ak(r))− Φk(Ak(r))| =

∣∣∣∣∣P
(

1√
k

n∑
i=1

Ti ≤
r√
k

)
− Φ1

(
r√
k

)∣∣∣∣∣
≤ 5pC

(1 + | r√
k
|)p

n∑
i=1

E

∣∣∣∣ Ti√k
∣∣∣∣p

≤ C(5k)p

(
√
k + |r|)p

k∑
j=1

n∑
i=1

E|Yij|p

for all real numbers r. Hence, the proof is completed.

Proof of Theorem 4.12

Proof. By Theorem 4.1, Theorem 4.2 and the same argument as in Theorem 4.11,

we have the theorem.

Remark 4.15. The assumptions (4.1) and (4.2) in all of the above theorems can

be extended to

1

k
V ar

(
k∑
j=1

n∑
i=1

Yij

)
= 1.



CHAPTER V

UNIFORM BERRY-ESSEEN BOUNDS

ON SOME BOREL SETS IN Rk

For each n, k ∈ N and i = 1, 2, . . . , n, let Yi = (Yi1, Yi2, . . . , Yik) be independent

random vectors in Rk with zero vector means,

n∑
i=1

EY 2
ij = 1 for j = 1, 2, . . . , k and

EYijYil = 0 for j 6= l.

Define

Wn =
n∑
i=1

Yi.

Let Fn be the distribution of Wn and Φk the standard Gaussian distribution in

Rk. Assume that the third moments are finite. Götze [14] used the Stein’s method

to find bounds on multivariate normal approximation. His uniform bound on all

measurable convex sets C in Rk is

|Fn(C)− Φk(C)| ≤ Ckγ3 (5.1)

where γ3 =
n∑
i=1

E||Yi||3, || · || is the Euclidean norm in Rk and

Ck = 124.4ak
√
k + 10.7,

wheren ak = 2.04, 2.4, 2.69, 2.94 for k = 2, 3, 4, 5, respectively and ak ≤ 1.27
√
k

for k ≥ 6. His estimation is of order O(n−
1
2 ). In 2009, Reinert and Röllin [22] used

the same method as in [8] with a new Stein’s equation to estimate the bounds of

the approximation. The estimation in [22] is of order O(n−
1
4 ), but their result can

be applied to the case that Yi, i = 1, 2, . . . , n, may be dependent random vectors.



39

In this chapter, we will use the Stein’s method to find bounds on multivariate

normal approximation on the sets

Bk(r) = {x ∈ Rk | x2
1 + x2

2 + · · ·+ x2
k ≤ r2} for r > 0,

Ak(r) = {x ∈ Rk | x1 + x2 + · · ·+ xk ≤ r} for r ∈ R and

Rk(r) = {x ∈ Rk | |xj| ≤ rj, j = 1, 2, . . . , k} where r = (r1, r2, . . . , rk)

and rj > 0 for all j = 1, 2, . . . , k.

In our theorems, we assume further that all components of Yi are independent for

all i = 1, 2, . . . , n. The results are as follows:

Theorem 5.1. Let Yi = (Yi1, Yi2, . . . , Yik), i = 1, 2, . . . , n, be independent random

vectors in Rk with zero means and Yij are independent for all j = 1, 2, . . . , k.

Define Wn =
n∑
i=1

Yi. Let Fn be the distribution function of Wn. Assume that

n∑
i=1

EY 2
ij = 1 for j = 1, 2, . . . , k and

k∑
j=1

E|Yij|3 <∞ for i = 1, 2, . . . , n. Then

|Fn(Bk(r))− Φk(Bk(r))| ≤ Cβ3

where C =
4.55

k
+

3

k
√
k

and β3 =
k∑
j=1

n∑
i=1

E|Yij|3.

Theorem 5.2. Under the assumptions of Theorem 5.1, we have

|Fn(Ak(r))− Φk(Ak(r))| ≤ Cβ3

where C =
4.55

k
+

3

k
√
k

and β3 =
k∑
j=1

n∑
i=1

E|Yij|3.

The order of the estimations in Theorem 5.1 and Theorem 5.2 are O(n−
1
2 )

which is better than the result in [22] and the constants are smaller than the

constant in (5.1). In addition, the constant in Theorem 5.2 is smaller than the

constant in Theorem 4.12 for k ≥ 7.
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Corollary 5.3. Let Xi, i = 1, 2, . . . , n, be independent random variables with zero

means and
n∑
i=1

EX2
i = 1. Define Wn =

n∑
i=1

Xi. Let Fn be the distribution function

of Wn. If E|Xi|3 <∞ for i = 1, 2, . . . , n, then

|Fn(x)− Φ1(x)| ≤ 7.55
n∑
i=1

E|Xi|3.

Theorem 5.4. Under the assumption of Theorem 5.1, we have

|Fn(Rk(r))− Φk(Rk(r))| ≤ Cβ3

where C =
4.55

k
+

3

k
√
k

and β3 =
k∑
j=1

n∑
i=1

E|Yij|3.

The technique used in all of the above theorems is the Stein’s method. An

information of this method, which is needed to prove these results, has already

been given in Chapter III. In the next section, we will give the proofs of our

results.

5.1 Proof of Main Results

In this section, we will give the uniform bounds of the distribution approximation

of Wn by Φk. We use the idea in [12] to prove our results. The Stein’s method

using concentration inequality approach is applied. The key of this approach is

the concentration inequality.

Proposition 5.5. (Concentration inequality)

Let Xi, i = 1, 2, . . . , n, be independent random variables with zero means and

n∑
j=1

EX2
j = 1.

Let γ =
n∑
j=1

E|Xj|3 and W (i) =
n∑
j=1

Xj −Xi. Then

P (a ≤ W (i) ≤ b) ≤
√

2(b− a) + (1 +
√

2)γ

for all reals a < b and for every i = 1, 2, . . . , n.
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Proof. See also [12] pp. 32–33.

To prove our theorems, we introduce the following notations.

For k, n ∈ N, i = 1, 2, . . . , n and j = 1, 2, . . . , k, let

Wnj =
n∑
i=1

Yij, W
(i)
nj = Wnj − Yij, and Wn = (Wn1,Wn2, . . . ,Wnk).

We are now ready to prove our main results.

Proof of Theorem 5.1

Proof. Firstly, we will prove the theorem in the case of k = 2. Let fr be the

solution of (3.3) with respect to the indicator test function on B2(r) and frw1
, frw2

partial derivatives of fr with respect to w1 and w2, respectively. Thus, by (3.3),

P (Wn ∈ B2(r))− Φ2(B2(r)) =
1√
2

(S1 − T1) +
1√
2

(S2 − T2) (5.2)

where

S1 = Efrw1
(Wn1,Wn2), T1 = EWn1fr(Wn1,Wn2),

S2 = Efrw2
(Wn1,Wn2), and T2 = EWn2fr(Wn1,Wn2).

The theorem is proved when we give a bound on the right handside of (5.2). To

estimate |S1 − T1|, let

Kij(t) = EYij[I(0 ≤ t ≤ Yij)− I(Yij ≤ t < 0)]

for t ∈ R, i = 1, 2, . . . , n, j = 1, 2 where I is the indicator function on Ω. We can

follow the idea from [12] to show that

Kij(t) ≥ 0 for all t ∈ R, (5.3)

n∑
i=1

E

∫ ∞
−∞

Kij(t)dt =
n∑
i=1

EY 2
ij = 1, (5.4)

n∑
i=1

E

∫ ∞
−∞

(|Yij|+|t|)Kij(t)dt =
3

2

n∑
i=1

E|Yij|3, (5.5)

S1 =
n∑
i=1

E

∫ ∞
−∞

frw1
(W

(i)
n1 + Yi1,Wn2)Ki1(t)dt, and (5.6)

T1 =
n∑
i=1

E

∫ ∞
−∞

frw1
(W

(i)
n1 + t,Wn2)Ki1(t)dt. (5.7)
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Thus, by (3.6) and (5.6)–(5.7),

S1 − T1 =
n∑
i=1

E

∫ ∞
−∞

[frw1
(W

(i)
n1 + Yi1,Wn2)− frw1

(W
(i)
n1 + t,Wn2)]Ki1(t)dt

=
1√
2
R1 +

1

2
R2 (5.8)

where

R1 =
n∑
i=1

E

∫ ∞
−∞

[hB2(r)(W
(i)
n1 + Yi1,Wn2)− hB2(r)(W

(i)
n1 + t,Wn2)]Ki1(t)dt

R2 =
n∑
i=1

E

∫ ∞
−∞

[(W
(i)
n1 + Yi1 +Wn2)fr(W

(i)
n1 + Yi1,Wn2)

− (W
(i)
n1 + t+Wn2)fr(W

(i)
n1 + t,Wn2)]Ki1(t)dt.

For i = 1, 2, . . . , n, let

Ai1 =
{
w ∈ Ω | −t+ α(w) < W

(i)
n1 (w) ≤ −Yi1(w) + α(w)

}
and

Bi1 =
{
w ∈ Ω | −Yi1(w)− α(w) ≤ W

(i)
n1 (w) < −t− α(w)

}
where α(w) =

√
r2 −W 2

n2(w)I(w ∈ Λ) and Λ = {w ∈ Ω | W 2
n2(w) ≤ r2} .

To find an upper bound of R1, we will show that{
w ∈ Ω | hB2(r)(W

(i)
n1 + Yi1,Wn2)(w)− hB2(r)(W

(i)
n1 + t,Wn2)(w) = 1

}
⊆ Ai1 ∪Bi1.

(5.9)

To prove (5.9), let w ∈ Ω be such that

hB2(r)(W
(i)
n1 + Yi1,Wn2)(w)− hB2(r)(W

(i)
n1 + t,Wn2)(w) = 1 and w /∈ Ai1.

Thus hB2(r)(W
(i)
n1 + Yi1,Wn2)(w) = 1, hB2(r)(W

(i)
n1 + t,Wn2)(w) = 0 and w ∈ Λ.

Suppose that w /∈ Bi1. Then

W
(i)
n1 (w) < −Yi1(w)− α(w) or W

(i)
n1 (w) ≥ −t− α(w).

If W
(i)
n1 (w) < −Yi1(w)− α(w), then W

(i)
n1 (w) + Yi1(w) < −α(w). Thus

(W
(i)
n1 (w) + Yi1(w))2 +W 2

n2(w) > r2.

This contradicts to hB2(r)(W
(i)
n1 + Yi1,Wn2)(w) = 1. Therefore

W
(i)
n1 (w) ≥ −Yi1(w)− α(w).
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Assume that W
(i)
n1 (w) ≥ −t− α(w). Since w /∈ Ai1, we have

−t− α(w) ≤ W
(i)
n1 (w) ≤ −t+ α(w) or W

(i)
n1 (w) > −Yi1(w) + α(w).

If −t− α(w) ≤ W
(i)
n1 (w) ≤ −t+ α(w), then

(W
(i)
n1 (w) + t)2 +W 2

n2(w) ≤ r2.

This contradicts to hB2(r)(W
(i)
n1 + t,Wn2)(w) = 0. If W

(i)
n1 (w) > −Yi1(w) + α(w),

then

(W
(i)
n1 (w) + Yi1(w))2 +W 2

n2(w) > r2.

This contradicts to hB2(r)(W
(i)
n1 + Yi1,Wn2)(w) = 1. Hence w ∈ Bi1. This proves

(5.9).

From (5.9) and the fact that hB2(r) is the indicator function, we obtain

hB2(r)(W
(i)
n1 + Yi1,Wn2)− hB2(r)(W

(i)
n1 + t,Wn2) ≤ I(Ai1 ∪Bi1).

Thus, by (5.3),

R1 ≤
n∑
i=1

E

∫ ∞
−∞

(I(Ai1 ∪Bi1)Ki1(t)dt

≤
n∑
i=1

E

∫ ∞
−∞

(I(Ai1) + I(Bi1)Ki1(t)dt

≤
n∑
i=1

E

∫ 0

−∞
I(Ai1)Ki1(t)dt+

n∑
i=1

E

∫ ∞
0

I(Bi1)Ki1(t)dt (5.10)

where

I(Ai1)Ki1(t) = 0 for t ∈ [0,∞) and I(Bi1Ki1(t) = 0 for t ∈ (−∞, 0].

By Proposition 5.5, we obtain

n∑
i=1

E

∫ 0

−∞
I(Ai1)Ki1(t)dt

=
n∑
i=1

E

∫ 0

−∞
EYi1,Wn2I(Ai1)Ki1(t)dt

=
n∑
i=1

E

∫ 0

−∞
P (Ai1 | Yi1,Wn2)Ki1(t)dt

≤
n∑
i=1

E

∫ 0

−∞

[
√

2(|Yi1 − t|) + (1 +
√

2)
n∑

m=1

E|Ym1|3
]
Ki1(t)dt. (5.11)
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Similarly, we have

n∑
i=1

E

∫ ∞
0

I(Bi1)Ki1(t)dt

≤
n∑
i=1

E

∫ ∞
0

[
√

2(|Yi1 − t|) + (1 +
√

2)
n∑

m=1

E|Ym1|3
]
Ki1(t)dt (5.12)

By (5.4)–(5.5) and (5.10)–(5.12), we obtain that

R1 ≤
n∑
i=1

E

∫ ∞
−∞

√
2(|Yi1|+ |t|)Ki1(t)dt

+ (1 +
√

2)
n∑

m=1

E|Ym1|3
n∑
i=1

E

∫ ∞
−∞

Ki1(t)dt

≤ 3
√

2

2

n∑
i=1

E|Yi1|3 + (1 +
√

2)
n∑
i=1

E|Yi1|3

≤ 4.55
n∑
i=1

E|Yi1|3. (5.13)

In order to prove

|R1| ≤ 4.55
n∑
i=1

E|Yi1|3, (5.14)

it remains to show that

R1 ≥ −4.55
n∑
i=1

E|Yi1|3. (5.15)

This inequality holds when we follow an argument as (5.13) and use the relation

that{
w ∈ Ω | hB2(r)(W

(i)
n1 + Yi1,Wn2)(w)− hB2(r)(W

(i)
n1 + t,Wn2)(w) = −1

}
⊆ Ci1 ∪Di1

(5.16)

where

Ci1 =
{
w ∈ Ω | −Yi1(w) + α(w) < W

(i)
n1 (w) ≤ −t+ α(w)

}
and

Di1 =
{
w ∈ Ω | −t− α(w) ≤ W

(i)
n1 (w) < −Yi1(w)− α(w)

}
.
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This relation is proved by using the same argument as (5.9). The relation (5.16)

implies that

hB2(r)(W
(i)
n1 +Yi1,Wn2)− hB2(r)(W

(i)
n1 + t,Wn2) ≥ −I(Ci1 ∪Di1) and then

R1 ≥ −
n∑
i=1

E

∫ ∞
−∞

(I(Ci1) + I(Di1)Ki1(t)dt.

By the same argument as (5.13), we have (5.15) and hence (5.14).

Next, we estimate the bound R2. Since g1 in Proposition 3.6 is piecewise contin-

uous, by Proposition 3.6, (5.3),(5.5) and the fundamental theorem of calculus, we

have

|R2| =
∣∣∣∣ n∑
i=1

E

∫ ∞
−∞

[
(W

(i)
n1 + Yi1 +Wn2)fr(W

(i)
n1 + Yi1,Wn2)

− (W
(i)
n1 + t+Wn2)fr(W

(i)
n1 + t,Wn2)

]
Ki1(t)dt

∣∣∣∣
=

∣∣∣∣ n∑
i=1

E

∫ ∞
−∞

∫ Yi1

t

g1(W
(i)
n1 + u,Wn2)duKi1(t)dt

∣∣∣∣
≤ 2

n∑
i=1

E

∫ ∞
−∞

(|Yi1|+ |t|)Ki1(t)dt

≤ 3
n∑
i=1

E|Yi1|3. (5.17)

Combining (5.8), (5.14) and (5.17) yields

|S1 − T1| ≤
1√
2
|R1|+

1

2
|R2| ≤ 4.72

n∑
i=1

E|Yi1|3. (5.18)

Similarly, we obtain that

|S2 − T2| ≤ 4.72
n∑
i=1

E|Yi2|3. (5.19)

Hence, by (5.2), (5.18)–(5.19), theorem 5.1 is proved in case of k = 2. For

multidimensional case, we use the same argument as in the case that k = 2.

The results on multidimensional case are as follow:

P (Wn ∈ Bk(r))− Φk(Bk(r)) =
1√
k

k∑
m=1

[Sm − Tm]

=
1

k

[
k∑

m=1

Rm1 +
1√
k

k∑
m=1

Rm2

]
(5.20)
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where

Sm = Efrwm (Wn1,Wn2, . . . ,Wnk),

Tm = EWnmfr(n1,Wn2, . . . ,Wnk),

Rm1 =
n∑
i=1

E

∫ ∞
−∞

[
hBk(r)(Wn1,Wn2, . . . ,W

(i)
nm + Yim, . . . ,Wnk)

− hB2(r)(Wn1,Wn2, . . . ,W
(i)
nm + t, . . . ,Wnk)

]
Kim(t)dt

Rm2 =
n∑
i=1

E

∫ ∞
−∞

[
(
k∑
l=1
l 6=m

Wnl + (W (i)
nm + Yim))fr(Wn1,Wn2, . . . ,W

(i)
nm + Yim, . . . ,Wnk)

− (
k∑
l=1
l 6=m

Wnl + (W (i)
nm + t))fr(Wn1,Wn2, . . . ,W

(i)
nm + t, . . . ,Wnk)

]
Kim(t)dt.

For m = 1, 2, . . . , k, we follow the argument as in (5.14) and (5.17) and then

|Rm1| ≤ 4.55
n∑
i=1

E|Yim|3 and |Rm2| ≤ 3
n∑
i=1

E|Yim|3. (5.21)

Combining (5.20)–(5.21), we obtain that

|P (Wn ∈ Bk(r))− Φk(Bk(r))| ≤
(

4.55√
k

+
3

k
√
k

)
β3

Hence, the theorem for multidimensional case is proved.

Remark 5.6. In case of k = 2, P (Wn /∈ B2(r)) converges weakly to e−
r2

2 for all

r > 0.

The convergence holds due to the relation

Fn(B2(r))−Φ2(B2(r)) = P (Wn /∈ (B2(r))− (1− Φ2(B2(r)))

and equation (3.14) in Chapter III, i.e.

Φ2(B2(r)) = 1− e−
r2

2 .
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Proof of Theorem 5.2.

Proof. We follow the argument of Theorem 5.1 by using the relations that{
w ∈ Ω | hBi1(r)(W

(i)
n1 + Yi1,Wn2)(w)− hBi1(r)(W

(i)
n1 + t,Wn2)(w) = 1

}
⊆ Ei1 and{

w ∈ Ω | hBi1(r)(W
(i)
n1 + Yi1,Wn2)(w)− hBi1(r)(W

(i)
n1 + t,Wn2)(w) = −1

}
⊆ Fi1

where Ei1 =
{
w ∈ Ω | r −W (i)

n2 (w)− t < W
(i)
n1 (w) ≤ r −W (i)

n2 (w)− Yi1(w)
}
,

Fi1 =
{
w ∈ Ω | r −W (i)

n2 (w)− Yi1(w) < W
(i)
n1 (w) ≤ r −W (i)

n2 (w)− t
}
.

The estimations are

|R1| ≤ 4.55
n∑
i=1

E|Yi1|3 and |R2| ≤ 3
n∑
i=1

E|Yi1|3.

Hence, the theorem is proved for k = 2. For multidimensional case, we use the

same technique as in (5.21) and then have

|Rm1| ≤ 4.55
n∑
i=1

E|Yim|3 and |Rm2| ≤ 3
n∑
i=1

E|Yim|3

Hence, Theorem 5.2 is proved.

Proof of Corollary 5.3.

Proof. Corollary 5.3 is immediately obtained from Theorem 5.2.

Proof of Theorem 5.4.

Proof. We use the same idea as in Theorem 5.2 with the relations that{
w ∈ Ω | hR2(r)(W

(i)
n1 + Yi1,Wn2)(w)− hR2(r)(W

(i)
n1 + t,Wn2)(w) = 1

}
⊆ Gi1 ∪Hi1 and{

w ∈ Ω | hR2(r)(W
(i)
n1 + Yi1,Wn2)(w)− hR2(r)(W

(i)
n1 + t,Wn2)(w) = −1

}
⊆ Ii1 ∪ Ji1

where

Gi1 =
{
w ∈ Ω | r1 − t < W

(i)
n1 (w) ≤ r1 − Yi1(w)

}
,

Hi1 =
{
w ∈ Ω | −r1 − Yi1(w) ≤ W

(i)
n1 (w) < −r1 − t

}
,

Ii1 =
{
w ∈ Ω | r1 − Yi1(w) < W

(i)
n1 (w) ≤ r1 − t

}
, and

Ji1 =
{
w ∈ Ω | −r1 − t ≤ W

(i)
n1 (w) < −r1 − Yi1(w)

}
.



CHAPTER VI

NON-UNIFORM BERRY-ESSEEN BOUND

ON THE CLOSED SPHERE IN Rk

In this chapter, we adopt the same notations as in chapter V.

In 1967, Bahr [1] obtained a non-uniform bound on multivariate normal

approximation for multidimensional Berry-Esseen theorem. He gave a bound of

the estimation on the closed sphere

Bk(r) = {x ∈ Rk | x2
1 + x2

2 + · · ·+ x2
k ≤ r2}

for some positive real numbers r depending on n. The result is obtained under

the assumption that Y ′i s are identically distributed and the sth moments is finite,

E

(
k∑
j=1

Y 2
ij

) s
2

<∞,

for an integer s ≥ 3 and i = 1, 2, . . . , n. The result is stated as follows:

Theorem 6.1. Let M be a covariance matrix of
√
nYi for i = 1, 2, . . . , n. If the

sth moments of Yi are finite for an integer s ≥ 3, then there exists a positive

constant Ck (depends on k) such that

|Fn(Bk(r))− Φk(Bk(r))| ≤
Ck · d(n)

rsn
s−2
2

for r ≥
(

5

4
m(s− 2) log n

) 1
2

,

where m is the largest eigenvalue of the covariance matrix M , d(n) is a function

bounded by 1 and lim
n→∞

d(n) = 0.

For r <

(
5

4
m(s− 2) log n

) 1
2

, Bahr gave a bound of the estimation when the

limit distribution is the chi-square χ2(k) with degree of freedom k. We state here

the result.
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Theorem 6.2. If the forth moments of Y ′i s are finite for i = 1, 2, . . . , n and the

covariance matrix M is the identity matrix, then there exists a positive constant

Ck (depends on k) such that

|Fn(Bk(r))− χ2(k)(r2)| ≤ Ck(1 + rk+2)

eαr2n
k
k+1

+O

(
(log n)

k−1
4

n

)
for r <

(
5

2
log n

) 1
2

,

where α =
1

8
if k = 2 and α =

k

2(k + 1)
if k ≥ 3.

In this chapter, we will give a non-uniform bound of this convergence without

assumming that Y ′i s are identically distributed. We assume that all components

of Y ′i s are independent and

k∑
j=1

E|Yij|3 <∞,

for i = 1, 2, . . . , n. The following theorem is the main result.

Theorem 6.3. Let Yi = (Yi1, Yi2, . . . , Yik), i = 1, 2, . . . , n be independent random

vectors in Rk with zero means and Yij are independent for all j = 1, 2, . . . , k.

Define Wn =
n∑
i=1

Yi. Let Fn be the distribution function of Wn. Assume that

n∑
i=1

EY 2
ij = 1 for j = 1, 2, . . . , k and

k∑
j=1

E|Yij|3 < ∞ for i = 1, 2, . . . , n. Then

there exists a positive constant Ck (depends on k) such that

|Fn(Bk(r))− Φk(Bk(r))| ≤
Ckβ3

1 + r3

for all positive real numbers r, where β3 =
k∑
j=1

n∑
i=1

E|Yij|3.

The order of convergence in the statement of Theorem 6.3 is O(n−
1
2 ) which

is better than that in Theorem 6.2 and its result is obtained for all positive real

numbers r which is broader than the result in Theorem 6.1.

The contents in this chapter are organized into two sections. The first section,

Auxiliary Results, contains propositions which is used to prove our result. In the

latter section, Proof of the Main Result, gives a proof of the result.
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6.1 Auxiliary Results

In this section, two propositions required in the proof of main theorem is presented.

Proposition 6.4 gives the inequalities of the truncated random vectors while Propo-

sition 6.5 gives an effective tool, non-uniform concentration inequality, for proving

our main result.

Apart from the notations given in chapter V, we further introduce the following

notations. For i = 1, 2, ..., n, j = 1, 2, ..., k, u ∈ R and r > 0, let

Y ij = YijI(|Yij| ≤ 1 +
r

4
), W nj =

n∑
i=1

Y ij,

W
(i)

nj = W nj − Y ij, W n = (W n1,W n2, . . . ,W nk) and

W
(i)

nj,u = (W n1,W n2, . . . ,W
(i)

nj + u, . . . ,W nk).

Proposition 6.4. Let β3 =
k∑
j=1

n∑
i=1

E|Yij|3. Then

(1)
k∑
j=1

EW
4

nj ≤
(

2 +
r

4

)
β3 + 3k.

(2) Let gj be defined as in Proposition 3.6 for j = 1, 2, . . . , k. Then, there

exists an absolute constant Ck (depends on k) such that

E|gj(W
(i)

nj,u)| ≤
Ck

1 + r4

for r ≥ 4, |u| ≤ r

4
and (1 + r)β3 < 1.

Proof. 1) By Proposition 2.1 in [27], we have

EW
4

nj ≤
(

1 +
r

4

)
γj + 1 +

ηjγj
1 + r

4

+

(
ηj

1 + r
4

)2

+

(
ηj

1 + r
4

)4

(6.1)

where

ηj =
n∑
i=1

EY 2
ijI
(
|Yij| ≥ 1 +

r

4

)
, and γj =

n∑
i=1

E|Yij|3I
(
|Yij| < 1 +

r

4

)
.

By the inequalities:

ηj ≤
n∑
i=1

EY 2
ij = 1 and γj ≤

n∑
i=1

E|Yij|3,
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(6.1) becomes

EW
4

nj ≤
(

1 +
r

4

) n∑
i=1

E|Yij|3 +
n∑
i=1

E|Yij|3 + 3

≤
(

2 +
r

4

) n∑
i=1

E|Yij|3 + 3. (6.2)

Thus,

k∑
j=1

EW
4

nj ≤
(

2 +
r

4

) k∑
j=1

n∑
i=1

E|Y ij|3 + 3k

≤
(

2 +
r

4

)
β3 + 3k.

Hence, (1) is proved.

2) By (1) and the assumption that (1 + r)β3 < 1, we have

k∑
j=1

EW
4

nj ≤ Ck (6.3)

for some positive constant Ck. From this inequality and Proposition 3.6(2), we

obtain (2) and hence the proposition.

Proposition 6.5 is a non-uniform concentration inequality which is the essential

inequality for this approach. We prove this proposition by applying the concen-

tration inequality in [10].

Proposition 6.5. For j = 1, 2, . . . , k and m = 1, 2, . . . , n, let

T
(m)
nj =

n∑
i=1
i6=m

Y ij − EY ij√
V ar(W nj)

.

Then there exists an absolute constant C such that

P (a ≤ T
(m)
nj ≤ b) ≤ C

(1 + a)3
{b− a+ βj,3}

for all reals 0 ≤ a < b <∞ where

βj,3 =
1(√

V ar(W nj)

)3

n∑
i=1

|Y ij − EY ij|3.
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Proof. For i = 1, 2, . . . , n and j = 1, 2, . . . , k, let

X ij =
Y ij − EY ij√
V ar(W nj)

.

By Proposition 3.4 in [10], we obtain that for m = 1, 2, . . . , n,

P (a ≤ T
(m)
nj ≤ b) ≤ C

{
b− a

(1 + a)3
+ δj,a

}
(6.4)

where

δj,a =
n∑
i=1

{
EX

2

ijI(|X ij| > 1 + a)

(1 + a)2
+
E|X ij|3I(|X ij| ≤ 1 + a)

(1 + a)3

}
.

The proof is completed by (6.4) and the inequality

n∑
i=1

{
EX

2

ijI(|X ij| > 1 + a)

(1 + a)2
+
E|X ij|3I(|X ij| ≤ 1 + a)

(1 + a)3

}

≤
n∑
i=1

{
E|X ij|3I(|X ij| > 1 + a)

(1 + a)3
+
E|X ij|3I(|X ij| ≤ 1 + a)

(1 + a)3

}
=

1

(1 + a)3

n∑
i=1

E|X ij|3

=
βj,3

(1 + a)3
.

6.2 Proof of Main Result

In this section, we will give a non-uniform bound of multivariate normal approxi-

mation on the set of closed sphere Bk(r). The used technique is the concentration

inequality approach. This proof is based on an idea of [12]. The positive constant

C in the proof has different values in different places.

Proof of Theorem 6.1

Proof. If r < 4 then by Theorem 5.1, we have

|Fn(Bk(r))− Φk(Bk(r))| ≤
Ckβ3

1 + r3
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for some positive constant Ck. Next, assume that r ≥ 4. We observe that

|P (Wn ∈ Bk(r))− Φk(Bk(r))| ≤ |P (Wn ∈ Bk(r))− P (W n ∈ Bk(r))|

+ |P (W n ∈ Bk(r))− Φk(Bk(r))|. (6.5)

Firstly, we will find a bound of the first term on the right side of (6.5). Note that

P (Wn ∈ Bk(r))− P (W n ∈ Bk(r))

= P (Wn ∈ Bk(r),Wn = W n) + P (Wn ∈ Bk(r),Wn 6= W n)

− P (W n ∈ Bk(r))

≤ P (Wn 6= W n)

and

P (Wn ∈ Bk(r))− P (W n ∈ Bk(r))

= P (Wn ∈ Bk(r))− P (W n ∈ Bk(r),Wn = W n)

− P (W n ∈ Bk(r),Wn 6= W n)

≥ −P (Wn 6= W n).

We can conclude from these two inequalities that

|P (Wn ∈ Bk(r))− P (W n ∈ Bk(r))| ≤ P (Wn 6= W n) (6.6)

Note that

Wn = W n if max
1≤i≤n
1≤j≤k

|Yij| ≤ 1 +
r

4
.

Then,

P (Wn 6= W n) ≤ P

max
1≤i≤n
1≤j≤k

|Yij| > 1 +
r

4


≤

k∑
j=1

n∑
i=1

P
(
|Yij| > 1 +

r

4

)
≤ 1(

1 +
r

4

)3

k∑
j=1

n∑
i=1

E|Yij|3
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≤ C

(1 + r)3

k∑
j=1

n∑
i=1

E|Yij|3

=
Cβ3

1 + r3
(6.7)

where Chebyshev’s inequality is used in the third inequality. Therefore, by (6.5)–

(6.7),

|P (Wn ∈ Bk(r))− Φk(Bk(r))| ≤
Cβ3

1 + r3
+ |P (W n ∈ Bk(r))− Φk(Bk(r))|. (6.8)

To prove our theorem, it remains to estimate the second term of (6.8).

If (1 + r)β3 ≥ 1, by (3.30) and (6.3), we have

|P (W n ∈ Bk(r))− Φk(Bk(r))|

≤ P (W n /∈ Bk(r)) + (1− Φk(Bk(r))

= P

(
k∑
j=1

W
2

nj > r2

)
+ (1− Φk(Bk(r))

≤ 1

r4
E

(
k∑
j=1

W
2

nj

)2

+
Ck

1 + r6

≤ kCk
1 + r4

k∑
j=1

EW
4

nj +
Ck(1 + r)β3

1 + r6

≤ Ck(1 + r)β3

1 + r4
+

Ckβ3

1 + r5

≤ Ckβ3

1 + r3
.

Next, assume that (1 + r)β3 < 1. In this case, we will prove the theorem in

case that k = 2. For multidimensional case, we use the same argument. Let fr

be the solution of (3.3) with respect to the indicator test function on B2(r) and

frw1
, frw2

partial derivatives of fr with respect to w1 and w2, respectively. Thus,

by (3.3),

P (W n ∈ B2(r))− Φ2(B2(r)) =
1√
2

(U1 − V1) +
1√
2

(U2 − V2) (6.9)

where

U1 = Efrw1
(W n1,W n2), V1 = EW n1f(W n1,W n2),

U2 = Efrw2
(W n1,W n2), V2 = EW n2f(W n1,W n2).
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To estimate the right handside of (6.9), let

Mij(t) = EY ij[I(0 ≤ t ≤ Y ij)− I(Y ij ≤ t < 0)].

for t ∈ R, i = 1, 2, . . . , n,j = 1, 2 where I is the indicator function on Ω. We can

follow the idea from [12] to show that

Mij(t) ≥ 0 for all t ∈ R, (6.10)

n∑
i=1

E

∫ ∞
−∞

Mij(t)dt =
n∑
i=1

EY
2

ij = 1−
n∑
i=1

EY 2
ijI(|Yij| > 1 +

r

4
) ≤ 1, (6.11)

n∑
i=1

E

∫ ∞
−∞
|t|Mij(t)dt =

1

2

n∑
i=1

E|Y ij|3, (6.12)

n∑
i=1

E

∫ ∞
−∞
|Y ij|Mij(t)dt =

n∑
i=1

E|Y ij|3 and (6.13)

V1 =
n∑
i=1

E

∫ ∞
−∞

frw1
(W

(i)

1n + t,W 2n)Mi1(t)dt+
n∑
i=1

EY i1f(W
(i)

1n,W 2n). (6.14)

Thus, by (6.11) and (6.14), we have

U1 − V1 = Efrw1
(W n1,W n2)−

n∑
i=1

E

∫ ∞
−∞

frw1
(W

(i)

n1 + t,W n2)Mi1(t)dt

−
n∑
i=1

EY i1f(W
(i)

n1,W n2)

= E(frw1
(W n1,W n2)

+
n∑
i=1

E

∫ ∞
−∞

[frw1
(W

(i)

n1 + Y i1,W n2)− frw1
(W

(i)

n1 + t,W n2)]Mi1(t)dt

− Efrw1
(W

(i)

n1 + Y i1,W n2)[1−
n∑
i=1

EY 2
i1I
(
|Yi1| > 1 +

r

4

)
]

−
n∑
i=1

EY i1f(W
(i)

n1,W n2)

=
n∑
i=1

E

∫ ∞
−∞

[frw1
(W

(i)

n1 + Y i1,W n2)− frw1
(W

(i)

n1 + t,W n2)]Mi1(t)dt

+ Efrw1
(W

(i)

n1 + Y i1,W n2)
n∑
i=1

EY 2
i1I
(
|Yi1| > 1 +

r

4

)
−

n∑
i=1

EY i1f(W
(i)

n1,W n2)

=: R1 +R2 +R3,
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where

R1 =
n∑
i=1

E

∫ ∞
−∞

[frw1
(W

(i)

n1 + Y i1,W n2)− frw1
(W

(i)

n1 + t,W n2)]Mi1(t)dt,

R2 = Efrw1
(W

(i)

n1 + Y i1,W n2)
n∑
i=1

EY 2
i1I
(
|Yi1| > 1 +

r

4

)
,

R3 = −
n∑
i=1

EY i1f(W
(i)

n1,W n2).

By Proposition 3.5(2), we get

|R2| ≤
C

1 + r2

n∑
i=1

EY 2
i1I
(
|Yi1| > 1 +

r

4

)
≤ C

1 + r3

n∑
i=1

E|Yi1|3I
(
|Yi1| > 1 +

r

4

)
≤ C

1 + r3

n∑
i=1

E|Yi1|3. (6.15)

Similarly, by the independence of Y i1,W
(i)

n1 and W n2, Proposition 3.5(1) and

0 = EYi1 = EYi1I
(
Yi1 ≤ 1 +

r

4

)
+ EYi1I

(
Yi1 > 1 +

r

4

)
, (6.16)

we obtain

|R3| ≤
C

1 + r2

n∑
i=1

|EY i1|

≤ C

1 + r2

n∑
i=1

E|Yi1|I
(
Yi1 > 1 +

r

4

)
≤ C

1 + r3

n∑
i=1

E|Yi1|3. (6.17)

Next, we will find a bound of R1. By (3.6), R1 can be written as

R1 =
1√
2
R11 +

1

2
R12 (6.18)

where

R11 =
n∑
i=1

E

∫ ∞
−∞

[hB2(r)(W
(i)

n1 + Y i1,W n2)− hB2(r)(W
(i)

n1 + t,W n2)]Mi1(t)dt,

R12 =
n∑
i=1

E

∫ ∞
−∞

[(W
(i)

n1 + Y i1 +W n2)f(W
(i)

n1 + Y i1,W n2)

− (W
(i)

n1 + t+W n2)f(W
(i)

n1 + t,W n2)]Mi1(t)dt.
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For i = 1, 2, . . . , n, let T
(i)
n1 be defined as in Proposition 6.5,

Ai1 =

w ∈ Ω | −t+ α−i (w)√
V ar(W n1)

< T
(i)
n1 (w) ≤ −Y i1(w) + α−i (w)√

V ar(W n1)

 ,

Bi1 =

w ∈ Ω | −Y i1(w)− α+
i (w)√

V ar(W n1)
< T

(i)
n1 (w) ≤ −t− α

+
i (w)√

V ar(W n1)

 ,

α+
i (w) =

√
r2 −W 2

n2(w)I(w ∈ Λ) + EW
(i)

n1 and

α−i (w) =

√
r2 −W 2

n2(w)I(w ∈ Λ)− EW (i)

n1 where Λ =
{
w ∈ Ω | W 2

n2(w) ≤ r2
}
.

Obviously, Ai1 ∩Bi1 = ∅. By the same argument as (5.9), we obtain the relation{
w ∈ Ω | hB2(r)(W

(i)

n1 + Y i1,W n2)(w)− hB2(r)(W
(i)

n1 + t,W n2)(w) = 1
}
⊆ Ai1 ∪Bi1.

(6.19)

Thus, by (6.10),

R11 ≤
n∑
i=1

E

∫ ∞
−∞

I(Ai1 ∪Bi1)Mi1(t)dt

=
n∑
i=1

E

∫ ∞
−∞

I(Ai1 ∪Bi1)I

(
W

2

n2(w) ≤ r2

4

)
Mi1(t)dt

+
n∑
i=1

E

∫ ∞
−∞

I(Ai1 ∪Bi1)I

(
W

2

n2(w) >
r2

4

)
Mi1(t)dt. (6.20)

We will find a bound of the first term of (6.20) by using the non-uniform concen-

tration inequality in Proposition 6.5. Note that

n∑
i=1

E

∫ ∞
−∞

I(Ai1 ∪Bi1)I

(
W

2

n2(w) ≤ r2

4

)
Mi1(t)dt

≤
n∑
i=1

E

∫ ∞
−∞

I(Ai1)I

(
W

2

n2(w) ≤ r2

4

)
Mi1(t)dt

+
n∑
i=1

E

∫ ∞
−∞

I(Bi1)I

(
W

2

n2(w) ≤ r2

4

)
Mi1(t)dt

≤
n∑
i=1

E

∫ 0

−∞
I(Ai1)I

(
W

2

n2(w) ≤ r2

4

)
Mi1(t)dt

+
n∑
i=1

E

∫ ∞
0

I(Bi1)I

(
W

2

n2(w) ≤ r2

4

)
Mi1(t)dt (6.21)
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where we used the fact that

I(Ai1)Mi1(t) = 0 for t ∈ [0,∞) and I(Bi1)Mi1(t) = 0 for t ∈ (−∞, 0]

in the last equality. To estimate (6.21), we use the inequality

|EW (i)

n1| =

∣∣∣∣∣∣∣
n∑
l=1
l 6=i

EYl1I
(
|Yl1| ≤ 1 +

r

4

)∣∣∣∣∣∣∣ ≤
n∑
i=1

EY 2
l1I
(
|Yl1| > 1 +

r

4

)
≤ 1 (6.22)

where the first inequality is obtained from (6.16). In addition, we note from this

inequality that

V ar(W n1) ≤ E(W n1)2

≤
n∑
l=1

EY
2

l1 +

∣∣∣∣∣
n∑
l=1

EY l1

∣∣∣∣∣
∣∣∣∣∣∣∣
n∑

m=1
m6=l

EY m1

∣∣∣∣∣∣∣
≤

n∑
l=1
l 6=i

EY
2

l1 + |EW n1|
∣∣∣EW (l)

n1

∣∣∣
≤

n∑
i=1

EY 2
l1I
(
|Yi1| ≤ 1 +

r

4

)
+

n∑
i=1

EY 2
i1I
(
|Yl1| > 1 +

r

4

)
= 1. (6.23)

Assume that t < 0 and w ∈ Ai1 ∩
{
w | W 2

2n(w) ≤ r2

4

}
. We note from (6.22) that

for r ≥ 4,

−t+ α−i (w) = −t+

√
r2 −W 2

n2(w)− EW (i)

n1 >

√
3r

2
− |EW (i)

n1| > 0 (6.24)

and √
V ar(W n1) +

(
−t+

√
r2 −W 2

n2I

(
W

2

n2 ≤
r2

4

)
− EW (i)

n1

)

≥
√

3r

2
− |EW (i)

n1|

≥ C(1 + r) (6.25)

for some absolute constant C. By (6.23),(6.25) and Proposition 6.5, we obtain
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that

EY i1,Wn2I(Ai1)I

(
W

2

n2 ≤
r2

4

)

= P

 −t+ α−i (w)√
V ar(W n1)

< T
(i)
n1 (w) ≤ −Y i1(w) + α−i (w)√

V ar(W n1)
| Y i1,W n2

 I

(
W

2

n2 ≤
r2

4

)

≤
V ar(W n1)(|Y i1|+ |t|) +

(√
V ar(W n1)

)3

β1,3[(√
V ar(W n1)

)3

+

(
−t+

√
r2 −W 2

n2I(Λ)− EW (i)

n1

)]3 × I
(
W

2

n2 ≤
r2

4

)

≤
V ar(W n1)(|Y i1|+ |t|) +

(√
V ar(W n1)

)3

β1,3[(√
V ar(W n1)

)3

+

(
−t+

√
r2 −W 2

n2I(W
2

n2 ≤ r2

4
)− EW (i)

n1

)]3

≤ C

(1 + r)3
[V ar(W n1)(|Y i1|+ |t|) + (V ar(W n1))3β1,3]

≤ C

(1 + r)3

[
(|Y i1|+ |t|) +

n∑
l=1

|Y l1 − EY l1|3
]

(6.26)

where β1,3 is defined as in Proposition 6.5. Note that we can apply Proposition

6.5 because of (6.24). Thus, by (6.26),
n∑
i=1

E

∫ 0

−∞
I(Ai1)I

(
W

2

n2 ≤
r2

4

)
Mi1(t)dt

=
n∑
i=1

E

∫ 0

−∞
EY i1,Wn2I(Ai1)I

(
W

2

n2 ≤
r2

4

)
Mi1(t)dt

≤ C

(1 + r)3

n∑
i=1

E

∫ 0

−∞
(|Y i1|+ |t|)Mi1(t)dt

+
C

(1 + r)3

n∑
i=1

E

∫ 0

−∞

n∑
l=1

|Y l1 − EY l1|3Mi1(t)dt

≤ C

1 + r3

n∑
i=1

|Y i1|3 +
C

1 + r3

n∑
i=1

|Y i1|3

≤ C

1 + r3

n∑
i=1

|Y i1|3. (6.27)

Assume that t ≥ 0 and w ∈ Bi1 ∩ {w | W
2

2n(w) ≤ r2

4
}. By (6.22), we obtain

−t− α+
i (w) = −t−

√
r2 −W 2

n2(w)− EW (i)

n1 < −
√

3r

2
−W (i)

n1 < 0.
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Therefore, we can apply Proposition 6.5 to −T (i)
n1 (w) and use the same argument

as (6.27). We have

n∑
i=1

E

∫ ∞
0

I(Bi1)I

(
W

2

n2(w) ≤ r2

4

)
Mi1(t)dt

≤ C
n∑
i=1

E

∫ ∞
0

I

(
W

2

n2 ≤
r2

4

)
× V ar(W n1)(|Y i1|+ |t|) + (V ar(W n1))3β1,3[(√

V ar(W n1)

)3

+

(
−t+

√
r2 −W 2

n2I(W
2

n2 ≤ r2

4
)− EW (i)

n1

)]3 Mi1(t)dt

≤ C

(1 + r)3

n∑
i=1

E

∫ ∞
0

(|Y i1|+ |t|)Mi1(t)dt

+
C

(1 + r)3

n∑
i=1

E

∫ ∞
0

n∑
l=1

|Y l1 − EY l1|3Mi1(t)dt

≤ C

1 + r3

n∑
i=1

|Y i1|3. (6.28)

By (6.21), (6.27)–(6.28), we have

n∑
i=1

E

∫ ∞
−∞

I(Ai1 ∪Bi1)I

(
W

2

n2 ≤
r2

4

)
Mi1(t)dt ≤ C

1 + r3

n∑
i=1

|Y i1|3. (6.29)

Next, we will find a bound of the second term of (6.20) by using the uniform

concentration inequality. By the same argument as (6.21), we have

n∑
i=1

E

∫ ∞
−∞

I(Ai1 ∪Bi1)I

(
W

2

n2(w) >
r2

4

)
Mi1(t)dt

=
n∑
i=1

E

∫ 0

−∞
I(Ai1)I

(
W

2

n2(w) >
r2

4

)
Mi1(t)dt

+
n∑
i=1

E

∫ ∞
0

I(Bi1)I

(
W

2

n2(w) >
r2

4

)
Mi1(t)dt (6.30)

By Proposition 5.5, Proposition 6.4(1), (6.11)–(6.13), Chebyshev’s inequality and
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the same argument as in (5.11), we get

n∑
i=1

E

∫ 0

−∞
I(Ai1)I

(
W

2

n2(w) >
r2

4

)
Mi1(t)dt

≤
n∑
i=1

EI

(
W

2

n2 >
r2

4

)[√
2(|Y i1|+ |t|)√
V ar(W n1)

∫ 0

−∞
Mi1(t)dt

+
1 +
√

2(√
V ar(W n1)

)3

∫ 0

−∞

n∑
k=1

E|Y k1 − EY k1|3Mi1(t)dt

]

≤ CE(|W n2|4)

1 + r4

n∑
i=1

E|Y i1|3 +
CE(|W n2|4)

1 + r4

n∑
i=1

E|Y i1 − EY i1|3

≤
C[(2 + r

4
)β3 + 3k]

1 + r4

n∑
i=1

E|Y i1|3

≤ C

1 + r3

n∑
i=1

E|Y i1|3 (6.31)

where we used the assumption that (1 + r)β3 < 1 in the last inequality. By the

same argument as (6.31), we have

n∑
i=1

E

∫ ∞
0

I(Bi1)I

(
W

2

n2 >
r2

4

)
Mi1(t)dt ≤ C

1 + r3

n∑
i=1

E|Y i1|3. (6.32)

Therefore, by (6.30)–(6.32), we obtain

n∑
i=1

E

∫ ∞
0

I(Ai1 ∪Bi1)I

(
W

2

n2(w) >
r2

4

)
Mi1(t)dt ≤ C

1 + r3

n∑
i=1

E|Y i1|3. (6.33)

By (6.20), (6.29) and (6.33), we have

R11 ≤
C

1 + r3

n∑
i=1

E|Y i1|3. (6.34)

To prove

|R11| ≤
C

1 + r3

n∑
i=1

E|Y i1|3, (6.35)

it remains to show that

R11 ≥ −
C

1 + r3

n∑
i=1

E|Y i1|3. (6.36)
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This equation is proved by the same argument as (6.34) and using the following

relation,{
w ∈ Ω | hB2(r)(W

(i)
n1 + Yi1,Wn2)(w)− hB2(r)(W

(i)
n1 + t,Wn2)(w) = −1

}
⊆ Ei1 ∪ Fi1

(6.37)

where

Ci1 =

w ∈ Ω | −Y i1(w) + α−i (w)√
V ar(W n1)

< T
(i)
n1 (w) ≤ −t+ α−i (w)√

V ar(W n1)

 and

Di1 =

w ∈ Ω | −t− α
+
i (w)√

V ar(W n1)
< T

(i)
n1 (w) ≤ −Y i1(w)− α+

i (w)√
V ar(W n1)

 .

We have (6.36) and hence (6.35). To prove our theorem, it remains to estimate

R12. By Proposition 3.6 and the Fundamental Theorem of Calculus, we have

|R12| ≤
∣∣∣∣ n∑
i=1

∫ ∞
−∞

E

{
I(t ≤ Y i1)

[
EY i1(W

(i)

n1 + Yi1 +W n2)f(W
(i)

n1 + Yi1,W n2)

− E(W
(i)

n1 + t+W n2)f(W
(i)

n1 + t,W n2)

]}
Mi1(t)dt

∣∣∣∣
+

∣∣∣∣ n∑
i=1

∫ ∞
−∞

E

{
I(t > Y i1)

[
EY i1(W

(i)

n1 + Yi1 +W n2)f(W
(i)

n1 + Yi1,W n2)

− E(W
(i)

n1 + t+W n2)f(W
(i)

n1 + t,W n2)

]}
Mi1(t)dt

∣∣∣∣
≤ 2

n∑
i=1

E

∫ ∞
−∞

∫ Y i1

t

EY i1|g1(W
(i)

n1,u,W n2)|Mi1(t)dudt

≤ C

1 + r3

n∑
i=1

E

∫ ∞
−∞

(|Y i1|+ |t|)Mi1(t)dt

≤ C

1 + r3

n∑
i=1

E|Y i1|3. (6.38)

By (6.15), (6.17)–(6.18), (6.35) and (6.38), we have

|U1 − V1| ≤
C

1 + r3

n∑
i=1

E|Y i1|3. (6.39)

By the same way as (6.39), we have

|U2 − V2| ≤
C

1 + r3

n∑
i=1

E|Y i2|3. (6.40)

By (6.9), (6.39) and (6.40), we complete the proof of theorem 6.3.
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