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Chapter 1

Introduction

The bcc-hcp phase transition is one of the most frequently observed struc-

tural changes in many metals [7, 22, 46] and alloys [18, 39]. The bcc-hcp phase

transition is an important phenomenon in material science as it can exhibit tem-

perature hardening e.g., thermal expansion and shape memory effects in many

materials. We choose zirconium as a representative because the transition mech-

anism is comparatively simple, i.e. driven by excess vibrational and electronic

entropy [27, 28, 43]. Moreover, zirconium has no magnetic moment [42] so that

the magnetic effects can be negligible. In the case of titanium and its alloys, the

magnetic effects complicate the studies involving these materials.

Zirconium is a ductile, grayish-white, strong and lustrous metal. It was

discovered by Klaproth, a German chemist, in 1789 and was isolated in 1824

by Berzelius. Zirconium is a transition metal in group IV. It has atomic weight

which is 91.22 amu and the atomic number is 40. The electronic structure is
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[Kr]4d25s2. The melting point of zirconium is 2125 K and the coefficient of

thermal expansion is 5.89×10−6K−1 which lower than titanium, iron and copper.

Zirconium resists the attacking by strong acids except hydrofluoric. It is used for

constructing highly corrosion resistant equipment. Zirconium has a very small

neutron scattering cross section. Consequently, it is used in nuclear reactor for

cladding the tubes in nuclear reactor. The density of zirconium is 6510 kg/m3

which lower than that of iron, stainless alloys and nickel. In addition, the thermal

conductivity is 22 W(mK)−1 which higher than about 30 percent of stainless

alloy. Zirconium is a nontoxic and biocompatible metal. It is suitable for making

equipment used in food processing or medical equipment such as surgical tools.

Zirconium has a hexagonal close packed (hcp) structure at the tempera-

ture lower than the transition temperature. This is in agreement with the result

of Ahuja et al. [37] which use ab initio method to confirm the stability of the

hcp phase at absolute zero temperature. In addition, when the temperature is

higher than the transition temperature, it has a body centered cubic (bcc) struc-

ture. The sensible transition temperature from various experiments is 1135 K

[1, 2, 22]. The phase diagram of group IV transition metals including zirconium

is shown in Fig (1.1). In this work, we are interested in the bcc-hcp phase only.

The bcc-ω phase and the ω-hcp phase transitions are beyond our scope.
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Fig. (1.1) Typical P-T diagram of group IV transition metals [23]

The studies of the effects of phonons on the bcc-hcp phase transition us-

ing Molecular Dynamics simulation is first suggested by Willaime and Massobrio

[12, 13]. They used the tight binding scheme to construct an interatomic poten-

tial for zirconium. They found that the transition temperature is approximately

1912 K and the difference vibrational entropy, ∆Svib = Sbcc−Shcp, is 0.143 ± 0.01

kB/atom at the transition temperature. Salomon [9] used the same interatomic

potential to calculated the free energy of the bcc and the hcp phases by perform-

ing Monte Carlo simulation. He found that the transition temperature is 1850 K

and ∆Svib = 0.126 kB/atom at 1200 K whereas the transition temperature and

∆Svib from experiments are 1135 K and 0.26 kB/atom [2, 19, 31] respectively. It

is important to point out here that the experimental and the calculated transition

temperature are not in good agreement. We believe that the cause of this dis-
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agreement comes from neglecting the effects of the anharmonic and the electronic

entropy.

Experimental results [22, 34] and many theoretical predictions [3, 14,

24] showed that the phonons in zirconium are strongly anharmonic. This was

confirmed by ab initio works of Persson et al. [32] and Nishitani et al. [19],

and molecular dynamics studies [12, 13, 40, 41, 42]. Evidentally, the anharmonic

entropy is the important effects in zirconium. Furthermore, various theoretical

works [26, 54] showed that even though the electronic structure has a minor

effects, it cannot be neglected.

In this research, we improve the calculation of the transition temperature

in zirconium by explicitly including the anharmonic and the electronic effects.

The Classical Molecular Dynamics is an essential tool in this research. It is ex-

plained in chapter 2. In chapter 3, the harmonic vibrational entropy and the

electronic entropy formulae are derived and the anharmonic vibrational entropy

can be calculated from the anharmonic free energy [6]. The results of the vi-

brational entropy composes of the harmonic and the anharmonic parts and the

electronic entropy are discussed in chapter 4. Finally, the conclusions of this

research are in chapter 5.



Chapter 2

Molecular Dynamics

Molecular Dynamics (MD) is a powerful method for studying a classical many-

body system. It produces the time evolution of a system of N particles by nu-

merically solving the equations of motion. In this research, we use the classical

Molecular Dynamics method to study the bcc-hcp phase transition in zirconium.

The equations of motion obey Newton’s second law and can be written as

mi
d2~ri

dt2
= −~∇φi , (2.1)

where φi is a potential energy function corresponding with zirconium atom. φi

depends only on the displacements between atoms (rij). ~ri is the ith atomic dis-

placement. Conventionally, classical Molecular Dynamics simulations conserve

both the total energy and the linear momentum. According to Eq. (2.1), accu-

rate results can be obtained by imposing a good potential energy, a reasonable

integration algorithm and suitable initial and boundary conditions. We discuss

the potential energy in section (2.1), the initial and boundary conditions in sec-
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tion (2.2), measuring pressure in section (2.3) and the integration algorithm in

section (2.4).

2.1 The Potential Energy

In order to describe the properties of transition metals, we can construct a po-

tential energy function which contains two essential parts which are the repulsive

energy or Coulomb repulsion between two neighboring atoms and the attractive

or bonding part. Hence the potential form can be written as

φ = φrep + φbond ,

where φrep is the potential energy from the repulsive part. φbond is the potential

energy from the bonding part which comes from the repulsion of neighboring

atoms.

In this research, we use Finnis-Sinclair type interatomic potential which is

assumed in a cubic spline form [17]. The potential was fitted in order to account

for many body effects which are essential in transition metals. Both repulsive

and bonding parts are short range. The potential energy of the ith atom can be

written as

φi =
1

2

∑
j

V (rij)−√ρi , (2.2)
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where

V (rij) =
6∑

k=1

Ak (Rk − rij)
3 H (Rk − rij) ,

and

ρi =
∑

j

2∑

k=1

ak (rk − rij)
3 H (rk − rij) ,

where H(x) is the heaviside step function which is 0 where x < 0 and 1 where

x ≥ 0. rij are the separation distance between atoms i and j. Ak, ak, Rk, rk are

fitting parameters shown in Table 2.1.

k Ak (eV/Å
3
) Rk(Å) ak(eV

2/Å
3
) rk(Å)

1 -0.61248219 5.5763004 0.50569395 5.5763004
2 0.87645549 5.4848856 -0.00890725 4.7992749
3 -0.21947820 5.2106413 - -
4 -0.01371379 4.3422011 - -
5 0.68830444 3.6565904 - -
6 1.45995293 3.1995166 - -

Table 2.1: Fitting parameters of zirconium [16, 40]

The potential is fitted to some anisotropic properties such as the non-ideal c/a

ratio, the cohesive energy of the hcp crystal structure relative to other possible

structures, the energetic of vacancies and stacking faults. These properties are

measured experimentally. This potential provides a good descriptions for both

the bcc and hcp phases in zirconium [41, 42]. However, by using this potential

at temperature lower than the transition temperature, zirconium can transform

from the bcc to the hcp phase. This argument is confirmed by Figs. (2.1 - 2.2).
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Fig. (2.1) The potential energy as a function of temperature from MD

simulation for the bcc phase at T=1100 K

Fig. (2.2) The potential energy as a function of temperature from MD

simulation for the hcp phase at T=1800 K
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According to Fig. (2.1), if we start from the bcc phase, when the tem-

perature is lower than the transition temperature, it induces the phase transition

to the hcp phase. On the other hand, when the temperature is higher than the

transition temperature, there are no transformation from the hcp to the bcc phase

as shown in Fig. (2.2).

2.2 Initial and Boundary Conditions

In general MD simulations, we must solve a series of differential equations, i.e.,

Eq. (2.1) in order to obtain the position, the velocity and the acceleration of

each atom at time t. The MD simulation is an initial value problems. Eq. (2.1)

is a second-order ordinary differential equations. Thus mathematically Eq. (2.1)

must satisfy two sets of initial conditions: specifying the initial coordinate and

initial velocities. Firstly the atomic configuration can be set to the bcc or the hcp

for zirconium at the starting time. Secondly, the kinetic energy of the system,

which corresponds with the temperature T , is

1

2

∑
i

miv
2
i =

3

2
NkBT . (2.3)

However, the choice of {~vi} is arbitrary and must conserved the linear momentum

i.e.
∑

i

mi~vi = 0. If we need to carry out some simulations which are compatible

with experiments of temperature Tdesired, without a priori reason, some procedures
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must be followed. At the starting time, we simply randomize the velocity of each

atom, i.e. ~vi(0). Every velocity of each atom at this time will not satisfy Eq.

(2.3), that is

1

2

∑
i

miv
2
i (0) 6= 3

2
NkBTdesired .

In order to ensure Eq. (2.3), we introduce rescale velocity method. If the kinetic

energy at starting time corresponding with the started temperature, Tstart, i.e.

1

2

∑
i

miv
2
i (0) =

3

2
NkBTstart ,

then we can rescale the velocity by multiplying them with some constant value,

called “rescaling factor” (α) . The rescaling factor is defined as

α =

√
Tdesired

Tstart

, (2.4)

so that

α2
∑

i

1

2
miv

2
i (0) =

3

2
NkBTdesired . (2.5)

Now we can rescale the velocity corresponding with the kinetic energy and the

desired temperature. In our simulations, we rescale every 200 time steps. We

do not rescale every time step because the system will be too constrained and

natural evolution will be suppressed.

A finite number of atoms is contained in simulation box in our simula-

tions. In contrast, in a real system, the number of atoms in a solid is very large.
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Therefore the situation in the simulation is not realistic because the atoms near

boundaries would have fewer neighbors than atoms inside. Then the effects of

the surface of the simulation box become dominant. The surface effects can be

reduced by periodic boundary conditions (PBC) [8]. The idea of PBC is that the

particles or atoms in the solid can reenter the simulation box when they leave

a box boundary from the opposite side. By using PBC, the surface effects are

removed from the simulations.

2.3 Measuring Pressure

The measurement of the pressure in a MD simulation is based on Clausius virial

function [8].

W (r1, ..., rn) =
N∑

i=1

~ri · ~F TOT
i , (2.6)

where ~F TOT
i is the total force acting on ith atom. The statistical average of

W (r1, ..., rn) over the molecular dynamics trajectory is

〈W〉 = lim
t→∞

1

t

∫ t

0

N∑
i=1

~ri · ~F TOT
i dτ ,

= lim
t→∞

1

t

∫ t

0

N∑
i=1

~ri ·mi~̈ri dτ . (2.7)

We integrate Eq. (2.7) by parts and get

〈W〉 = − lim
t→∞

1

t

∫ t

0

N∑
i=1

mi|~̇ri|2 dτ . (2.8)
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This equation suggests that we can use the equipartition theorem [29] to calculate

Eq. (2.8) . Then

〈W〉 = −3NkBT .

From Eq. (2.6), we can write the average W (r1, ..., rn) as

〈W〉 =

〈
N∑

i=1

~ri · ~F TOT
i

〉
= −3NkBT . (2.9)

The total force acting on each particle is

~F TOT
i = ~F int

i + ~F ext
i ,

where ~F int
i is the internal force which comes from the interatomic interaction,

and ~F ext
i is the external force exerted by the simulation box or the container wall.

Consequently, the Clausius virial function can be written as

〈W〉 =

〈
N∑

i=1

~ri · ~F int
i

〉
+

〈
N∑

i=1

~ri · ~F ext
i

〉
. (2.10)

Next, we want to calculate the external work. If the particles are enclosed in a

parallelepiped container of side Lx, Ly, Lz, volume V = LxLyLz and using the

coordinates origin on one of its corners, the second term of Eq. (2.10) is

< Wext >=

〈
N∑

i=1

~ri · ~F ext
i

〉
= Lx(−PLyLz) + Ly(−PLxLz) + Lz(−PLxLy) ,

= −3PV , (2.11)
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where −PLyLz is the external force acting on yz wall. The minus sign comes

from the direction of the external force acting on the yz wall. The same situation

occurs in y and z directions. We substitute Eq. (2.9) and Eq. (2.11) into Eq.

(2.10), so we get

〈W〉 =

〈
N∑

i=1

~ri · ~F int
i

〉
− 3PV = −3NkBT ,

PV = NkBT +
1

3

〈
N∑

i=1

~ri · ~F int
i

〉
, (2.12)

We can notice that if the particles are non-interacting, i.e. the potential energy

(φ) is zero, Eq. (2.12) is reduced to the well known equation of states of ideal

gas. We can evaluate the pressure by

P = nkBT +
1

3V

〈
N∑

i=1

~ri · ~F int
i

〉
, (2.13)

where n is the density of the particles, (N/V ).

2.4 The Integration Algorithm

The important tool of MD is the integration algorithm. It is required to integrate

the Newton equation of motions in order to obtain the position, the velocity, the

acceleration of each particle at each time step. A good integration algorithm

should produce accurate results, conserve total energy and momentum of the

system and use less computing time. The fourth-order Gear predictor-corrector
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algorithm is chosen because it has a simple form and it is reasonably fast. Press

et al. [44] discuss that this algorithm is suitable for a problem which involves

high-precision solutions of very smooth and complicated functions. The fourth

order Gear predictor-corrector integration algorithm contains the prediction and

the correction parts. In the prediction part, the position, the velocity and the

acceleration at time t+δt are estimated by using information at time t and Taylor

expansions. This can be written in a matrix form as



rp(t + δt)
·
r

p
(t + δt)

··
r

p
(t + δt)

·̇·
r

p

(t + δt)


 =




1 δt 1
2
δt2 1

6
δt3

0 1 δt 1
2
δt2

0 0 1 δt
0 0 0 1







r(t)
·
r(t)
··
r(t)
·̇·
r(t)


 . (2.14)

The superscript p denotes the prediction values. We can see that the interatomic

force is not included at this time. In the next step, we calculate the difference

between the predicted and corrected acceleration which is written as

∆
··
r(t + δt) =

··
r

c
(t + δt)− ··

r
p
(t + δt) . (2.15)

The superscript c denotes the correct value. The corrected accelerations are cal-

culated from the interatomic force by using the predicted positions. The corrected

accelerations can be written as

··
r

c
(t + δt) = − 1

m
~∇φ(rp(t + δt)) . (2.16)

Thus Eq. (2.15) can be regarded as a correction to the prediction step.

The corrected position, velocity and acceleration can be obtain from Eq. (2.14)
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and Eq. (2.15) as




rc(t + δt)
·
r

c
(t + δt)

··
r

c
(t + δt)

·̇·
r

c

(t + δt)


 =




rp(t + δt)
·
r

p
(t + δt)

··
r

p
(t + δt)

·̇·
r

p

(t + δt)


 +




C0(δt)
2

C1δt
C2

C3/δt


 ∆

··
r(t + δt) , (2.17)

where C is a constant vector. The choice of C is depended on the order of the

method and resulted in stability properties [44]. Gear [4] derived the constant

vector C = (1
6
, 5

6
, 1, 1

3
) in the fourth-order scheme by considering the optimum

stability and accuracy of the solutions. As time increases, we repeat Eq. (2.14)

and Eq. (2.17) for the integration.

Choice of time step

The choice of time step (δt) is an important part. If δt is too large then the

system is unstable, i.e., the energy of the system is not conserved. Moreover,

the truncation error which comes from the integration algorithm is dominant. In

contrast, if δt is too small, the simulation time will take unnecessarily long com-

puting time. In the simulation of solid states, δt is suggested to be much shorter

than the period of typical phonons, for example Debye frequency of zirconium

has period of 26 fs. Ackland [15] discussed the stability of the predictor-corrector

algorithm with various δt for zirconium. He found that δt should be smaller than

5 fs. In the present work, we use 1 fs time step.



Chapter 3

Entropy in Zirconium

In this chapter, we describe the phase transition in zirconium by using the

Helmholtz free energy. The bcc-hcp phase transition is one of the most fre-

quently observation in condensed matter physics. Zirconium is an example. The

structural phase transition in zirconium is martensitic meaning that it is solid

to solid phase transition and requires little distortion from the parent lattice.

The excessive entropy is responsible for the phase transition. In this work, we

calculate the entropy of zirconium which comprises vibrational entropy and the

electronic entropy. We discuss the vibrational entropy in section (3.1) and the

electronic entropy in section (3.2). We also discuss briefly the electronic den-

sity of states which are calculated from the full potential linear muffin-tin orbital

method (FP-LMTO) for completion.
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3.1 Vibrational Entropy

The vibrational entropy, which is the entropy from the vibration of atoms in

solids, comprises the harmonic vibrational entropy and the anharmonic vibra-

tional entropy.

The historical study of the quantum description of harmonicity began

since Einstein in 1907. He assumed that atoms in a crystal can be treated as

independent oscillators about fixed lattice sites. Each oscillator vibrates with the

same frequency
(
ν = ω

2π

)
where ω is a typical circular frequency. In 1912, Debye

suggested a more realistic model. In Debye model, the atoms no longer vibrate

independently about fixed lattice sites. The dependence between normal modes is

embedded in the phonon density of states. The phonon density of states is propor-

tional to the square of the phonon frequencies. The phonon frequencies in Debye

model are not higher than a maximum frequency, called ‘ ‘Debye frequency”. A

main aim of this research is to improve Debye model. The phonon density of

states is evaluated from the MD simulations. It is then a complicated function of

the phonon frequencies as it implicitly includes mode-mode interactions.

In a crystalline solid, the effective interactions between atoms are cohesive

energy. In the harmonic regime, the interactions are analogous to a system in

which each atom contacts with springs in the x, y and z directions as shown in
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Fig. (3.1).

Fig. (3.1) Interactions of atoms in the harmonic regime in a planar cross-

section [10].

Then each mass-spring system is corresponding with a harmonic oscillator. The

Hamiltonian for a harmonic oscillator in the x-direction is

Ĥx =
p̂2

x

2m
+

mω2x̂2

2
.

From the fundamental of quantum mechanics, we can find the energy eigenvalue

of the harmonic oscillator in state n, which is

En = ~ω
(

n +
1

2

)
, (3.1)

where ~ is Planck constant, n runs from 0 to ∞. Statistical mechanics is ap-

plied to calculate the harmonic vibrational entropy via the partition function

(Z). We also use the partition function to calculate some other thermodynamics
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parameters as they are directly connected. We are particularly interested in some

thermodynamics parameters such as pressure (P ), volume (V ), entropy (S) and

so on. The partition function per oscillator (Zn) is defined by

Zn =
∑

{states}
e−βEn , (3.2)

where En is energy of the oscillator in the quantum state n. {states} is a set of

all possible harmonic quantum states. β = 1
kBT

, kB is Boltzmann constant, T

is the temperature of the system. By substituting the energy eigenvalue of the

harmonic oscillators into Eq. (3.2), we get

Zn =
∞∑

n=0

e−β[~ω(n+ 1
2)] ,

= e
−β~ω

2

∞∑
n=0

(
e−β~ω)n

. (3.3)

By using the geometrical series

1

1− t
=

∞∑
t=0

tn ; |t| < 1 .

then Eq. (3.3) can be written in a fractional form as

Zn =
e
−β~ω

2

1− e−β~ω . (3.4)

Next, we need to find Helmholtz free energy per oscillator (Fn) which is defined

as

Fn = − 1

β
ln Zn . (3.5)
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Substitute Eq. (3.4) into Eq. (3.5), we get

Fn = − 1

β
ln

[
e
−β~ω

2

1− e−β~ω

]
,

=
1

β

[
β~ω
2

+ ln
(
1− e−β~ω)]

,

=
~ω
2

+
1

β
ln

(
1− e−β~ω)

. (3.6)

By using the relation S = −
(

∂F

∂T

)

V

, V is the volume of the system, S is the

entropy corresponding with Helmholtz free energy (F ). The harmonic vibrational

entropy per oscillator is

Sn = −
(

∂Fn

∂β

)

V

(
∂β

∂T

)

V

.

From Eq. (3.6), we find that

∂Fn

∂β
=

1

β

[
~ω

eβ~ω − 1
− ln

(
1− e−β~ω)

β

]
,

and

∂β

∂T
= −β

T
.

Then

Sn =
1

T

[
~ω

eβ~ω − 1
− ln

(
1− e−β~ω)

β

]
, (3.7)

If we define

P (ω) =
1

eβ~ω − 1
,

Q(ω) = 1 + P (ω) ,
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we can see some physical interpretations. Obviously, P (ω) is Bose-Einstein distri-

bution. This is because the vibration of atoms on the lattice sites is corresponding

with a phonon particle, which is of course a boson. Then Eq. (3.7) can be written

in an exact form as

Sn = −kB [P (ω) ln P (ω)−Q(ω) ln Q(ω)] , (3.8)

This is the harmonic vibrational entropy per oscillator. In a real crystalline solid,

if our system contains N atoms, it must have 3N harmonic oscillators. If we

assumed that there is no interaction between each oscillator then the harmonic

vibrational entropy of the system (S) is

S =
3N∑
n=1

Sn . (3.9)

Now we introduce the phonon density of states. The phonon density of states is

the number of phonons or oscillators with frequencies between ω and ω + dω. If

dω is very small, we can change the discrete form into a continuous form as

3N∑
n=1

Sn −→
∫ ωmax

0

AD(ω)Sn dω ,

where A is a normalization constant. Then Eq. (3.9) can be written as

S = −kB

∫ ωmax

0

AD(ω) [P (ω) ln P (ω)−Q(ω) ln Q(ω)] dω . (3.10)
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The phonon density of states must be normalized because we have a limit number

of oscillators. Thus the phonon density of states must satisfy

∫ ωmax

0

AD(ω) dω = 3N .

Then, we can solve for the normalization constant (A) which is

A =
3N∫ ωmax

0
D(ω) dω

.

Substitute the normalization constant A into Eq. (3.10), we get

S =
−3NkB∫ ωmax

0
D(ω) dω

∫ ωmax

0

D(ω) [P (ω) ln P (ω)−Q(ω) ln Q(ω)] dω .

If we define the harmonic vibrational entropy per atom Shar = S
N

, then

Shar =
−3kB∫ ωmax

0
D(ω) dω

∫ ωmax

0

D(ω) [P (ω) ln P (ω)−Q(ω) ln Q(ω)] dω . (3.11)

The phonon density of states can be calculated from the velocity autocorrela-

tion function [25]. The velocity autocorrelation function, γ(t), which is obtained

directly from the MD simulations is defined by

γ(t) =
∑

i

[
< ~vi(t) · ~vi(0) >

< v2
i (0) >

]
. (3.12)

The average of the correlation function of the velocity [57] can be written in the

discrete form as

〈~vi(t) · ~vi(0)〉 ∼= 1

tmax

tmax∑
t0=0

~vi(t + t0) · ~vi(t0) . (3.13)
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As a consequence, the velocity autocorrelation function can be written as

γ(t) =
∑

i




tmax∑
t0=0

~vi(t + t0) · ~vi(t0)

tmax∑
t0=0

v2
i (t0)




. (3.14)

We assume that each oscillator vibrates in a pure harmonic mode. The velocity

of each oscillator, which has amplitude A, frequency ω and initial phase φ, is

vi(t + t0) = −ωiAi sin[ωi(t + t0) + φ] , (3.15)

vi(t0) = −ωiAi sin(ωit0 + φ) . (3.16)

We substitute Eq. (3.15) and Eq. (3.16) into Eq. (3.14)

γ(t) =
∑

i




tmax∑
t0=0

ω2
i A

2
i sin[ωi(t + t0) + φ] sin(ωit0 + φ)

tmax∑
t0=0

ω2
i A

2
i sin2(ωit0 + φ)




,

=
∑

i




tmax∑
t0=0

sin[ωi(t + t0) + φ] sin(ωit0 + φ)

tmax∑
t0=0

sin2(ωit0 + φ)




. (3.17)

We change summation over t0 of Eq. (3.17) into the integral form as

γ(t) =
∑

i




∫ tmax

0

sin[ωi(t + t0) + φ] sin(ωit0 + φ) dt0
∫ tmax

0

sin2(ωit0 + φ) dt0


 , (3.18)

The integral in Eq. (3.18) can be evaluated as

∫ tmax

0

sin[ω(t + t0) + φ] sin(ωt0 + φ) dt0 =
1

2

[ ∫ tmax

0

cos(ωt) dt0

−
∫ tmax

0

cos [ω(t + 2t0) + 2φ] dt0

]
,
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∫ tmax

0

sin[ω(t + t0) + φ] sin(ωt0 + φ) dt0 =
1

2

[
tmax cos(ωt)

−sin(ωtmax) cos[ω(t + tmax) + 2φ]

ω

]
, (3.19)

By setting t=0, Eq.(3.19) is reduced to

∫ tmax

0

sin2(ωt0 + φ) dt0 =
1

2

[
tmax − sin(ωtmax) cos(ωtmax + 2φ)

ω

]
. (3.20)

Substitute Eqs. (3.19) and (3.20) into Eq.(3.18), we get

γ(t) =
∑

i




cos(ωit)− sin(ωitmax) cos[ωi(t + tmax) + 2φ])

ωitmax

1− sin(ωitmax) cos(ωitmax + 2φ)

ωitmax


 . (3.21)

In present work, we used tmax = 51.2ps. Einstein frequency of zirconium

is between 18 - 22 THz [22]. Consequently, the ωitmax is very large. Thus Eq.

(3.21) can be reduced in the form

γ(t) ≈
∑

i

cos(ωit) .

If we change
∑

i

cos(ωit) →
∫

D(ω)cos(ωt) dω, the velocity autocorrelation func-

tion can be written in the form

γ(t) =

∫
D(ω) cos(ωt) dω .

We use inverse Fourier transform and omit a constant coefficient associated with

the transform, we find that

D(ω) =

∫
γ(t) cos(ωt) dt . (3.22)
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The constant is arbitrary and can be absorbed during the normalization pro-

cess. In this section, we calculate the phonon density of states by using the

Fourier transform of the velocity autocorrelation function as in Eq. (3.12). Then

the vibrational entropy can be evaluated via Eq. (3.11). We notice that the

phonon density of states from MD simulations contain some anharmonic effects.

The anharmonic effects comes from the coupling between the vibration modes of

each atom. The coupling of the modes is implicitly imposed in the interatomic

potential. As we fit it to the properties of real zirconium, we already put the

anharmonic effects in.

However, Eq. (3.11) is not true for a system at high temperature where

the anharmonicity plays importance roles. In zirconium, the importance of the

anharmonicity is confirmed by Ye et al. [3] and Heiming et al. [22]. Ye et al.

[3] used the first principles total-energy calculations with a harmonic approxima-

tion to evaluate the frequency of T1N -point phonon of the bcc zirconium. Thus

the bcc phase of zirconium cannot be stabilized under the harmonic approxi-

mation. Moreover, by analyzing neutron scattering data, Heiming et al. found

that zirconium is strongly anharmonic. At low temperature, the effects of the

anharmonicity can be neglected [26]. When we increase the temperature, the an-

harmonicity become dominant. From the results of Ye et al. [3] and Heiming et

al. [22], we conclude that the anharmonicity cannot be left out when the system
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is in a state of high temperature. We calculate the effects of the anharmonicity

from the anharmonic free energy [6]. The anharmonic free energy can be written

as

FA(T, V )

N − 1
= −kBT

∫ T

T0

{
W (T ′, V )− 3

2

}
dT ′

T ′ , (3.23)

where

W (T ′, V ) =
(〈φ (T ′, V )〉 − φmin(V ))

[(N − 1)kBT ′]
.

By using the relation S = −
(

∂F

∂T

)

V

, the anharmonic vibrational entropy with

constant volume can be written in the exact form as

SA(V, T )

N − 1
= kB

[
W (V, T )− T

T0

W (V, T0)

−3

2

(
1− T

T0

)
+

∫ T

T0

(
W (V, T ′)− 3

2

)
dT ′

T ′

]
, (3.24)

where φmin(V ) is minimum potential energy at constant volume, 〈φ(T, V )〉 is the

ensemble average of the potential energy at thermodynamics equilibrium, N is

the number of atoms in the system, T0 is low temperature where the system does

not have the anharmonic effects. According to Eq. (3.24), if we set T = T0, the

anharmonic vibrational entropy is zero. From Eq. (3.24), we can notice that the

anharmonic effects is adjuncted from the harmonic effects.
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3.2 Electronic Entropy

The electronic entropy relates to the atomic configuration i.e. bcc, hcp or fcc

and so on. The entropy dues to a corresponding electronic structure is called the

“electronic entropy ”. We can calculated the electronic entropy via the grand

partition function. The grand partition function is the partition function of the

grand canonical ensemble or macro canonical ensemble. In grand canonical en-

semble, the system of interest can exchange both energies and particles with the

environment. In this situation, the atoms in a solid are arranged on the lattice

sites with a specific structure. The atoms from the environment can be trans-

ferred inside or outside of the system of interest. However, the energy (E) and

the number of particles (N) in the system of interest must satisfy

E =
∑

k

nkEk , (3.25)

N =
∑

k

nk . (3.26)

nk, which is called the “occupation number of state k”, is the number of particles

in a given single particle state k. For a fermion particle, nk is only 0 or 1 because

of Pauli-Exclusion principle. nk=0 is that no particle can occupy in state k.

nk=1 is that a particle can occupy in state k. If we assumed that the number of

particles in the system of interest is very large, N →∞, we can define the grand
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partition function (L) [5, 10, 11, 45] as

L(µ, V, T ) =
∞∑

N=0

eβµNZN(V, T ) , (3.27)

where β = 1
kBT

, µ is the chemical potential which describes the mobility of

particles transferred between the system of interest and the environment. µ must

satisfy

n =

∫ ∞

−∞
f(E)g(E) dE .

f(E) =
(
1 + e

E−µ
kBT

)−1

is Fermi-Dirac distribution. g(E) is the electronic density

of states. n is the number of electrons in the conduction band. ZN(V, T ) is the

canonical partition function which is defined by

ZN(V, T ) =
∑

{ni}
e−βE(ni) , (3.28)

where the set of occupation numbers must satisfy Eq. (3.26). When we substitute

Eq. (3.25), Eq. (3.26) and Eq. (3.28) into Eq. (3.27), we get

L(µ, V, T ) =
∞∑

N=0

∑

{nk}
eβµ

P
k nke−β

P
k nkEk , (3.29)

=
∞∑

N=0

∑
n1,n2,...

{Pk nk=N}

eβµ(n1+n2+...)e−β(n1E1+n2E2+...) ,

=
∞∑

N=0

∑
n1,n2,...

{Pk nk=N}

eβn1(µ−E1)eβn2(µ−E2)... ,
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=
∞∑

N=0

∑
n1,n2,...

{Pk nk=N}

∏

k

eβnk(µ−Ek) . (3.30)

For N → ∞, we can change double summation in Eq. (3.30) into sum of each

occupation number nk independently. Then we get

L(µ, V, T ) =
∑
n1

∑
n2

...
(
eβ(µ−E1)

)n1
(
eβ(µ−E2)

)n2
... ,

=

[∑
n1

(
eβ(µ−E1)

)n1

][∑
n2

(
eβ(µ−E2)

)n2

]
... .

Now we can write

L(µ, V, T ) =
∏

k

[∑
nk

(
eβ(µ−Ek)

)nk

]
, (3.31)

because the atom which composes of proton, neutron and electron is a fermion

particle, the occupation number is only 0 or 1. Eq. (3.31) can be written as

L(µ, V, T ) =
∏

k

[
1 + eβ(µ−Ek)

]
. (3.32)

The electronic Helmholtz free energy (FE) is

FE = − 1

β
ln L(µ, V, T ) .

Using L(µ, V, T ) from Eq. (3.32), then

FE = −
∑

k

ln
(
1 + eβ(µ−Ek)

)

β
.
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By using the relation SE = −
(

∂FE

∂T

)

V

, the electronic entropy at constant volume

is

SE = −
(

∂FE

∂β

)

V

(
∂β

∂T

)

V

,

where

∂FE

∂β
=

∑

k

Ek − µ

β

[
1

1 + eβ(Ek−µ)

]
+

ln(1 + eβ(µ−Ek))

β2
,

∂β

∂T
= −β

T
.

Consequently, the electronic entropy can be written as

SE =
∑

k

Ek − µ

T

[
1

1 + eβ(Ek−µ)

]
+

ln(1 + eβ(µ−Ek))

βT
.

If we define the fermi-dirac distribution, f(E), which is

f(E) =
1

1 + eβ(E−µ)
,

we can verify that

Ek − µ

T
= kB ln

[
1− f(Ek)

f(Ek)

]
,

1 + eβ(µ−Ek) =
1

1− f(Ek)
.

We find that

SE =
∑

k

kBf(Ek) ln

[
1− f(Ek)

f(Ek)

]
+ kB ln

[
1

1− f(Ek)

]
.
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The electronic entropy can be written in term of fermi-dirac distribution function

as

SE = −kB

∑

k

[1− f(Ek)] ln[1− f(Ek)] + f(Ek) ln f(Ek) . (3.33)

We change the summation over each state k into the integral of the electronic

density of states form. The physical meaning of the electronic density of states is

same as the phonon density of states. Hence we can write the electronic entropy

in the exact form as

SE = −kB

∫
g(E) [(1− f(E)) ln(1− f(E)) + f(E) ln f(E)] dE . (3.34)

From Eq. (3.34), we use non-interacting fermion particles to derive the electronic

entropy (SE). The interactions between atoms in solid are implicitly included in

the electronic density of states. The calculation of electronic density of states can

be obtained from the calculation of an energy band such as Tight Binding method

(TB), the Augmented Plane Wave method (APW), the Orthogonalized Plane

Wave method (OPW) or the Green’s function of Korringa, Kohn and Rostoker

method (KKR) and so on. The difference between the energy band and the

electronic density of states is that the energy band is a curve of the energy of

particles as a function of wave vector k in reciprocal lattice space and wave vector

k whereas the electronic density of states is a curve of the number of particles

at energy level E as a function of energy E. The calculation of the electronic
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density of states of zirconium is taken from Eriksson et al. [26] and Ahuja et al.

[37].



Chapter 4

Results and Discussion

In this chapter, we evaluate the components of the Helmholtz free energy in

order to describe the bcc-hcp phase transition and calculate the transition tem-

perature in zirconium. We employ constant volume and temperature in every

simulation. At the beginning, the system is in an arbitrary state. After that the

system evolves to an equilibrium state. The trend of the Helmholtz free energy

is decreasing. At thermodynamics equilibrium, the Helmholtz free energy is al-

ways a minimum. That is “the system stays in the state which the Helmholtz

free energy is lowest ”. If we define ∆F = Fbcc − Fhcp, where Fbcc and Fhcp are

Helmholtz free energy of the bcc and the hcp phases, respectively. we can write

∆F = ∆U − T∆S . (4.1)

If ∆F > 0 or ∆U > T∆S, Helmholtz free energy of the bcc phase higher

than that of the hcp phase. As a result, the stable phase is the hcp phase. If

∆F < 0 or ∆U < T∆S, the stable phase is the bcc phase. The temperature,
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where gives the condition ∆F = 0 or ∆U = T∆S, is called the “transition

temperature”.

In the present work, we use 8192 atoms for the bcc and 6912 atoms for

the hcp phases. The temperature used in our simulations is varied from 300 to

1800 K. Next, we calculate the components of the Helmholtz free energy such as

the internal energy difference between the bcc and the hcp phases (∆U) and the

entropy difference of both phases (∆S). The results of the internal energy and the

entropy of both phases are shown in section (4.1) and section (4.2) respectively.

4.1 Internal energy

The objective of this section is to calculate the internal energy difference (∆U).

The internal energy is composed of the kinetic energy (Ek) and the potential

energy (φ). We calculate the potential energy by classical Molecular dynamics

method. This method produces the time evolution of the system. At the begin-

ning, the system is in a non-equilibrium state. After a few picosecond, the system

approaches to the thermodynamics equilibrium. We average the potential energy

which is Eq. (2.2) during the equilibrium. Notice that we calculate the poten-

tial energy only because the average kinetic energy at the equilibrium depends

only on temperature. From equipartition theorem [29], the average kinetic energy

per atom is 3
2
kBT . When the temperature of both phases are equal, the kinetic
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energy of both phases are cancelled out. Therefore, ∆U = ∆φ. Moreover, by

setting constant volume for all simulations, the results from the simulation of

both phases excludes thermal expansion effects. The calculation of the potential

energy due to the thermal expansion can be used to classify the system into two

types which is the a first system and a second system. The schematic of the first

system and the second system are shown in Fig. (4.1).

Fig. (4.1) The schematic of 1st and 2nd systems for computing the potential

energy and the entropy from the thermal expansion, where Videal is the volume

corresponding with T=0 K and Vtrue is the volume corresponding with P = 0.

The first system has an ideal volume (Videal) in which zirconium is at

absolute zero temperature. The second system has a true volume (Vtrue), which

is corresponding with zero pressure. The physical meaning of P = 0 is that

there is no external work acting on the simulation box. Then the total work

acting on the simulation box is equal to the internal work. According to Eq.
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(2.9), the simulation box will receive the energy, which comes from the total

work, until it has temperature T . Then the volume of the simulation box is

changed by the total work that acting on the simulation box. From Eq. (2.10),

the change in the volume in response to the total work is equal to the change in

the volume in response to the internal work or interatomic interactions. So the

volume corresponding with P = 0 is a true volume, which includes the thermal

expansion effects. The true volume of the bcc and hcp phases are shown in term

of the lattice constant values as in Fig. (4.2) and Fig. (4.3) respectively.

Fig. (4.2) The true lattice constant corresponding with the P=0 in the

bcc phase.
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Fig. (4.3) The true lattice constant corresponding with the P=0 in the

hcp phase.

We define the potential energy from the first and the second systems which

are φ (Videal, T ) , φ (Vtrue, T ) respectively. The difference between the first and the

second systems are in their volumes. The potential energy difference between the

first and the second systems are the potential energy from the expansion of the

volume or the potential energy from the thermal expansion (φthermal). That is

φthermal = φ (Vtrue, T )− φ (Videal, T ) . (4.2)

The potential energy of the system can be written as

φ = φ (Videal, T ) + φthermal ≡ φ (Vtrue, T ) . (4.3)
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The potential energy of the bcc and the hcp phases at true volume are

shown in Fig. (4.4). At the same temperature, the difference between potential

energy of the bcc and hcp phases is ∆U .

Fig. (4.4) The averaged potential energy of the bcc (squares) and the hcp

(circles) phases as a function of temperature from MD simulations.

4.2 Entropy

The entropy can be separated into two parts, the vibrational entropy (Svib) and

the electronic entropy (SE). The results of the vibrational entropy and the elec-

tronic entropy are shown in section (4.2.1) and section (4.2.2) respectively.
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4.2.1 Vibrational Entropy

The vibrational entropy comprises the harmonic vibrational entropy and the an-

harmonic vibrational entropy. The harmonic vibrational entropy can be calcu-

lated via Eq. (3.11) which is depended on the phonon density of states (DOS).

The DOS is determined from the velocity autocorrelation function (VACF) that

is defined in Eq. (3.12). We apply power spectrum method to the VACF and get

the DOS as proved in Eq. (3.22). We have done the calculations between T =

300 and 1800 K. We choose the power spectrum method to calculate the DOS

because the results from this method have only positive values which are in an

agreement with the definition of the DOS. The VACF and the DOS at T=1300 K

for bcc and hcp phases are shown in Figs. (4.5-4.8) as a sample of typical VACF

and DOS functions.

Next, we use the DOS to calculate the harmonic vibrational entropy via

Eq. (3.11). We get the harmonic vibrational entropy as a function of temperature.

The harmonic vibrational entropy of the bcc and hcp phases are shown in Fig.

(4.9) and Fig. (4.10) respectively.
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Fig. (4.5) The velocity autocorrelation function from MD simulations with

8192 atoms for the bcc phase at T = 1300 K.

Fig. (4.6) The velocity autocorrelation function from MD simulations with

6912 atoms for the hcp phase at T = 1300 K.
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Fig. (4.7) The phonon density of states of the bcc phase at T=1300K.

Fig. (4.8) The phonon density of states of the hcp phase at T=1300K.
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Fig.(4.9) The harmonic vibrational entropy in the bcc phase (squares),

compared with the results from the Einstein crystal method (triangles) [9] and

the results calculated with the ideal volume (diamonds) [38]. The solid line is a

linear least squares fit.

Fig.(4.10) The harmonic vibrational entropy in the hcp phase (circles),

compared with the results from the Einstein crystal method (triangles) [9] and

the results calculated with the ideal volume (diamonds) [38] . The solid line is a

logarithmic least squares fit.
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In our simulations, the harmonic vibrational entropy of the bcc phase

at the temperature lower than or around the transition temperature cannot be

evaluated because the system undergoes a phase transition from the bcc to the

hcp phase. However, the system has been in the bcc phase for a short period.

This period is long enough so that we can determine the average potential energy

of the bcc phase but we can not calculated the DOS because this period is too

short to obtain statistically reliable results. Thus the calculation of the DOS at

this temperature is not accurate and we do not use it.

We notice that the harmonic vibrational entropy with the true volume,

S(Vtrue, T ), contains some anharmonic effects. It contains the coupling between

the vibration modes which are encapsulated in the phonon density of states from

the MD simulations. Moreover, it contains the thermal expansion effects because

we change the volume of the system until the pressure of the system is zero

whereas the results from the Einstein crystal method do not included the coupling

between the vibration modes.

However, the calculation of the harmonic vibrational entropy is not an

exact vibrational entropy because the anharmonic effects plays an important role

at high temperature. The anharmonic effects cause thermal resistivity and the

difference between constant pressure and constant volume specific heat in the

lattice. Thus we must add the anharmonic vibrational entropy which can be cal-
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culated using Eq. (3.24). The ideal volume is chosen to calculate the anharmonic

vibrational entropy because the effects of the expansion of the volume are already

included in the harmonic calculations. The anharmonic vibrational entropy of the

bcc and hcp phases are shown in Fig. (4.11).

Fig. (4.11) The anharmonic vibrational entropy of the bcc (squares) and

the hcp (circles) phases as a function of temperature.

The calculation of the entropy from thermal expansion is the same as

the calculation of the potential energy from the thermal expansion. According

to Fig. (4.3), if we define the entropy from the first and the second systems

which are S(Vtrue, T ) and S(Videal, T ) respectively. S(Videal, T ) (diamond points)

is shown in Fig. (4.9) and Fig. (4.10). Eq. (3.11) is used in order to evaluate the

entropy. The entropy difference between the first and the second systems is the
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result of the expansion of the volume or the entropy due to the thermal expansion

(Sthermal). Thus the entropy from the thermal expansion can be written as

Sthermal = Shar(Vtrue, T )− Shar(Videal, T ) . (4.4)

In experiments, we cannot measure the pure harmonic vibrational en-

tropy. The results from neutron scattering experiments contain the harmonic,

the anharmonic and the thermal expansion effects. Hence we must calculate all

contributions to the vibrational entropy in order to compare the results from our

simulation with the experimental results. The vibrational entropy can be written

as

Svib = Shar(Videal, T ) + SA(Videal, T ) + Sthermal . (4.5)

The vibrational entropy of the bcc and hcp phases are shown in Fig. (4.12) and

Fig. (4.13) respectively.
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Fig. (4.12) The vibrational entropy of the bcc phase (squares) compared

with the experimental results (open triangles) [22]. The solid line is a linear least

square fit.

Fig. (4.13) The vibrational entropy of the hcp phase (circles) compared with

the experimental results (open triangles) [22]. The solid line is a logarithmic least

square fit.
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From Fig. (4.12) and Fig. (4.13), we apply a logarithmic extrapolation

in the vibrational entropy in the hcp phase and a linear extrapolation in the

vibrational entropy in the bcc phase. We find that the vibrational entropy dif-

ference between the bcc and hcp phases, ∆Svib, at 1135 K is 0.20 kB compared

with 0.12-0.14 kB from the results of Willaime [12] and Salomon [9]. ∆Svib from

experimental results is 0.26 kB [19, 22].

4.2.2 Electronic Entropy

The electronic entropy can be calculated by using the electronic structure of

materials. The electronic entropy is calculated via Eq. (3.34). In this work,

we used non-interacting fermion model to calculate the electronic entropy. The

interaction of each fermion particle already implicitly includes in the electronic

density of states. We use the electronic density of states which is obtained from

Ahuja et al. [37]. The electronic density of states are evaluated from the full

potential linear muffin tin orbital method (FP-LMTO) [20, 21, 33, 35]. The

electronic density of states of the bcc and hcp phases are shown in Figs. (4.14-

4.15).
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Fig. (4.14) The electronic density of states of the bcc phase at absolute

zero temperature [37].

Fig. (4.15) The electronic density of states of the hcp phase at absolute

zero temperature [37].



49

The electronic density of states at absolute zero temperature is chosen because

we do not include the thermal expansion effects in the results of the electronic

entropy. However, the Fermi temperature of the free electron gas in metals is

about 105 K, which is quite high compared with temperatures in our simulation.

Thus the effect of temperature to the electronic density of states can be neglected.

From Eq. (3.34), we notice that the distribution of the fermion particles must

agree with the Fermi-Dirac distribution. The electronic entropy as a function of

temperature in the Fermi-Dirac distribution form is shown in Fig. (4.16) and Fig.

(4.17) respectively.

Fig. (4.16) The electronic entropy of the bcc phase (squares) compared

with experimental results from Eriksson et al. [26] (open triangles).
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Fig. (4.17) The electronic entropy of the hcp phase (circles) compared

with experimental results from Eriksson et al. [26] (open triangles).

Watson and Weinert [54] estimated the electronic entropy to lowest order

in temperature as
(

π2

3

)
n (EF ) k2

BT , where n (EF ) is the electronic density of

states at the Fermi level. From Fig. (4.14) and Fig. (4.15), the electronic

density of states at the Fermi level of the bcc phase is higher than the hcp phase.

Consequently, the electronic entropy of the bcc phase is higher than the hcp phase

which is in agreement with our calculations results. In addition, the trends of the

electronic entropy from our calculations is almost linearly in temperature which

is in agreement with the estimation from Watson and Weinert [54]. Now we can
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evaluate the total entropy which can be written as

Stot = Svib + SE .

The total entropy of the bcc and the hcp phases are shown in Fig. (4.18).

Fig. (4.18) The total entropy of the bcc (squares) and hcp phases (circles)

at various temperature.

Next, we calculate ∆U which comes from Fig. (4.4) and T∆S. The result

of ∆U and T∆S are shown in Fig.(4.19).
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Fig. (4.19) Components of the Helmholtz free energy, i.e., ∆U (open

circles) and T∆S (diamonds).

The intersection between ∆U and T∆S is the transition temperature.

From Fig. (4.19), we find a transition temperature of 1047 ± 210 K compared

with 1850 K from Salomon [9], 1912 K by Willaime and Massobrio [12], 1754 K

from Pinsook [36] and 1135 K from experiments [1, 2, 22]. The disagreement of

the previous theoretical transition temperature arises because they did not fully

consider the effects of the anharmonicity and the electronic structure. In some

transition metals including zirconium, Eriksson et al. [26] and Bogdanoff et al.

[24] showed that the total entropy can be decomposed into the vibrational entropy
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and the electronic entropy. This principle can be applied to other materials such

as Li [7], NiAl alloys [39], Ti [19] and Fe [46] where the electrons and the phonons

have no strong mutual interactions, otherwise the entropy cannot be decomposed

and the results will be incorrect. Then one must apply a more sophisticated

tool. However, this method is classical and the simulation results are valid when

the temperature of the system is higher than Debye temperature [56]. Recently,

there has been a report on a purely quantum mechanical treatment of phonon in

zirconium [55]. Thus this method might be very helpful for the simulation at low

temperature where the quantum effects play a dominate roles. Furthermore, if

materials have magnetic effects, the entropy from magnetic effects must also be

included.



Chapter 5

Conclusions

The bcc-hcp phase transition is the focus of this research. We perform the

classical Molecular Dynamics method to simulate zirconium in the bcc and the

hcp phases. This method can be used for studying the anharmonic effects and

gives agreement with those of the perturbation method [6]. In addition, Lack [6]

argues that the free energy from MD simulations were found to converge more

quickly than Monte Carlo simulation. The temperature, which is used in this

simulations, must higher than Debye temperature because of the validity of clas-

sical mechanics regimes. If the temperature is lower than Debye temperature,

the quantum effects play dominate roles. Hence the classical mechanics is broken

down. The constant volume and temperature conditions are set in each simula-

tion. We choose the Finnis-Sinclair interatomic potential model because it is in a

simple form and accurately represents zirconium. Moreover, the Gear Predictor-

Corrector integration scheme is used for integrating the Newton equations of
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motion.

We choose the classical Molecular Dynamics method to determine the

average potential energy during thermodynamics equilibrium and the velocity

autocorrelation function of zirconium in the bcc and the hcp phases at vari-

ous temperature. The entropy, which comprises the vibrational entropy and the

electronic entropy, is evaluated. The vibrational entropy includes the harmonic

and the anharmonic parts. The harmonic vibrational entropy and the phonon

density of states are calculated from the velocity autocorrelation function. The

anharmonic vibrational entropy is evaluated from the anharmonic free energy [6].

The electronic entropy can be determined from the electronic density of states

which comes from the full potential linear muffin tin orbital method(FP-LMTO)

[20, 21, 33, 35].

By considering Helmholtz free energy, we found that the transition tem-

perature of zirconium is 1047 ± 210 K, compared with 1912 K from Willaime

and Massobrio [12], 1850 K from Salomon [9], 1754 K from Pinsook [36] and 1135

K from experiments [1, 2, 22]. Moreover, the vibrational entropy difference be-

tween both phase is 0.20 kB at 1135 K, comparing with 0.143 kB from Willaime

and Massobrio [12], 0.126 kB from Salomon [19] and 0.26 kB from experiments

[19, 22]. Hence our results is in a good agreement with experimental results.

Finally, we conclude that the classical Molecular Dynamics method is a



56

powerful tool for studying the bcc-hcp phase transition in zirconium. Moreover, it

is used for studying dynamical properties of Au [30], correlations in the motions of

atoms in liquid Argon [47], dynamics of biological system such as protein, DNA,

RNA [48] and lipid bilayers [49], structure of amorphous aluminium silicate [51]

and Cu-Ni alloys [50], point defects and stacking faults in TiSi2 [52] and phase

transition of hydrogen bonded type of ferroelectric [53].
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