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CHAPTER I

INTRODUCTION

Di↵erence equations have been used to explain real dynamical systems that

evolve discretely, in which the independent variables are integers. They are ex-

tremely useful in biology, physiology, physics, economics, and engineering, etc.

(see for example, [8,10]). In fact, almost all physical systems, biological processes

and real-world applications can be modeled by nonlinear di↵erence equations.

Nonlinear di↵erence equations may behave very complicated and there have not

yet been any standard methods for studying them. Therefore, many researchers

have been concentrated on rational di↵erence equations because they believe that

results about such equations o↵er prototypes towards the development of the basic

global theory of nonlinear di↵erence equations [17, 20].

In recent years, many types of rational di↵erence equations have been inves-

tigated. There are a great interest in studying some behaviors of rational di↵er-

ence equations such as asymptotic stability, boundedness nature and periodicity

character. For example, Kulenović et al. [18] investigated the global asymptotic

stability of the positive equilibrium of the equation

x

n+1 =
↵x

n

+ �x

n�1

A+ x

n�1
, n = 0, 1, 2, . . . ,

where the parameters and initial conditions x�1 and x0 are nonnegative. DeVault

et al. [9] studied the rational di↵erence equation

x

n+1 =
p+ x

n�k

qx

n

+ x

n�k

, n = 0, 1, 2, . . . ,
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with the positive parameters and positive initial conditions and obtained the exis-

tence of period-two solutions and some su�cient conditions for global asymptotic

stability of positive equilibrium. Kulenović and Ladas [17] studied the second

order rational di↵erence equation

x

n+1 =
↵ + �x

n

+ �x

n�1

A+ Bx

n

+ Cx

n�1
, n = 0, 1, 2, . . . ,

with nonnegative parameters and nonnegative initial conditions. They investi-

gated the global stability, the boundedness and the periodicity of solutions of all

special cases of such equation. Camouzis and Ladas [5] presented several results,

open problems and conjectures on period-three solutions of the equation

x

n+1 =
↵ + �x

n

+ �x

n�1 + �x

n�2

A+ Bx

n

+ Cx

n�1 +Dx

n�2
, n = 0, 1, 2, . . . ,

with nonnegative parameters and nonnegative initial conditions. They also ob-

tained the period-three trichotomy behavior of some special cases of the above

equation. For other related works, see [1, 4, 6, 7, 11–15,19–21].

Our aim in this work is to investigate some behaviors of solutions of the rational

di↵erence equation

x

n+1 =
x

n�k

A+ B0xn

+ B1xn�1 + B2xn�2 + · · ·+ B

k

x

n�k

, n = 0, 1, 2, . . . , (1.1)

where the parameters A,B0, B1, B2, . . . , Bk

and the initial conditions x�k

, x�k+1,

x�k+2, . . . , x0 are nonnegative real numbers such that the denominator in (1.1) is

always positive.

The behavior of solutions of the rational di↵erence equation

x

n+1 =
x

n�1

A+ Bx

n

+ x

n�1
, n = 0, 1, 2, . . . , (1.2)

was studied by Kulenović and Ladas in [17]. They established that when A < 1,

(1.2) has the unique positive equilibrium

x̄ =
1� A

1 +B
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and then the positive equilibrium x̄ is locally asymptotically stable when B < 1

and is unstable when B > 1. Furthermore, they examined the existence of prime

period-two solutions of (1.2) and showed that when A < 1 and B > 1, the prime

period-two solution

. . . , 0, 1� A, 0, 1� A, . . .

of (1.2) is locally asymptotically stable.

In [5], Camouzis and Ladas investigated the behaviors of solutions of

x

n+1 =
x

n�2

A+ Bx

n

+ Cx

n�1 + x

n�2
, n = 0, 1, 2, . . . . (1.3)

They proved that when A 2 [0, 1), (1.3) has the positive equilibrium point

x̄ =
1� A

B + C + 1
,

which is locally asymptotically stable provided

B <

2� A+
p
A

2 + 8

2
and C <

1� 2B +
p
5 + 4A+ 4B(1� A)

2
.

Furthermore, when A,B + C 2 [0, 1), every positive solution of (1.3) converges

to the positive equilibrium x̄ of (1.3). They also classified that all possible prime

period-three solution of (1.3) are of the form

. . . , 0, 0,�, 0, 0,�, . . .

with � 2 (0,1) or

. . . , 0,�, , 0,�, , . . .

with �, 2 (0,1) or

. . . ,�, ,!,�, ,!, . . .

with �, ,! 2 (0,1). Moreover, they obtained that when A 2 [0, 1) and B =

C = 1, every solution of (1.3) converges to a period-three solution.
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We notice that (1.1) is a generalization of (1.2) and (1.3). For arbitrary positive

integer k, it follows from the result in [6] that every positive solution of (1.1)

converges to its positive equilibrium point

x̄ =
1� A

B0 + B1 + B2 + · · ·+ B

k

,

provided A 2 [0, 1) and B0 + B1 + B2 + · · · + B

k�1 < B

k

. Although the stability

of equilibrium point of (1.1) has been investigated, however, several important

problems remain open such as the periodicity and the local stability of periodic

solutions of such equation. Therefore, in this thesis, we intent to investigate these

behaviors. The results in this work are organized as follows.

Chapter II contains some basic definitions and results about di↵erence equa-

tions which will be useful thoughtout this thesis.

Chapter III, the periodic character of (1.1) is investiged. We establish the

existence of periodic solutions with prime period-two, prime period-three and

extend to prime period-p, where p is a prime number. We use the idea of the

proof of Theorem 3 in [5] to show that every solution of (1.1) converges to a

period-(k + 1) solution under certain conditions.

Chapter IV, the local asymptotic stability of some periodic solutions of (1.1)

is examined by using the linearized stability analysis.

Chapter V, we give some numerical examples to illustrate the results that

we obtained. Also, we use MATLAB R2017a to draw graphs that represent the

behavior of their solutions.



CHAPTER II

PRELIMINARIES

In this chapter, we introduce the definitions of some behaviors of solutions of

di↵erence equations. We also present some known results that will be useful for

studying our work.

2.1 Stability and Linearized Stability Analysis

Definition 2.1 ([6, 12]). A di↵erence equation of order k + 1 is an equation

of the form

x

n+1 = f(x
n

, x

n�1, xn�2, . . . , xn�k

), n = 0, 1, 2, . . . , (2.1)

where f is a function which maps some set Ik+1 into I and I is an interval of real

numbers.

Definition 2.2 ([6,13]). A solution of (2.1) is a sequence {x
n

}1
n=�k

that satisfies

(2.1) for all n � 0. If we give initial conditions x�k

, x�k+1, x�k+2, . . . , x0 2 I, then

there exists a unique solution {x
n

}1
n=�k

of (2.1).

Definition 2.3 ([12, 13]). An equilibrium point of (2.1) is a point x̄ 2 I that

satisfies the condition

x̄ = f(x̄, x̄, x̄, . . . , x̄).

That is, the constant sequence {x
n

}1
n=�k

with x

n

= x̄ for all n � �k is a solution

of (2.1), or equivalently, x̄ is a fixed point of f .

Definition 2.4 ([13]). Let x̄ be an equilibrium point of (2.1).
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(i) x̄ is called locally stable if for every ✏ > 0, there exists � > 0 such that if

{x
n

}1
n=�k

is a solution of (2.1) with

|x�k

� x̄|+ |x�k+1 � x̄|+ |x�k+2 � x̄|+ · · ·+ |x0 � x̄| < �,

then

|x
n

� x̄| < ✏ for all n � �k.

(ii) x̄ is called locally asymptotically stable if it is locally stable and if there

exists � > 0 such that {x
n

}1
n=�k

is a solution of (2.1) with

|x�k

� x̄|+ |x�k+1 � x̄|+ |x�k+2 � x̄|+ · · ·+ |x0 � x̄| < �,

then

lim
n!1

x

n

= x̄.

(iii) x̄ is called a global attractor if for every solution {x
n

}1
n=�k

of (2.1), we

have

lim
n!1

x

n

= x̄.

(iv) x̄ is called globally asymptotically stable if it is locally stable and a

global attractor.

(v) x̄ is called unstable if it is not locally stable.

In general, we can rewrite (2.1) in vector form as

X

n+1 = T (X
n

), n = 0, 1, 2, . . . , (2.2)
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where

X

n

=

2

6666666666666664

x

(0)
n

x

(1)
n

x

(2)
n

...

x

(k�1)
n

x

(k)
n

3

7777777777777775

, x

(j)
n

= x

n�k+j

(j 2 {0, 1, 2, . . . , k})

and

T (X
n

) =

2

6666666666666664

x

(1)
n

x

(2)
n

x

(3)
n

...

x

(k)
n

f(x(0)
n

, x

(1)
n

, x

(2)
n

, . . . , x

(k)
n

)

3

7777777777777775

.

Let {X
n

}1
n=0 be a unique solution of (2.2) which is determined by the initial

condition X0 = (x�k

, x�k+1, x�k+2, . . . , x0) 2 I

k+1. Previously, we defined an

equilibrium point of (2.1). Similarly, we can also define an equilibrium point of

(2.2) to be a vector X̄ 2 I

k+1 such that X̄ = T (X̄) (see [6,15]). Next, we present

the stability definitions for the di↵erence equation (2.2). Let k · k denote the

Euclidean norm.

Definition 2.5 ([15]). Let X̄ be an equilibrium point of (2.2).

(i) X̄ is called locally stable if for every ✏ > 0, there exists � > 0 such that

kX0 � X̄k < � implying

kX
n

� X̄k < ✏ for all n � 0.



8

(ii) X̄ is called locally asymptotically stable if it is locally stable and there

exists � > 0 such that kX0 � X̄k < � implying

lim
n!1

kX
n

� X̄k = 0.

(iii) X̄ is called globally asymptotically stable if it is locally asymptotically

stable and for every X0,

lim
n!1

kX
n

� X̄k = 0.

(iv) X̄ is called unstable if it is not locally stable.

Suppose that the function f is a continuously di↵erentiable in some open

neighborhood of an equilibrium point x̄. Let

p

i

=
@

@u

i

f(x̄, x̄, x̄, . . . , x̄) for all i 2 {0, 1, 2, . . . , k}

denote the partial derivative of f(u0, u1, u2, . . . , uk

) with respect to u

i

evaluated

at the equilibrium point x̄ of (2.1). Then, the linearized equation of (2.1) about

the equilibrium point x̄ is the linear di↵erence equation of the form

y

n+1 = p0yn + p1yn�1 + p2yn�2 + · · ·+ p

k

y

n�k

, n = 0, 1, 2, . . . , (2.3)

and the equation

�

k+1 � p0�
k � p1�

k�1 � · · ·� p

k�1�� p

k

= 0 (2.4)

is called the characteristic equation of (2.3) about x̄ (see [6]). Likewise, we assume

that the function T is a continuously di↵erentiable in some open neighborhood

of an equilibrium point X̄. Then, the linearized equation of (2.2) about the

equilibrium point X̄ is the equation of the form

Y

n+1 = J

T

(X̄)Y
n

, (2.5)
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where J

T

(X̄) is the Jacobian matrix of T at the equilibrium point X̄ and the

characteristic equation of (2.5) about X̄ is

det(J
T

(X̄)� �I

k+1) = 0. (2.6)

The following theorems will be useful for studying the local stability character

of an equilibrium point X̄ of (2.2).

Theorem 2.6 ([15]). Let X̄ be an equilibrium point of (2.2) and assume that T

is a continuously di↵erentiable in I

k+1. Then, the following statements are true:

(i) If all eigenvalues of the Jacobian matrix J

T

(X̄) lie in the open unit disk

|�| < 1, then the equilibrium point X̄ of (2.2) is locally asymptotically stable.

(ii) If at least one eigenvalue of J
T

(X̄) has absolute value greater than one, then

the equilibrium point X̄ of (2.2) is unstable.

Theorem 2.7 ([13]). Assume that p0, p1, p2, . . . , pk are real numbers such that

|p0|+ |p1|+ |p2|+ · · ·+ |p
k

| < 1.

Then, all roots of (2.4) lie inside the open unit disk |�| < 1.

2.2 Periodicity

Definition 2.8 ([13]). A solution {x
n

}1
n=�k

of (2.1) is called periodic with

period p (or a period-p solution) if there exists an integer p � 1 such that

x

n+p

= x

n

for all n � �k. (2.7)

A solution is called periodic with prime period p if p is the smallest positive

integer for which (2.7) holds. In this case, a p-tuple

(x
n+1, xn+2, xn+3, . . . , xn+p

)

of any p consecutive values of the solution is called a p-cycle of (2.1).
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Finally, to study the convergence to periodic solutions, we have the following

lemma which was proved in [13].

Lemma 2.9 ([13]). Let {x
n

}1
n=�k

be a solution of (2.1) and let p � 1 be a positive

integer. Suppose that there exist real numbers l0, l1, l2, . . . , lp�1 2 I such that

lim
n!1

x

pn+j

= l

j

for all j 2 {0, 1, 2, . . . , p� 1}.

Finally, let {y
n

}1
n=�k

be the period-p sequence of real numbers in I such that for

every integer j with 0  j  p� 1, we have

y

pn+j

= l

j

for all n 2 {0, 1, 2, . . . }.

Then, the following statements are true:

(i) {y
n

}1
n=�k

is a period-p solution of (2.1).

(ii) lim
n!1

x

pn+j

= y

j

for every j � �k.



CHAPTER III

PERIODICITY OF SOLUTIONS

In this chapter, we investigate the periodic character of (1.1). First, we estab-

lish the existence of periodic solutions with prime period- two, prime period-three

and extend to prime period-p, where p is a prime number. Finally, we also prove

the convergence of solution to a (not necessarily prime) period-(k + 1) solution.

3.1 Period-Two Solutions of (1.1)

We now examine the existence of prime period-two solutions of (1.1). It is easy

to verify that the only positive prime period-one solution of (1.1) when 0  A < 1

is

x

n

=
1� A

B0 + B1 + B2 + · · ·+ B

k

for all n � �k.

In this case, the solution is called an equilibrium solution of (1.1). Let us define

the following notations which are used throughout this section:

b0 :=
X

2|i
0ik

B

i

and b1 :=
X

2|(i�1)
0ik

B

i

.

(3.1)

Theorem 3.1. Let k be an even integer. Then, (1.1) has no positive solution of

prime period-two.

Proof. Suppose that there exists a distinctive positive solution

. . . ,�, ,�, ,�, , . . .
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of prime period-two of (1.1). Since k is even, x
n

= x

n�k

. It follows from (1.1)

that

� =
 

A+ B0 + B1�+ B2 + B3�+ · · ·+ B

k

 

=
 

A+ (B0 + B2 + B4 + · · ·+ B

k

) + (B1 + B3 + B5 + · · ·+ B

k�1)�

=
 

A+ b0 + b1�

and

 =
�

A+ B0�+ B1 + B2�+ B3 + · · ·+ B

k

�

=
�

A+ (B0 + B2 + B4 + · · ·+ B

k

)�+ (B1 + B3 + B5 + · · ·+ B

k�1) 

=
�

A+ b0�+ b1 
.

Then, we get

A�+ b0� + b1�
2 =  (3.2)

and

A + b0� + b1 
2 = �. (3.3)

Subtracting (3.2) by (3.3) gives

A(��  ) + b1(�
2 �  

2) = �(��  ).

Since � 6=  , it follows that

A+ b1(�+  ) = �1.

Notice that A+ b1(�+ ) is negative. Because A, b1,� and  are all nonnegative,

we have a contradiction. Therefore, the proof is complete.

The following result states the necessary and su�cient conditions that (1.1),

when k is odd, has a prime period-two solution.
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Theorem 3.2. Let k be an odd integer. Assume that b1 > 0. (1.1) has a prime

period-two solution if and only if

0 < A < 1 or (A = 0 and b0 > 0). (3.4)

Proof. Suppose that there exists a nonnegative prime period-two solution

. . . ,�, ,�, ,�, , . . .

of (1.1). We will show that (3.4) holds. Since k is odd, it follows from (1.1) that

� =
�

A+ B0 + B1�+ B2 + B3�+ · · ·+ B

k

�

=
�

A+ (B0 + B2 + B4 + · · ·+ B

k�1) + (B1 + B3 + B5 + · · ·+ B

k

)�

=
�

A+ b0 + b1�
(3.5)

and

 =
 

A+ B0�+ B1 + B2�+ B3 + · · ·+ B

k

 

=
 

A+ (B0 + B2 + B4 + · · ·+ B

k�1)�+ (B1 + B3 + B5 + · · ·+ B

k

) 

=
 

A+ b0�+ b1 
. (3.6)

Then,

A�+ b0� + b1�
2 = � (3.7)

and

A + b0� + b1 
2 =  . (3.8)

Subtracting (3.7) by (3.8) gives

A(��  ) + b1(�
2 �  

2) = ��  .
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Since � 6=  , it follows that

A+ b1(�+  ) = 1.

Thus, we obtain

�+  =
1� A

b1
. (3.9)

Since �+ is positive, it implies that 0  A < 1. Now we suppose that A /2 (0, 1).

Then, A = 0 and by adding (3.7) and (3.8), we have

2b0� + b1(�
2 +  

2) = �+  .

The relation �2 +  

2 = (�+  )2 � 2� implies that

2b0� + b1(�+  )2 � 2b1� = �+  ,

and thus,

2 (b0 � b1)� + b1(�+  )2 = �+  .

Then, we see that

2 (b0 � b1)� = (�+  )� b1(�+  )2

= (�+  ) [1� b1(�+  )] .

It follows from (3.9) that

1� b1(�+  ) = 1� b1

✓
1

b1

◆
= 0.

Therefore, we obtain

2 (b0 � b1)� = 0.

If � 6= 0, then b0 = b1, which implies that b0 > 0. If � = 0, then it follows from

(3.5) and (3.6) that
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0 =
0

b0 
and  =

1

b1
.

Thus, b0 must be positive. Similarly, if  = 0, then b0 > 0. Hence, (3.4) is true.

Conversely, we assume that (3.4) holds. Then, there exist two distinct non-

negative real numbers � and  such that

� = 0 and  =
1� A

b1
.

Suppose that

x�k

= 0, x�k+1 =  , x�k+2 = 0, x�k+3 =  , . . . , x�1 = 0 and x0 =  .

From (1.1), we have

x1 =
x�k

A+ B0x0 + B1x�1 + B2x�2 + · · ·+ B

k

x�k

=
0

A+ (B0 + B2 + B4 + · · ·+ B

k�1) 

=
0

A+ b0 
.

It follows from (3.4) that A+ b0 > 0 and then x1 = 0. Thus, we see that

x2 =
x�k+1

A+ B0x1 + B1x0 + B2x�1 + · · ·+ B

k

x�k+1

=
 

A+ (B1 + B3 + B5 + · · ·+ B

k

) 

=
 

A+ b1 

=
 

A+ (1� A)
,

which implies that x2 =  . Using the mathematical induction, we have

x2n�1 = 0 and x2n =  for all n � 1� k

2
.

Therefore, the di↵erence equation (1.1) has a prime period-two solution

. . . , 0, , 0, , 0, , . . .

Consequently, the proof is now complete.
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3.2 Period-Three Solutions of (1.1)

In this section, the existence of prime period-three solutions of (1.1) will be

investigated. We now give the necessary and su�cient conditions that (1.1) has a

periodic solution with prime period-three. The following notation is used through-

out this section:

b

i

:=
X

3|(m�i)
0mk

B

m (3.10)

for each i 2 {0, 1, 2}.

Theorem 3.3. Let k be a positive interger such that 3 | (k+1) and b2 > 0. (1.1)

has positive prime period-three solutions of the form

. . . , 0, 0, �, 0, 0, �, . . . (3.11)

with � 2 (0,1) if and only if

0 < A < 1 or (A = 0 and b0, b1 > 0). (3.12)

Furthermore, when (3.12) holds, (1.1) has a unique positive prime period-three

solution with

� =
1� A

b2
.

Proof. Assume that there exists a prime period-three solution

. . . ,�, , �,�, , �, . . . .

Since 3 | (k + 1), it follows from (1.1) that

� =
�

A+ b0� + b1 + b2�
, (3.13)

 =
 

A+ b0�+ b1� + b2 
, (3.14)

� =
�

A+ b0 + b1�+ b2�
. (3.15)
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Suppose that � =  = 0 and � > 0. From (3.13) and (3.14), we have

0 =
0

A+ b0�
and 0 =

0

A+ b1�
,

which means A > 0 or (A = 0 and b0, b1 > 0). Then, from (3.15), we see that

� =
1� A

b2
,

which implies 0 < A < 1. Therefore, (3.12) is true.

Conversely, we assume that (3.12) holds. Then, there exists a positive real

number � such that

� =
1� A

b2
.

Suppose that

x�k

= 0, x�k+1 = 0, x�k+2 = �, . . . , x�2 = 0, x�1 = 0 and x0 = �.

From (1.1), we have

x1 =
x�k

A+ B0x0 + B1x�1 + B2x�2 + · · ·+ B

k

x�k

=
0

A+ b0� + b1(0) + b2(0)

=
0

A+ b0�
.

By (3.12), we have A+ b0� > 0. This implies that x1 = 0. Then,

x2 =
x�k+1

A+ B0x1 + B1x0 + B2x�1 + · · ·+ B

k

x�k+1

=
0

A+ b0(0) + b1� + b2(0)

=
0

A+ b1�
.
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From (3.12), we get A+ b1� > 0. It implies that x2 = 0. Then,

x3 =
x�k+2

A+ B0x2 + B1x1 + B2x0 + · · ·+ B

k

x�k+2

=
�

A+ b0(0) + b1(0) + b2�

=
�

A+ b2�

=
�

A+ (1� A)
.

Thus, x3 = �. Using the mathematical induction, we have

x3n�2 = 0, x3n�1 = 0 and x3n = � for all n � 2� k

3
.

Hence, (1.1) has prime period-three solutions of the form (3.11).

Theorem 3.4. Let k be a positive integer such that 3 | (k + 1). Assume that

A+ b0 + b1 > 0 and b2 > 0. (1.1) has positive prime period-three solutions of the

form

. . . , 0, , �, 0, , �, . . . (3.16)

with  , � 2 (0,1) if and only if one of the following statements holds:

(i) 0  A < 1 and b0, b1 2 (b2,1).

(ii) 0  A < 1 and b0, b1 2 [0, b2).

Furthermore, when (i) or (ii) holds, (1.1) has a unique positive prime period-three

solution with

 =
(1� A)(b2 � b1)

b

2
2 � b0b1

and � =
(1� A)(b2 � b0)

b

2
2 � b0b1

.

Proof. Assume that there exists a positive prime period-three solution

. . . , 0, , �, 0, , �, . . . .
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Since 3 | (k + 1), it follows from (1.1) that

0 =
0

A+ b0� + b1 
, (3.17)

 =
 

A+ b1� + b2 
, (3.18)

� =
�

A+ b0 + b2�
. (3.19)

Then, we have

A + b1 � + b2 
2 =  

and

A� + b0 � + b2�
2 = �.

Since �, > 0, we obtain that

b1� + b2 = 1� A (3.20)

and

b0 + b2� = 1� A, (3.21)

from which it follows that 0  A < 1. Subtracting (3.20) by (3.21) gives

(b1 � b2)� = (b0 � b2) .

Because � and  are both positive, we get either b0, b1 2 (b2,1) or b0, b1 2 [0, b2).

Conversely, assume that (i) or (ii) holds. Then, there exist two positive real

numbers  and � such that

 =
(1� A)(b2 � b1)

b

2
2 � b0b1

and � =
(1� A)(b2 � b0)

b

2
2 � b0b1

.

Suppose that

x�k

= 0, x�k+1 =  , x�k+2 = �, . . . , x�2 = 0, x�1 =  and x0 = �.
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From (1.1), we have

x1 =
x�k

A+ B0x0 + B1x�1 + B2x�2 + · · ·+ B

k

x�k

=
0

A+ b0� + b1 + b2(0)

=
0

A+ b0� + b1 
.

Since A+ b0� + b1 > 0, x1 = 0. Then,

x2 =
x�k+1

A+ B0x1 + B1x0 + B2x�1 + · · ·+ B

k

x�k+1

=
 

A+ b0(0) + b1� + b2 

=
 

A+ b1

⇣
(1�A)(b2�b0)

b

2
2�b0b1

⌘
+ b2

⇣
(1�A)(b2�b1)

b

2
2�b0b1

⌘

=
 

A+ (1� A)
⇣

b1b2�b0b1+b

2
2�b1b2

b

2
2�b0b1

⌘

=
 

A+ (1� A)
.

Thus, x2 =  . Then, we see that

x3 =
x�k+2

A+ B0x2 + B1x1 + B2x0 + · · ·+ B

k

x�k+2

=
�

A+ b0 + b1(0) + b2�

=
�

A+ b0

⇣
(1�A)(b2�b1)

b

2
2�b0b1

⌘
+ b2

⇣
(1�A)(b2�b0)

b

2
2�b0b1

⌘

=
�

A+ (1� A)
⇣

b0b2�b0b1+b

2
2�b0b2

b

2
2�b0b1

⌘

=
�

A+ (1� A)
.

Hence, x3 = �. Using the mathematical induction, we have

x3n�2 = 0, x3n�1 =  and x3n = � for all n � 2� k

3
.

Thus, (1.1) has prime period-three solutions of the form (3.16).
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Theorem 3.5. Let k be a positive integer such that 3 | (k+1). If b

i

6= b

j

for some

i, j 2 {0, 1, 2} with i 6= j, then (1.1) has no positive prime period-three solutions

of the form

. . . ,�, , �,�, , �, . . . (3.22)

with �, , � 2 (0,1).

Proof. Assume that there exist i, j 2 {0, 1, 2} such that i 6= j and b

i

6= b

j

. Suppose

that (1.1) has a prime period-three solution of the form

. . . ,�, , �,�, , �, . . . ,

where �, and � are all positive real numbers. Then, it follows form (1.1) that

� =
�

A+ b0� + b1 + b2�
,

 =
 

A+ b0�+ b1� + b2 
,

� =
�

A+ b0 + b1�+ b2�
.

Since �, , � > 0, we get

b0� + b1 + b2� = 1� A,

b0�+ b1� + b2 = 1� A,

b0 + b1�+ b2� = 1� A,

which is equivalent to the matrix equation

2

66664

b2 b1 b0

b0 b2 b1

b1 b0 b2

3

77775

2

66664

�

 

�

3

77775
=

2

66664

1� A

1� A

1� A

3

77775
. (3.23)
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Let A be the coe�cient matrix of (3.23). We now calculate the determinant of

A. Note that

b

3
0 + b

3
1 + b

3
2 � 3b0b1b2 = (b0 + b1 + b2)(b

2
0 + b

2
1 + b

2
2 � b0b1 � b1b2 � b0b2)

=
1

2
(b0 + b1 + b2)[(b0 � b1)

2 + (b1 � b2)
2 + (b0 � b2)

2].

Because b

i

6= b

j

for some i, j 2 {0, 1, 2} with i 6= j, detA 6= 0. By the Cramer’s

rule, the system of equations (3.23) has a unique solution with

� =
detA1

detA ,  =
detA2

detA and � =
detA3

detA ,

where A
i

is the matrix obtained by replacing the i

th column of A by (1 � A,

1� A, 1� A)T . Notice that for any i 2 {1, 2, 3},

detA
i

= (1� A)(b20 + b

2
1 + b

2
2 � b0b1 � b1b2 � b0b2).

This implies that � =  = �, which is a contradiction. Therefore, (1.1) has no

prime period-three solutions of the form (3.22).

3.3 Period-p Solutions of (1.1)

First, we give the necessary and su�cient conditions that (1.1) has periodic

solutions with prime period-p, where p is a prime number. Define the notation

that will be useful in this section:

b

i

:=
X

p|(m�i)
0mk

B

m

(3.24)

for each i 2 {0, 1, 2, . . . , p� 1}.

Theorem 3.6. Let p be a prime number such that p | (k+1) and b

p�1 > 0. (1.1)

has positive prime period-p solutions of the form

. . . , 0, . . . , 0, �
p

, 0, . . . , 0, �
p

, . . . (3.25)
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with �
p

2 (0,1) if and only if

0 < A < 1 or (A = 0 and b0, b1, b2, . . . , bp�2 > 0). (3.26)

Furthermore, when (3.26) holds, (1.1) has a unique prime positive prime period-p

solutions with

� =
1� A

b

p�1
.

Proof. Assume that there exists a prime period-p solution

. . . , 0, . . . , 0, �
p

, 0, . . . , 0, �
p

, . . . .

of (1.1). Since p | (k + 1), it follows from (1.1) that for any 1  i  p� 1,

0 =
0

A+ b

i�1�p

and

�

p

=
�

p

A+ b

p�1�p
.

Since �
p

> 0, �
p

= (1� A)/b
p�1. From which it implies that (3.26) holds.

Conversely, assume that (3.26) is true. Then, there exists a positive real

number �
p

such that

�

p

=
1� A

b

p�1
.

Notice that for each 0  i  p� 2, A+ b

i

�

p

> 0. Suppose that

x�k

= x�k+1 = x�k+2 = · · · = x�k+p�2 = 0, x�k+p�1 = �

p

, . . . ,

x�p+1 = x�p+2 = x�p+3 = · · · = x�1 = 0, x0 = �

p

.

From (1.1), we have

x1 =
x�k

A+ B0x0 + B1x�1 + B2x�2 · · ·+ B

k

x�k

=
0

A+ b0�p + b1(0) + b2(0) + · · ·+ b

p�1(0)

=
0

A+ b0�p
.
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Thus, x1 = 0. Then, we see that

x2 =
x1�k

A+ B0x1 + B1x0 + B2x�1 · · ·+ B

k

x1�k

=
0

A+ b0(0) + b1(�p) + b2(0) + · · ·+ b

p�1(0)

=
0

A+ b1�p
.

Thus, x2 = 0. Then, we obtain that for each 3  i  p� 1,

x

i

=
x(i�1)�k

A+ B0xi�1 + B1xi�2 + B2xi�3 · · ·+ B

k

x(i�1)�k

=
0

A+ b

i�1�p
.

Therefore, x
i

= 0 for all 1  i  p� 1 and then we get

x

p

=
x(p�1)�k

A+ B0xp�1 + B1xp�2 + · · ·+ B

p�2x1 + B

p�1x0

=
�

p

A+ b0(0) + b1(0) + · · ·+ b

p�2(0) + b

p�1�p

=
�

p

A+ b

p�1

⇣
1�A

bp�1

⌘
.

This implies that x
p

= �

p

. Using the mathematical induction, we have

x

pn�p+1 = x

pn�p+2 = x

pn�p+3 = · · · = x

pn�1 = 0

and

x

pn

= �

p

for all n � p� 1� k

p

.

Hence, (1.1) has positive prime period-p solutions of the form (3.25). The proof

is now complete.

Theorem 3.7. Let p be a prime number such that p > 2 and p | (k+1). Assume

that A+ b

i

> 0 for i 2 {0, 1, 2, . . . , p� 2} and b

p�1 > 0. (1.1) has positive prime

period-p solutions of the form

. . . , 0, . . . , 0, �
j

, 0, . . . , 0, �
p

, . . . (3.27)
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with 0 < j < p and �
j

, �

p

2 (0,1) if and only if one of the following statements

holds:

(i) 0  A < 1 and b

j�1, bp�j�1 2 (b
p�1,1).

(ii) 0  A < 1 and b

j�1, bp�j�1 2 [0, b
p�1).

Furthermore, when (i) or (ii) holds, (1.1) has a unique positive prime period-three

solution with

�

j

=
(1� A)(b

p�1 � b

j�1)

b

2
p�1 � b

p�j�1bj�1
and �

p

=
(1� A)(b

p�1 � b

p�j�1)

b

2
p�1 � b

p�j�1bj�1
.

Proof. Assume that there exists a positive prime period-three solution

. . . , 0, . . . , 0, �
j

, 0, . . . , 0, �
p

, . . . ,

where �
j

, �

p

2 (0,1). Since p | (k + 1), it follows from (1.1) that

�

j

=
�

j

A+ b

j�1�p + b

p�1�j

and

�

p

=
�

p

A+ b

p�j�1�j + b

p�1�p
.

Since �
j

, �

p

> 0, we obtain that

b

j�1�p + b

p�1�j = 1� A (3.28)

and

b

p�j�1�j + b

p�1�p = 1� A, (3.29)

from which it follows that 0  A < 1. Subtracting (3.28) by (3.29) gives

(b
j�1 � b

p�1)�p = (b
p�j�1 � b

p�1)�j.
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Because �
j

and �

p

are both positive, we get either b

j�1, bp�j�1 2 (b
p�1,1) or

b

j�1, bp�j�1 2 [0, b
p�1). Therefore, the statement (i) or (ii) holds.

Conversely, let j 2 {1, 2, 3, . . . , p � 1}. Assume that (i) or (ii) holds. Then,

there exist positive real numbers �
j

and �
p

such that

�

j

=
(1� A)(b

p�1 � b

j�1)

b

2
p�1 � b

p�j�1bj�1
and �

p

=
(1� A)(b

p�1 � b

p�j�1)

b

2
p�1 � b

p�j�1bj�1
.

Suppose that

x�k

= x�k+1 = x�k+2 = · · · = x�k+j�2 = 0, x�k+j�1 = �

j

,

x�k+j

= x�k+j+1 = x�k+j+2 = · · · = x�k+p�2 = 0, x�k+p�1 = �

p

, . . . ,

x�p+1 = x�p+2 = x�p+3 = · · · = x�p+j�1 = 0, x�p+j

= �

j

,

x�p+j+1 = x�p+j+2 = x�p+j+3 = · · · = x�1 = 0, x0 = �

p

.

From (1.1), for each 1  i  j � 1, we have

x

i

=
0

A+ b

i�1�p + b

p�j+i�1�j
.

Note that A + b

i�1�p + b

p�j+i�1�j > 0 for all 1  i  j � 1. This implies that

x

i

= 0 for all 1  i  j � 1. Then, we see that

x

j

=
x�k+j�1

A+ b

j�1x0 + b

p�1x�p+j

=
�

j

A+ b

j�1�p + b

p�1�j

=
�

j

A+ b

j�1

⇣
(1�A)(bp�1�bp�j�1)
b

2
p�1�bp�j�1bj�1

⌘
+ b

p�1

⇣
(1�A)(bp�1�bj�1)
b

2
p�1�bp�j�1bj�1

⌘

=
�

j

A+ (1� A)
.

This implies that x
j

= �

j

. Next, for each j + 1  i  p� 1, we have

x

i

=
x�k+i�1

A+ b

i�1x0 + b�j+i�1xj

=
0

A+ b

i�1�p + b�j+i�1�j
.
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Note that A + b

i�1�p + b�j+i�1�j > 0 for all j + 1  i  p � 1. Thus, x
i

= 0 for

all j + 1  i  p� 1. Then, we get

x

p

=
x�k+p�1

A+ b

p�1x0 + b

p�j�1xj

=
�

p

A+ b

p�1�p + b

p�j�1�j

=
�

p

A+ b

p�1

⇣
(1�A)(bp�1�bp�j�1)
b

2
p�1�bp�j�1bj�1

⌘
+ b

p�j�1

⇣
(1�A)(bp�1�bj�1)
b

2
p�1�bp�j�1bj�1

⌘

=
�

p

A+ (1� A)
.

Hence, x
p

= �

p

. Using the mathematical induction, we have

x

pn�p+1 = x

pn�p+2 = · · · = x

pn�p+j�1 = x

pn�p+j+1 = · · · = x

pn�1 = 0,

x

pn�p+j

= �

j

and x

pn

= �

p

for all n � p� 1� k

p

.

Therefore, (1.1) has positive prime period-p solutions of the form (3.27). The

proof is now complete.

Here, we give the following lemma to study the existence of p-cycle, namely,

(0, . . . , 0, �
j

, 0, . . . , 0, �
l

, 0, . . . , 0, �
p

), where �
j

, �

l

and �
p

are all positive real num-

bers.

Lemma 3.8. Let A be the matrix

2

66664

a

(1)
11 a

(2)
12 a

(3)
13

a

(3)
21 a

(1)
22 a

(2)
23

a

(2)
31 a

(3)
32 a

(1)
33

3

77775

and for any 1  i, j  3,

a

(1)
ij1

� a

(2)
ij2

� a

(3)
ij3

� 0,

a

(1)
i1j

� a

(2)
i2j

� a

(3)
i3j

� 0,

(3.30)

where i1, i2, i3, j1, j2, j3 2 {1, 2, 3}.
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(i) If

min{a(1)
ij

| i, j 2 {1, 2, 3}} > max{a(2)
ij

| i, j 2 {1, 2, 3}} (3.31)

or

min{a(2)
ij

| i, j 2 {1, 2, 3}} > max{a(3)
ij

| i, j 2 {1, 2, 3}}, (3.32)

then detA > 0.

(ii) Let l 2 {1, 2, 3}. If a(1)
i1l

= a

(2)
i2l

= a

(3)
i3l

= c > 0 and

min{a(1)
ij

| j 2 {1, 2, 3}r {l}} > max{a(2)
ij

| j 2 {1, 2, 3}r {l}} (3.33)

or

min{a(2)
ij

| j 2 {1, 2, 3}r {l}} > max{a(3)
ij

| j 2 {1, 2, 3}r {l}}, (3.34)

then detA > 0.

Proof. (i) Assume that (3.31) holds. We now consider

detA = a

(1)
11

⇣
a

(1)
22 a

(1)
33 � a

(3)
32 a

(2)
23

⌘
+ a

(2)
12

⇣
a

(2)
23 a

(2)
31 � a

(1)
33 a

(3)
21

⌘
+ a

(3)
13

⇣
a

(3)
32 a

(3)
21 � a

(2)
31 a

(1)
22

⌘

> a

(2)
12

⇣
a

(1)
22 a

(1)
33 � a

(3)
32 a

(2)
23

⌘
+ a

(2)
12

⇣
a

(2)
23 a

(2)
31 � a

(1)
33 a

(3)
21

⌘
+ a

(2)
12

⇣
a

(3)
32 a

(3)
21 � a

(2)
31 a

(1)
22

⌘

= a

(2)
12

h
a

(1)
22

⇣
a

(1)
33 � a

(2)
31

⌘
+ a

(2)
23

⇣
a

(2)
31 � a

(3)
32

⌘
+ a

(3)
21

⇣
a

(3)
32 � a

(1)
33

⌘i

> a

(2)
12

h
a

(2)
23

⇣
a

(1)
33 � a

(2)
31

⌘
+ a

(2)
23

⇣
a

(2)
31 � a

(3)
32

⌘
+ a

(2)
23

⇣
a

(3)
32 � a

(1)
33

⌘i

= a

(2)
12 a

(2)
23 (0).

This implies that detA > 0. Similarly, if (3.32) holds, then detA > 0.

(ii) Let l 2 {1, 2, 3}. Assume that a(1)
i1l

= a

(2)
i2l

= a

(3)
i3l

= c > 0 and (3.33) holds.
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Case 1. l = 1,

detA = det

2

66664

c a

(2)
12 a

(3)
13

c a

(1)
22 a

(2)
23

c a

(3)
32 a

(1)
33

3

77775

= c

h
a

(2)
12

⇣
a

(2)
23 � a

(1)
33

⌘
+ a

(1)
22

⇣
a

(1)
33 � a

(3)
13

⌘
+ a

(3)
32

⇣
a

(3)
13 � a

(2)
23

⌘i

> c

h
a

(2)
12

⇣
a

(2)
23 � a

(1)
33

⌘
+ a

(2)
12

⇣
a

(1)
33 � a

(3)
13

⌘
+ a

(2)
12

⇣
a

(3)
13 � a

(2)
23

⌘i

= ca

(2)
12 (0).

This implies that detA > 0.

Case 2. l = 2,

detA = det

2

66664

a

(1)
11 c a

(3)
13

a

(3)
21 c a

(2)
23

a

(2)
31 c a

(1)
33

3

77775

= c

h
a

(1)
11

⇣
a

(1)
33 � a

(2)
23

⌘
+ a

(3)
21

⇣
a

(3)
13 � a

(1)
33

⌘
+ a

(2)
31

⇣
a

(2)
23 � a

(3)
13

⌘i

> c

h
a

(2)
31

⇣
a

(1)
33 � a

(2)
23

⌘
+ a

(2)
31

⇣
a

(3)
13 � a

(1)
33

⌘
+ a

(2)
31

⇣
a

(2)
23 � a

(3)
13

⌘i

= ca

(2)
31 (0).

Then, we get detA > 0.

Case 3. l = 3,

detA = det

2

66664

a

(1)
11 a

(2)
12 c

a

(3)
21 a

(1)
22 c

a

(2)
31 a

(3)
32 c

3

77775

= c

h
a

(1)
11

⇣
a

(1)
22 � a

(3)
32

⌘
+ a

(3)
21

⇣
a

(3)
32 � a

(2)
12

⌘
+ a

(2)
31

⇣
a

(2)
12 � a

(1)
22

⌘i

> c

h
a

(2)
31

⇣
a

(1)
22 � a

(3)
32

⌘
+ a

(2)
31

⇣
a

(3)
32 � a

(2)
12

⌘
+ a

(2)
31

⇣
a

(2)
12 � a

(1)
22

⌘i

= ca

(2)
31 (0).
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Then, we obtain that detA > 0. Similarly, if a(1)
i1l

= a

(2)
i2l

= a

(3)
i3l

= c > 0 and (3.34)

holds, then detA > 0.

By interchanging the pair of columns or rows of the matrix in Lemma 3.8, we

have the following corollary.

Corollary 3.9. Let A be the matrix

2

66664

a

(1)
11 a

(3)
12 a

(2)
13

a

(2)
21 a

(1)
22 a

(3)
23

a

(3)
31 a

(2)
32 a

(1)
33

3

77775
,

2

66664

a

(3)
11 a

(1)
12 a

(2)
13

a

(2)
21 a

(3)
22 a

(1)
23

a

(1)
31 a

(2)
32 a

(3)
33

3

77775
or

2

66664

a

(3)
11 a

(2)
12 a

(1)
13

a

(1)
21 a

(3)
22 a

(2)
23

a

(2)
31 a

(1)
32 a

(3)
33

3

77775

such that (3.30) holds.

(i) If the matrix A satisfies (3.31) or (3.32), then detA > 0.

(ii) Let l 2 {1, 2, 3}. If a
(1)
i1l

= a

(2)
i2l

= a

(3)
i3l

= c > 0 and A satisfies (3.33) or

(3.34), then detA > 0.

Theorem 3.10. Let p be a prime number such that p > 3 and p | (k+1). Assume

that b
p�1 > 0. (1.1) has positive prime period-p solutions of the form

. . . , 0, . . . , 0, �
j

, 0, . . . , 0, �
l

, 0, . . . , 0, �
p

, . . . (3.35)

with 0 < j < l < p and �
j

, �

l

, �

p

2 (0,1) if one of the following statements holds:

(i) 0  A < 1, b0  b1  b2  · · ·  b

p�2 and b

p�1 < b

i

for all 0  i  p�2.

(ii) 0  A < 1, b0  b1  b2  · · ·  b

p�2 and b

p�1 > b

i

for all 0  i  p�2.

(iii) 0  A < 1, b0 � b1 � b2 � · · · � b

p�2 and b

p�1 < b

i

for all 0  i  p�2.

(iv) 0  A < 1, b0 � b1 � b2 � · · · � b

p�2 and b

p�1 > b

i

for all 0  i  p�2.
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Proof. We find the positive prime period-p solutions of the form (3.35). It follows

from (1.1) that

�

j

=
�

j

A+ b

j�1�p + b

p+j�l�1�l + b

p�1�j
,

�

l

=
�

l

A+ b

l�j�1�j + b

l�1�p + b

p�1�l

and

�

p

=
�

p

A+ b

p�l�1�l + b

p�j�1�j + b

p�1�p
.

Then,

b

j�1�p + b

p+j�l�1�l + b

p�1�j = 1� A,

b

l�j�1�j + b

l�1�p + b

p�1�l = 1� A

and

b

p�l�1�l + b

p�j�1�j + b

p�1�p = 1� A.

The above system is equivalent to the matrix equation

2

66664

b

p�1 b

p+j�l�1 b

j�1

b

l�j�1 b

p�1 b

l�1

b

p�j�1 b

p�l�1 b

p�1

3

77775

2

66664

�

j

�

l

�

p

3

77775
=

2

66664

1� A

1� A

1� A

3

77775
.

To solve this equation by using the Cramer’s rule, let A denote the coe�cient

matrix and A
i

the matrix obtained by replacing the i

th column of A by (1 � A,

1� A, 1� A)T . Assume that (i) holds. Then, we can rewrite the matrix A as

2

66664

b

(3)
p�1 b

(1)
p+j�l�1 b

(2)
j�1

b

(2)
l�j�1 b

(3)
p�1 b

(1)
l�1

b

(1)
p�j�1 b

(2)
p�l�1 b

(3)
p�1

3

77775
.
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From (i), we have

min{b(2)
j�1, b

(2)
l�j�1, b

(2)
p�l�1} > b

(3)
p�1 = max{b(3)

p�1}.

Then, it follows from Corollary 3.9(i) that detA > 0. Thus, the unique solution

to this equation is given by

�

j

=
detA1

detA , �

l

=
detA2

detA and �

p

=
detA3

detA .

Notice that

min{b(2)
j�1, b

(2)
p�l�1}, min{b(2)

j�1, b
(2)
l�j�1}, min{b(2)

l�j�1, b
(2)
p�l�1} > max{b(3)

p�1}.

By Corollary 3.9(ii), we obtain that detA1, detA2, detA3 > 0. Therefore, �
j

, �

l

and �
p

are all positive real numbers. Similarly, by using Lemma 3.8 and Corollary

3.9, we can show that (1.1) has a unique positive solution when (ii), (iii) or (iv)

holds. The proof is now complete.

Next, we present some definitions and results which will be useful to study the

non-existence of p-cycle, (�1, �2, �3, . . . , �p) of (1.1), where �i’s are all positive real

numbers.

Definition 3.11 ([2]). For a given vector A := (a0, a1, a2, . . . , an�1) in Rn, let

C(A) denote the circulant matrix of A,

C(A) :=

2

666666666664

a0 a1 a2 · · · a

n�1

a

n�1 a0 a1 · · · a

n�2

a

n�2 a

n�1 a0 · · · a

n�3

...
...

...
. . .

...

a1 a2 a3 · · · a0

3

777777777775

.

Theorem 3.12 ([16]). If {v
j

}0jn�1 is a weakly monotone sequence (that is,

a nondecreasing or nonincreasing sequence) of nonnegative or nonpositive real
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numbers, then the circulant matrix C(V ) with the vector V = (v0, v1, v2, . . . , vn�1)

is singular if and only if for some integer d | n and d � 2, V consists of n/d

consecutive constant blocks of length d. In particular, if the sequence {v
j

}0jn�1

is strictly monotone of nonnegative or nonpositive, then V is non-singular.

Definition 3.13 ([3]). Let S = [s
ij

] denote the n-by-n shift operator where s
ij

= 1

if i� j ⌘ 1 (mod n), s
ij

= 0 otherwise.

The following properties of S are given in [3], which are S

n = I

n

, S

�1 = S

T

and MS

k shifts the columns of matrix M over k steps to the left. Moreover, it

is easy to see that M(ST )k shifts the columns of M over k steps to the right.

Similarly, Sk

M and (ST )kM are the matrices that shift the rows of matrix M

over k steps up and down, respectively.

Lemma 3.14. Let V = (v0, v1, v2, . . . , vn�1) be a vector over Rn and C(V ) a

circulant matrix of V . Let C(V )
i

denote a matrix formed by replacing the i

th

column of C(V ) by (c, c, c, . . . , c)T 2 Rn. Then, we have the following results:

(i) C(V )
i

= S

T

C(V )
i+1S = SC(V )

i+1S
T for all i 2 {1, 2, 3, . . . , n� 1}.

(ii) detC(V )
i

= detC(V )
i+1 for all i 2 {1, 2, 3, . . . , n� 1}.

Proof. (i) For any i 2 {1, 2, 3, . . . , n� 1}, we consider

S

T

C(V )
i+1S = S

T

2

6666666666666664

v0 v1 · · · v

i�1 c v

i+1 · · · v

n�1

v

n�1 v0 · · · v

i�2 c v

i

· · · v

n�2

v

n�2 v

n�1 · · · v

i�3 c v

i�1 · · · v

n�3

...
...

... · · · ...
... · · · ...

v2 v3 · · · v

i+1 c v

i+3 · · · v1

v1 v2 · · · v

i

c v

i+2 · · · v0

3

7777777777777775

S.
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By using the properties of S, ST

C(V )
i+1 is the matrix that shifts each rows of

C(V )
i+1 one step up, then we get

S

T

C(V )
i+1S =

2

6666666666666664

v

n�1 v0 · · · v

i�2 c v

i

· · · v

n�2

v

n�2 v

n�1 · · · v

i�3 c v

i�1 · · · v

n�3

v

n�3 v

n�2 · · · v

i�4 c v

i�2 · · · v

n�4

...
...

... · · · ...
... · · · ...

v1 v2 · · · v

i

c v

i+2 · · · v0

v0 v1 · · · v

i�1 c v

i+1 · · · v

n�1

3

7777777777777775

S

=

2

6666666666666664

v0 v1 · · · v

i�2 c v

i

· · · v

n�1

v

n�1 v0 · · · v

i�3 c v

i�1 · · · v

n�2

v

n�2 v

n�1 · · · v

i�4 c v

i�2 · · · v

n�3

...
...

... · · · ...
... · · · ...

v2 v3 · · · v

i

c v

i+2 · · · v1

v1 v2 · · · v

i�1 c v

i+1 · · · v0

3

7777777777777775

= C(V )
i

.

Similarly, we can show that SC(V )
i+1S

T = C(V )
i

.

(ii) We consider

detS = det

2

6666666666666664

0 0 0 · · · 0 0 1

1 0 0 · · · 0 0 0

0 1 0 · · · 0 0 0

...
...

...
. . .

...
... 0

0 0 0 · · · 1 0 0

0 0 0 · · · 0 1 0

3

7777777777777775

= (�1)1+n det I
n�1 = (�1)1+n

.
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Note that detS = detST . Then, it follows from (ii) that for i 2 {1, 2, 3, . . . , n�1},

detC(V )
i

= det
�
S

T

C(V )
i+1S

�

=
�
detST

�
(detC(V )

i+1) (detS)

= (�1)1+n detC(V )
i+1(�1)1+n

= detC(V )
i+1.

Thus, we obtain that detC(V )
i

= detC(V )
i+1 for all i 2 {1, 2, 3, . . . , n� 1}.

The following theorem gives the su�cient condition that (1.1) has no p-cycle,

(�1, �2, �3, . . . , �p), where �i’s are all positive real numbers.

Theorem 3.15. Let p be a prime number such that p | (k + 1). Let {b
i

}0ip�1

be a weakly monotone sequence of nonnegative real numbers such that b
i

6= b

j

for

some i, j 2 {0, 1, 2, . . . , p � 1} with i 6= j. Then, (1.1) has no prime period-p

solution of the form

. . . , �1, �2, �3, . . . , �p, . . . ,

where �
i

’s are all positive real numbers.

Proof. Suppose there exists a prime period-p solution of the form

. . . , �1, �2, �3, . . . , �p, . . . ,

where �
i

’s are all positive real numbers. Since p | (k + 1), it follows from (1.1)

that

�1 =
�1

A+ b0�p + b1�p�1 + b2�p�2 + · · ·+ b

p�2�2 + b

p�1�1
,

�2 =
�2

A+ b0�1 + b1�p + b2�p�1 + · · ·+ b

p�2�3 + b

p�1�2
,

�3 =
�3

A+ b0�2 + b1�1 + b2�p + · · ·+ b

p�2�4 + b

p�1�3
,

...

�

p�1 =
�

p�1

A+ b0�p�2 + b1�p�3 + b2�p�4 + · · ·+ b

p�2�p + b

p�1�p�1
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and

�

p

=
�

p

A+ b0�p�1 + b1�p�2 + b2�p�3 + · · ·+ b

p�2�1 + b

p�1�p
.

Since �1, �2, �3, . . . , �p 6= 0, we get

b0�p + b1�p�1 + b2�p�2 + · · ·+ b

p�2�2 + b

p�1�1 = 1� A,

b0�1 + b1�p + b2�p�1 + · · ·+ b

p�2�3 + b

p�1�2 = 1� A,

b0�2 + b1�1 + b2�p + · · ·+ b

p�2�4 + b

p�1�3 = 1� A,

...

b0�p�2 + b1�p�3 + b2�p�4 + · · ·+ b

p�2�p + b

p�1�p�1 = 1� A,

b0�p�1 + b1�p�2 + b2�p�3 + · · ·+ b

p�2�1 + b

p�1�p = 1� A,

which is equivalent to the matrix equation
2

6666666666666664

b

p�1 b

p�2 b

p�3 · · · b1 b0

b0 b

p�1 b

p�2 · · · b2 b1

b1 b0 b

p�1 · · · b3 b2

...
...

... · · · ...
...

b

p�3 b

p�4 b

p�5 · · · b

p�1 b

p�2

b

p�2 b

p�3 b

p�4 · · · b0 b

p�1

3

7777777777777775

2

6666666666666664

�1

�2

�3

...

�

p�1

�

p

3

7777777777777775

=

2

6666666666666664

1� A

1� A

1� A

...

1� A

1� A

3

7777777777777775

.

Let C(B) denote a circulant matrix of the vector B = (b
p�1, bp�2, bp�3, . . . , b0).

Since b

i

6= b

j

for some i, j 2 {0, 1, 2, . . . , p � 1} with i 6= j and p is a prime

number, B contains no p/d consecutive constant blocks of length d with d | p and

d � 2. It follows from Theorem 3.12 that determinant of C(B) is non-zero. In

fact, detC(B) > 0 according to Theorem 1 of Beckenbach and Bellman [2]. By

using the Cramer’s rule, the unique solution to this system is given by

�

i

=
detC(B)

i

detC(B)
,
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where C(B)
i

is a matrix obtained by replacing the i

th column of C(B) by the

vector (1 � A, 1 � A, 1 � A, . . . , 1 � A)T . By Lemma 3.14(ii), we obtain that

detC(B)
i

’s are all equal. It implies that �1 = �2 = �3 = · · · = �

p

, which is a

contradiction.

Remark 1. The case when {b
i

}0ip�1 is a weakly monotone sequence of non-

negative real numbers such that b

i

6= b

j

for some i, j 2 {0, 1, 2, . . . , p � 1} with

i 6= j, it follows from Theorem 3.15 that a p-cycle of (1.1) must contain at least

one zero.

Theorem 3.16. Let 0  A < 1 and b0 = b1 = b2 = · · · = b

p�1 = C > 0. Then,

(1.1) has infinitely many prime period-p solutions of the form

. . . , �1, �2, �3, . . . , �p, . . . , (3.36)

where �
i

’s are all positive real numbers.

Proof. We find the prime period-p solutions of the form (3.36). It follows from

(1.1) that

�1 + �2 + �3 + · · ·+ �

p

=
1� A

C

. (3.37)

Therefore, the prime period-p solutions of the form (3.36) are given by (3.37) with

(�1, �2, �3, . . . , �p) 6=
✓
1� A

pC

,

1� A

pC

,

1� A

pC

, . . . ,

1� A

pC

◆
.

3.4 Convergence to Period-(k + 1) Solutions

In this section, we give an extension to an open problem 8 in [1]. The conver-

gence of solutions to a (not necessarily prime) period-(k + 1) solution is shown.

First, we introduce the following lemmas which will be useful in the proof of

Theorem 3.19.
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Lemma 3.17. Every solution of (1.1) is bounded if B
k

6= 0.

Proof. Let {x
n

}1
n=�k

be a solution of (1.1). It follows from (1.1) that

x

n+1 =
x

n�k

A+ B0xn

+ B1xn�1 + B2xn�2 + · · ·+ B

k

x

n�k

 1

B

k

.

Because B

k

6= 0, the sequence {x
n

}1
n=�k

is bounded by 1/B
k

.

Lemma 3.18. Assume that B
i

= C > 0 for all 0  i  k and let {x
n

}1
n=�k

be a

solution of (1.1). Set

J

n

= 1� A� C(x
n

+ x

n�1 + x

n�2 + · · ·+ x

n�k

).

Then, the following statements are true:

(i) J

n+1 =
A+ C(x

n

+ x

n�1 + x

n�2 + · · ·+ x

n�k+1)

A+ C(x
n

+ x

n�1 + x

n�2 + · · ·+ x

n�k

)
J

n

for all n � 0.

(ii) x

n+1 � x

n�k

=
x

n�k

A+ C(x
n

+ x

n�1 + x

n�2 + · · ·+ x

n�k

)
J

n

for all n � 0.

Proof. (i) We consider

J

n+1 = 1� A� Cx

n+1 � Cx

n

� · · ·� Cx

n�k+1

= 1� A� C

✓
x

n�k

A+ Cx

n

+ Cx

n�1 + · · ·+ Cx

n�k

◆
� Cx

n

� · · ·� Cx

n�k+1.

Multiplying the denominator and numerator of the right side of the above equation

by A+ Cx

n

+ Cx

n�1 + · · ·+ Cx

n�k

, we obtain

J

n+1 =
�
A+ Cx

n

+ Cx

n�1 + · · ·+ Cx

n�k

� A

2 � CAx

n

� CAx

n�1 � · · ·� CAx

n�k

� Cx

n�k

� CAx

n

� C

2
x

n

x

n

� C

2
x

n�1xn

� · · ·� C

2
x

n�k

x

n

� CAx

n�1 � C

2
x

n

x

n�1 � C

2
x

n�1xn�1 � · · ·� C

2
x

n�k

x

n�1

...

� CAx

n�k+1 � C

2
x

n

x

n�k+1 � C

2
x

n�1xn�k+1 � · · ·� C

2
x

n�k

x

n�k+1

�
/

�
A+ Cx

n

+ Cx

n�1 + · · ·+ Cx

n�k

�
.
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This gives

J

n+1 =
1

(A+ Cx

n

+ Cx

n�1 + · · ·+ Cx

n�k

)
[(A+ Cx

n

+ Cx

n�1 + · · ·+ Cx

n�k+1)⇥

(1� A� Cx

n

� Cx

n�1 � · · ·� Cx

n�k

)]

=
A+ C(x

n

+ x

n�1 + x

n�2 + · · ·+ x

n�k+1)

A+ C(x
n

+ x

n�1 + x

n�2 + · · ·+ x

n�k

)
J

n

.

(ii) We now consider

x

n+1 � x

n�k

=
x

n�k

A+ C(x
n

+ x

n�1 + x

n�2 + · · ·+ x

n�k

)
� x

n�k

=
x

n�k

�
1� A� C(x

n

+ x

n�1 + x

n�2 + · · ·+ x

n�k

)
�

A+ C(x
n

+ x

n�1 + x

n�2 + · · ·+ x

n�k

)

=
x

n�k

A+ C(x
n

+ x

n�1 + x

n�2 + · · ·+ x

n�k

)
J

n

.

The proof is complete.

The following theorem states the su�cient conditions that every positive so-

lution of (1.1) converges to a (not necessarily prime) period-(k + 1) solution.

Theorem 3.19. Assume that B
i

= C > 0 for all 0  i  k. Then, every solution

of (1.1) converges to a (not necessarily prime) period-(k + 1) solution.

Proof. Let {x
n

}1
n=�k

be a solution of (1.1). For each n � 0, set

J

n

= 1� A� C(x
n

+ x

n�1 + x

n�2 + · · ·+ x

n�k

).

We have that one and only one of the following three statements is true: J0 = 0

or J0 < 0 or J0 > 0.

If J0 = 0, then by using Lemma 3.18, it is easy to see that J

n

= 0 for all

n � 0. Then, x
n+1 � x

n�k

= 0 for all n � 0. In this case, the solution {x
n

}1
n=�k

is periodic with period (k + 1).

If J0 < 0, then by using Lemma 3.18, J
n

< 0 and thus, x
n+1 � x

n�k

< 0 for all

n � 0. In this case, the subsequences {x(k+1)n+j

}1
n=0 for 0  j  k of the solution
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{x
n

}1
n=�k

are all decreasing and bounded, so they are convergent. By Lemma 2.9,

the solution converges to a period-(k + 1) solution of (1.1).

If J0 > 0, then by using Lemma 3.18, J
n

> 0 and thus, x
n+1 � x

n�k

> 0 for all

n � 0. In this case, the subsequences {x(k+1)n+j

}1
n=0 for 0  j  k of the solution

{x
n

}1
n=�k

are all increasing and bounded, so they are convergent. By Lemma 2.9,

the solution converges to a period-(k + 1) solution of (1.1).

Remark 2. The result of Theorem 3.19 means that (1.1), in the case B0 = B1 =

B2 = · · · = B

k

> 0, admits at least one period-(k + 1) solution.



CHAPTER IV

LOCAL STABILITY OF PERIODIC SOLUTIONS

In this chapter, we study the asymptotic stability of some periodic solutions of

(1.1). We seperate our work into two sections. In Section 4.1 , the local stability

character of a two-cycle is presented and the local stability of a three-cycle of (1.1)

is shown in Section 4.2.

4.1 Local Asymptotically Stability of a Two-Cycle

Here, we investigate the local stability character of a two-cycle of (1.1) when

k is an odd integer and (3.4) holds. Assume that b1 > 0. Let  = (1�A)/b1. By

Theorem 3.2, (1.1) has a prime period-two solution of the form

. . . , 0, , 0, , 0, , . . . .

Let {x
n

}1
n=�k

be a solution of (1.1). To study the local stability character of

the two-cycle (0, ), we rewrite (1.1) in the vector form (2.2). For any n � 0, set

x

(0)
n

= x

n�k

, x

(1)
n

= x

n�k+1, x

(2)
n

= x

n�k+2, . . . , x

(k�1)
n

= x

n�1, x

(k)
n

= x

n

.

Then, for any n � 0, we have

x

(0)
n+1 = x

n�k+1 = x

(1)
n

,

x

(1)
n+1 = x

n�k+2 = x

(2)
n

,

x

(2)
n+1 = x

n�k+3 = x

(3)
n

,

...

x

(k�1)
n+1 = x

n

= x

(k)
n
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and

x

(k)
n+1 =

x

(0)
n

A+ B0x
(k)
n

+ B1x
(k�1)
n

+ B2x
(k�2)
n

+ · · ·+ B

k

x

(0)
n

.

Let T be the function on [0,1)k+1 defined for u0, u1, u2, . . . , uk

2 [0,1), by

T

0

BBBBBBBBBBBBBBB@

2

6666666666666664

u0

u1

u2

...

u

k�1

u

k

3

7777777777777775

1

CCCCCCCCCCCCCCCA

=

2

66666666666666664

u1

u2

u3

...

u

k

u0

A+ B0uk

+ B1uk�1 + · · ·+ B

k

u0

3

77777777777777775

. (4.1)

Set U = (u0, u1, u2, . . . , uk

)T . Then, we see that

T

2

0

BBBBBBBBBBBBBBB@

2

6666666666666664

u0

u1

u2

...

u

k�1

u

k

3

7777777777777775

1

CCCCCCCCCCCCCCCA

=

2

6666666666666664

f0(U)

f1(U)

f2(U)

...

f

k�1(U)

f

k

(U)

3

7777777777777775

,

where

f

i

(U) = u

i+2 (0  i  k � 2),

f

k�1(U) =
u0

A+ B0uk

+ B1uk�1 + · · ·+ B

k

u0

and

f

k

(U) =
u1

A+ B0fk�1 + B1uk

+ B2uk�1 + · · ·+ B

k

u1
.
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Set  = (0, , 0, , 0, , . . . , 0, )T 2 [0,1)k+1. We have

T

2

0

BBBBBBBBBBBBBBBBBB@

2

6666666666666666664

0

 

0

 

...

0

 

3

7777777777777777775

1

CCCCCCCCCCCCCCCCCCA

=

2

6666666666666666664

f0 ( )

f1 ( )

f2 ( )

f3 ( )

...

f

k�1 ( )

f

k

( )

3

7777777777777777775

=

2

6666666666666666664

0

 

0

 

...

0

 

3

7777777777777777775

.

Therefore,  is an equilibrium point of T 2 and the Jacobian matrix of T 2 at this

equilibrium point is

J

T

2( ) =

2

66666666666666664

@f0

@u0

@f0

@u1

@f0

@u2
· · · @f0

@u

k

@f1

@u0

@f1

@u1

@f1

@u2
· · · @f1

@u

k

@f2

@u0

@f2

@u1

@f2

@u2
· · · @f2

@u

k

...
...

...
. . .

...

@f

k

@u0

@f

k

@u1

@f

k

@u2
· · · @f

k

@u

k

3

77777777777777775

=

2

6666666666666666664

0 0 1 0 0 · · · 0 0

0 0 0 1 0 · · · 0 0

0 0 0 0 1 · · · 0 0

...
...

...
...

...
...

...
...

0 0 0 0 0 · · · 0 1

C 0 0 0 0 · · · 0 0

D0 D1 D2 D3 D4 · · · D

k�1 D

k

3

7777777777777777775

,
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where

C =
1

A+ b0 
, D0 =

�B0 

A+ b0 
, D1 = 1� B

k

 

and

D

j

= �B

k�j+1 (2  j  k).

To evaluate the eigenvalues of the matrix J

T

2( ), we consider

det(J
T

2( )� �I

k+1) = det

2

6666666666666666664

�� 0 1 0 0 · · · 0 0

0 �� 0 1 0 · · · 0 0

0 0 �� 0 1 · · · 0 0

...
...

...
...

...
...

...
...

0 0 0 0 0 · · · 0 1

C 0 0 0 0 · · · �� 0

D0 D1 D2 D3 D4 · · · D

k�1 D

k

� �

3

7777777777777777775

.

For finding the above determinant, we use minors and cofactors by expanding

along the last row first and continuing this process. To get an idea of what

det(J
T

2( )� �I

k+1) should be, we find the case when k = 3 first:
��������������

�� 0 1 0

0 �� 0 1

C 0 �� 0

D0 D1 D2 D3 � �

��������������

= D1

����������

�� 1 0

0 0 1

C �� 0

����������

+ (D3 � �)

����������

�� 0 1

0 �� 0

C 0 ��

����������

= �D1

�������

�� 1

C ��

�������
� �(D3 � �)

�������

�� 1

C ��

�������
.

Thus,

det(J
T

2( )� �I4) = (�D1 �D3�+ �

2)(�2 � C)

= �

4 �D3�
3 � (C +D1)�

2 + CD3�+ CD1.
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Moreover, if we check the case when k = 5, we find

det(J
T

2( )� �I6) = (�D1 �D3��D5�
2 + �

3)(�3 � C)

= �

6 �D5�
5 �D3�

4 � (C +D1)�
3 + CD5�

2 + CD3�+ CD1.

Generally, it follows by induction that

det(J
T

2( )� �I

k+1) =�

k+1 �D

k

�

k �D

k�2(1)�
k�1 �D

k�2(2)�
k�2 �D

k�2(3)�
k�3

� · · ·�D3�
(k+3)/2 + (C +D1)�

(k+1)/2 + CD

k

�

(k�1)/2

+ CD

k�2(1)�
[k�2(1)�1]/2 + CD

k�2(2)�
[k�2(2)�1]/2

+ CD

k�2(3)�
[k�2(3)�1]/2 + · · ·+ CD1.

Thus, all eigenvalues of J
T

2 at the equilibrium point  are all �’s that satisfy

det(J
T

2( )� �I

k+1) = 0. (4.2)

Theorem 4.1. Let k be an odd integer, b1 > 0 and  = (1�A)/b1. Assume that

(3.4) holds. If

b0⌘ 
2 + (A⌘ + ⌘) + 2 < 0, (4.3)

where ⌘ = b1 � 2B
k

with ⌘ < 0, then the prime period-two solution

. . . , 0, , 0, , 0, , . . . (4.4)

of (1.1) is locally asymptotically stable.

Proof. Assume that (4.3) holds. Then, we have

b0⌘ 
2 + A⌘ + ⌘ + 2 < 0

or

(A+ b0 )⌘ + ⌘ + 2 < 0.
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It follows from (3.4) that A+ b0 > 0. Then,

⌘ +
⌘ 

A+ b0 
+

2

A+ b0 
< 0.

Then, we see that

(B1 + B3 + B5 + · · ·+ B

k�2 � B

k

) +
(B1 + B3 + B5 + · · ·+ B

k�2 � B

k

) 

A+ b0 

+
2

A+ b0 
< 0,

from which it follows that

B1 + B3 + B5 + · · ·+ B

k�2 +

✓
1

A+ b0 
+ 1� B

k

 

◆
+

✓
B1 

A+ b0 

◆

+

✓
B3 

A+ b0 

◆
+

✓
B5 

A+ b0 

◆
+ · · ·+

✓
B

k�2 

A+ b0 

◆
+

✓
1� B

k

 

A+ b0 

◆
< 1.

Since 0 < 1� A  1, B

k

(1� A)  B

k

 b1, so

B

k

 = B

k

✓
1� A

b1

◆
 1.

Thus, we obtain that

|B1 |+ |B3 |+ |B5 |+ · · ·+ |B
k�2 |+

����
1

A+ b0 
+ 1� B

k

 

����+
����

B1 

A+ b0 

����

+

����
B3 

A+ b0 

����+
����

B5 

A+ b0 

����+ · · ·+
����
B

k�2 

A+ b0 

����+
����
1� B

k

 

A+ b0 

���� < 1,

that means

|D
k

|+ |D
k�2|+ |D

k�4|+ · · ·+ |D3|+ |C +D1|+ |CD

k

|+ |CD

k�2|

+ |CD

k�4|+ · · ·+ |CD1| < 1.

By Theorem 2.7, we conclude that all eigenvalues of (4.2) lie inside the unit

disk. Therefore, by Theorem 2.6, the prime period-two solution (4.4) is locally

asymptotically stable.
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4.2 Local Asymptotically Stability of a Three-Cycle

In this section, we investigate the local stability character of a three-cycle of

(1.1) when k is a positive integer such that 3 | (k + 1) and (3.12) holds. Assume

that b2 > 0. Let � = (1� A)/b2. By Theorem 3.3, (1.1) has a prime period-three

solution of the form

. . . , 0, 0, �, 0, 0, �, . . . .

Let T be the function on [0,1)k+1 defined for U = (u0, u1, u2, . . . , uk

)T 2 [0,1)k+1

by (4.1). Then, we have

T

3

0

BBBBBBBBBBBBBBB@

2

6666666666666664

u0

u1

u2

...

u

k�1

u

k

3

7777777777777775

1

CCCCCCCCCCCCCCCA

=

2

6666666666666664

f0(U)

f1(U)

f2(U)

...

f

k�1(U)

f

k

(U)

3

7777777777777775

,

where

f

i

(U) = u

i+3 (0  i  k � 3),

f

k�2(U) =
u0

A+ B0uk

+ B1uk�1 + B2uk�2 + · · ·+ B

k

u0
,

f

k�1(U) =
u1

A+ B0fk�2 + B1uk

+ B2uk�1 + · · ·+ B

k

u1

and

f

k

(U) =
u2

A+ B0fk�1 + B1fk�2 + B2uk

+ B3uk�1 + · · ·+ B

k

u2
.
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Set � = (0, 0, �, 0, 0, �, . . . , 0, 0, �)T 2 [0,1)k+1. We have

T

3

0

BBBBBBBBBBBBBBBBBB@

2

6666666666666666664

0

0

�

...

0

0

�

3

7777777777777777775

1

CCCCCCCCCCCCCCCCCCA

=

2

6666666666666666664

f0 (�)

f1 (�)

f2 (�)

...

f

k�2 (�)

f

k�1 (�)

f

k

(�)

3

7777777777777777775

=

2

6666666666666666664

0

0

�

...

0

0

�

3

7777777777777777775

.

Thus, � is an equilibrium point of T

3 and the Jacobian matrix of T

3 at this

equilibrium is

J

T

3(�) =

2

66666666666666664

@f0

@u0

@f0

@u1

@f0

@u2
· · · @f0

@u

k

@f1

@u0

@f1

@u1

@f1

@u2
· · · @f1

@u

k

@f2

@u0

@f2

@u1

@f2

@u2
· · · @f2

@u

k

...
...

...
. . .

...

@f

k

@u0

@f

k

@u1

@f

k

@u2
· · · @f

k

@u

k

3

77777777777777775

=

2

66666666666666666666664

0 0 0 1 0 0 · · · 0 0

0 0 0 0 1 0 · · · 0 0

0 0 0 0 0 1 · · · 0 0

...
...

...
...

...
...

...
...

...

0 0 0 0 0 0 · · · 0 1

C 0 0 0 0 0 · · · 0 0

0 D 0 0 0 0 · · · 0 0

E0 E1 E2 E3 E4 E5 · · · E

k�1 E

k

3

77777777777777777777775

,
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where

C =
1

A+ b0�
, D =

1

A+ b1�
, E0 = �B1C�, E1 = �B0D�, E2 = 1� B

k

�

and

E

j

= �B

k�j+2� (3  j  k).

To evaluate the eigenvalues of the matrix J

T

3(�), we consider det(J
T

3(�)��I
k+1).

For finding this determinant, we use minors and cofactors by expanding along the

last row first and continuing the process. Then, it follows that

det(J
T

3(�)� �I

k+1) = (�1)k+1

"
�

k+1 �
(k�5)/3X

i=0

E

k�3i�
k�i

� (C +D + E2)�
(2k+2)/3

+
(k�5)/3X

i=0

(C +D)E
k�3i�

[2k�3i�1]/3

+ (CD + CE2 +DE2)�
(k+1)/3

�
(k�5)/3X

i=0

CDE

k�3i�
[k�3i�2]/3 � CDE2

#
.

Thus, all eigenvalues of J
T

3 at the equilibrium point � are all �’s that satisfy

det(J
T

3(�)� �I

k+1) = 0. (4.5)

Theorem 4.2. Let k be a positive integer such that 3 | (k + 1), b2 > 0 and

� = (1� A)/b2. Let � = A+ b0� and ! = A+ b1�. Assume that (3.12) holds. If

(�! + � + ! + 1)⌘� + 2(� + ! + 1) < 0, (4.6)

where ⌘ = b2 � 2B
k

with ⌘ < 0, then the prime period-three solution

. . . , 0, 0, �, 0, 0, �, . . . (4.7)

of (1.1) is locally asymptotically stable.
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Proof. Suppose that inequality (4.6) is true. Then, we obtain that

(�! + � + ! + 1)⌘� + 2(� + ! + 1)

�!

< 0.

Then,

⌘� +
⌘�

�

+
⌘�

!

+
⌘�

�!

+
2

�

+
2

!

+
2

�!

< 0

from which it follows that

(B2 + B5 + B8 + · · ·+ B

k�3 � B

k

)� +
(B2 + B5 + B8 + · · ·+ B

k�3 � B

k

)�

�

+
(B2 + B5 + B8 + · · ·+ B

k�3 � B

k

)�

!

+
(B2 + B5 + B8 + · · ·+ B

k�3 � B

k

)�

�!

+
2

�

+
2

!

+
2

�!

< 0.

(4.8)

Since B

k

�  b2�, Bk

�  1� A  1. It follows by (4.8) that

|B2�|+ |B5�|+ |B8�|+ · · ·+ |B
k�3�|+

����
1

�

+
1

!

+ 1� B

k

�

����

+

����
B2�

�

+
B2�

!

����+
����
B5�

�

+
B5�

!

����+
����
B8�

�

+
B8�

!

����+ · · ·+
����
B

k�3�

�

+
B

k�3�

!

����

+

����
1

�!

+
1� B

k

�

�

+
1� B

k

�

!

����+
����
B2�

�!

����+
����
B5�

�!

����+
����
B8�

�!

����+ · · ·+
����
B

k�3�

�!

���� < 1.

Thus, we obtain that

|E
k

|+ |E
k�3|+ |E

k�6|+ · · ·+ |E5|+ |C +D + E2|+ |CE

k

+DE

k

|

+ |CE

k�3 +DE

k�3|+ |CE

k�6 +DE

k�6|+ · · ·+ |CE5 +DE5|

+ |CD + CE2 +DE2|+ |CDE

k

|+ |CDE

k�3|+ |CDE

k�6|+ · · ·+ |CDE2| < 1.

By Theorem 2.7, we conclude that all eigenvalues of (4.5) lie inside the unit

disk. Therefore, by Theorem 2.6, the prime period-three solution (4.7) is locally

asymptotically stable.
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NUMERICAL EXAMPLES

The previous chapters discussed periodicity and local stability of periodic so-

lutions of (1.1). In this chapter, we give some numerical examples to illustrate

the results that we obtained. We also use MATLAB R2017a to draw graphs that

represent the behavior of solutions to such equations.

Example 5.1. Consider the di↵erence equation

x

n+1 =
x

n�9

0.4 + x

n�1 + x

n�3 + x

n�5 + x

n�6 + x

n�7 + 0.2x
n�9

, n = 0, 1, 2, . . . ,

(5.1)

with the initial conditions x�9 = x�8 = x�7 = x�6 = 0, x�5 = 3, x�4 = x�3 =

x�2 = x�1 = 0 and x0 = 3. In this example, k = 9, b4 = 0.2 and A = 0.4. That

means the condition (3.26) of Theorem 3.6 is satisfied. Then, (5.1) has a prime

period-5 solution of the form . . . , 0, 0, 0, 0, 3, 0, 0, 0, 0, 3, . . . as shown in Figure 5.1.

0 5 10 15 20 25 30 35 40

n

0

0.5

1

1.5

2

2.5

3

3.5

x(
n

)

Figure 5.1: The solution of (5.1)
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Example 5.2. Consider the di↵erence equation

x

n+1 =
x

n�9

x

n

+ x

n�1 + x

n�3 + 0.25x
n�6 + x

n�7 + 1.5x
n�9

, n = 0, 1, 2, . . . , (5.2)

with the initial conditions x�9 = x�8 = 0, x�7 = 0.5, x�6 = 0, x�5 = 0.25, x�4 =

x�3 = 0, x�2 = 0.5, x�1 = 0 and x0 = 0.25. In this example, k = 9, A = 0, b5�1 =

b4 = 1.5, b3�1 = b2 = 1 and b5�3�1 = b1 = 1.25. That means if we set j = 3 and

p = 5, then the condition (ii) of Theorem 3.7 is satisfied. Thus, (5.2) has a prime

period-5 solution of the form . . . , 0, 0, 0.5, 0, 0.25, 0, 0, 0.5, 0, 0.25, . . . as shown in

Figure 5.2.

0 5 10 15 20 25 30 35 40

n

0

0.1

0.2

0.3

0.4

0.5

0.6

x(
n

)

Figure 5.2: The solution of (5.2)

Example 5.3. Consider the di↵erence equation

x

n+1 =
x

n�3

0.5 + 0.1x
n

+ 0.1x
n�1 + 0.1x

n�2 + 0.1x
n�3

, n = 0, 1, 2, . . . , (5.3)

with the initial conditions x�3 = 0.1, x�2 = 1, x�1 = 0.3 and x0 = 0.6. Clearly,

B0 = B1 = B2 = B3 = 0.1. By Theorem 3.19, the solution of (5.3) converges to a

period-4 solution as shown in Figure 5.3.

Example 5.4. Consider the di↵erence equation

x

n+1 =
x

n�3

x

n

+ 0.1x
n�1 + 2x

n�2 + 0.4x
n�3

, n = 0, 1, 2, . . . , (5.4)
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n

0
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1.5
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2.5

3

x(
n

)

Figure 5.3: The solution of (5.3)

with the initial conditions x�3 = 0.1, x�2 = 1.5, x�1 = 0.2 and x0 = 1.7. In this

example, A = 0, b1 = 3 and b1 = 0.5. It is easy to see that the condition (4.3) of

Theorem 4.1 is satisfied. Then, the prime period-two solution . . . , 0, 2, 0, 2, 0, 2, . . .

of (5.4) is locally asymptotically stable as shown in Figure 5.4.

0 5 10 15 20 25 30 35 40

n

0

0.5

1

1.5

2

2.5

x(
n

)

Figure 5.4: The solution of (5.4)

Example 5.5. Consider the di↵erence equation

x

n+1 =
x

n�3

0.2 + x

n

+ 0.1x
n�1 + 2x

n�2 + 0.3x
n�3

, n = 0, 1, 2, . . . , (5.5)

with the initial conditions x�3 = 2, x�2 = 3, x�1 = 0.5 and x0 = 1. In this

example, A = 0.2, b0 = 3 and b1 = 0.4. It is easy to see that the condition (4.3) of
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Theorem 4.1 is satisfied. Then, the prime period-two solution . . . , 0, 2, 0, 2, 0, 2, . . .

of (5.5) is locally asymptotically stable as shown in Figure 5.5.

0 5 10 15 20 25 30 35 40

n

0

0.5

1

1.5

2

2.5

3

x(
n

)

Figure 5.5: The solution of (5.5)

Example 5.6. Consider the di↵erence equation

x

n+1 =
x

n�5

x

n

+ x

n�1 + 4x
n�4 + 0.2x

n�5
, n = 0, 1, 2, . . . , (5.6)

with the initial conditions x�5 = 2, x�4 = 4, x�3 = 2.5, x�2 = 3, x�1 = 6 and

x0 = 4. In this example, A = 0, b0 = 1, b1 = 2, and b2 = 0.2. It is easy to verify

that the condition (4.6) of Theorem 4.2 is satisfied. Then, the prime period-three

solution . . . , 0, 0, 5, 0, 0, 5, . . . of (5.6) is locally asymptotically stable as shown in

Figure 5.6.

Example 5.7. Consider the di↵erence equation

x

n+1 =
x

n�5

0.2 + 1.2x
n

+ 2x
n�1 + 0.2x

n�4 + 0.2x
n�5

n = 0, 1, 2, . . . , (5.7)

with the initial conditions x�5 = 2, x�4 = 4, x�3 = 6, x�2 = 3, x�1 = 2 and

x0 = 4. In this example, A = 0.2, b0 = 1.2, b1 = 2.2, and b2 = 0.2. It is easy

to verify that the condition (4.6) of Theorem 4.2 is satisfied. Then, the prime

period-three solution . . . , 0, 0, 4, 0, 0, 4, . . . of (5.7) is locally asymptotically stable

as shown in Figure 5.7.
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Figure 5.6: The solution of (5.6)
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Figure 5.7: The solution of (5.7)
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