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## CHAPTER I

## INTRODUCTION

The standard BigBang model was constructed from the principle of cosmology, in which one assumes that the universe is both isotropic and homogeneous. The solution of the Einstein equation consistent with this principle is known as the "Friedmann-Robertson-Walker solution" $[1,2,3,5]$. Despite the fact that this solution has been very successful due to its consistency with many observed data, it cannot explain some important puzzles in cosmology, such as the horizon and the flatness problems. In 1981, Alan Guth [4] proposed a very nice solution to these puzzles known as the "inflationary model." The idea of this model is that the universe expanded extremely fast during some period of the early time. The consequent prediction of the inflationary model is that the background temperature of the universe is nearly uniform [6]. Such a prediction is consistent with the cosmic microwave background (CMB) radiation observation [7]. Nevertheless, the most important powerfulness of this model is that it not only solves the flatness and the horizon problems, but also provides us the understanding of the mechanism of structure formations. According to the inflationary model, the quantum fluctuations generated during the inflationary period are stretched to the cosmological scale and seed the structures we observe nowadays. This effect also leads to the CMB anisotropy, and therefore the inflationary model does not predict the perfectly uniform CMB. IG d9/GMS

As the inflation is assumed in to take place at very high energy scales, the theories originally used to construct the models of cosmology, such as general relativity, are no longer valid because the quantum effects become more important. At these scales, string theory, which is the theory in which the fundamental object is a string instead of a point-like particle, is the most promising candidate for describing the physics. However, it is rather complicated to directly derive the cosmological model from string theory. In Ref. [26], Ho and Brandenberger constructed an inflationary theory in which a universal property of string theory, which is the stringy space-time uncertainty relation (SSUR) $\Delta x_{p} \Delta t_{p} \geq l_{s}^{2}$ [27], is taken into account. Such an uncertainty relation implies that space and time
coordinates do not commuted with each other, and therefore the effective spacetime geometry is noncommutative. This noncommutative inflationary theory is the subject of this thesis.

This thesis is organized in the following way. In Chapter 2, we review the fundamental concepts of modern cosmology, putting an emphasis on the inflationary models. In Chapter 3, we consider the cosmological perturbation theory in order to connect the theoretical results with the observational data, in particular the CMB power spectrum. We start by discussing the power spectrum of the inflaton field fluctuations [9], and then calculate the power spectrum associated with the curvature and the tensor perturbations by perturbing the Einstein equation [10, 11]. This chapter ends with the discussion of the CMB anisotropy and the calculation of the CMB power spectrum $[12,13]$.

In order to discuss the noncommutative inflation, the concept of the noncommutative field theory needs to be introduced first; this will be done in Chapter 4. In the first part of this chapter, the motivation for the noncommutative algebra is given by considering the generalized uncertainty principle [21, 22]. A brief discussion of field theory [15] then follows. We close this chapter with the presentation of the idea of deformation from a commutative field theory to its noncommutative counterpart $[16,17]$. In Chapter 5 , the concept of the noncommutative inflation is introduced, and the associated power spectra of the curvature perturbation [26, 28] based on both adiabatic and minimized uncertainty vacua $[31,32]$ are obtained. Finally, the comparison between the power spectra in commutative and noncommutative space-time is done in Chapter 6 [34, 35].
สถาบันวิทยบริการ

## CHAPTER II

# COSMOLOGY AND INFLATIONARY MODELS 

Since the ancient time, people have wondered about the structures and the evolution of the universe. Due to the fact that the distribution of celestial objects, like stars and galaxies, looks the same to us no matter what direction we look at, and as the Earth where we all live has no right to be a special location in the universe, scientists were led to postulate what is known as the cosmological principle. This principle states that every position of the universe is in no sense preferred [1], and therefore the universe has to be homogeneous and isotropic. The recent data from the observation of the cosmic microwave background (CMB) radiation is an important evidence which confirms this principle. However, people still had no idea about the "dynamics" of the universe before the twentieth century.

In the early twentieth century, Edwin Hubble observed many galaxies and found that they are moving away from us with the velocities proportional to their distances from Earth. This led him to conclude that the universe is expanding. Thus if one were to construct a theory which describes the universe, such a theory should obey the cosmological principle and has to give a dynamics of the universe in agreement with Hubble's discovery. It turns out that the appropriate theory for modeling the universe with such characteristics is the general theory of relativity, whose main idea is that the presence of the mass-energy causes the space-time geometry to become curved, and the space-time curvature in turn causes anything with energy to move. Such an interdependence between the space-time curvature and the mass-energy is encoded mathematically in an equation known as the Einstein equation. To describe the universe using this theory, one needs to find the solution to this equation which has all the required characteristics. Such a solution, fortunately, exists and is known as the Friedmann-Robertson-Walker (FRW) solution, which describes three possible kinds of the universe (flat, closed, and open) depending on the matter contained in it. Despite their differences in many aspects, one thing that these three kinds of the universe has in common


Figure 2.1: Three-dimensional spaces as the hypersurfaces of constant curvature embedded in a flat 4-dimensional Euclidean space: (a) spherical space; (b) flat space; (c) hyperbolic space.
is the prediction that the universe started from an initial singularity known as the Big Bang. This Big Bang model, however, cannot explain many puzzles in cosmology, such as the horizon and the flatness problems. A nice way to solve these problems is to postulate a model, called the inflationary model, which predicts a rapid expansion of the universe during some early period of the universe. In this chapter, we will describe the modern theory of cosmology in detail.

### 2.1 Friedmann-Robertson-Walker Solution


In this section, the Friedmann-Robertson-Walker solution will be discussed in detail. The convention for the notations used here is as follows. The signature of the space-time metric is chosen to be mostly plus. All the results in this thesis are expressed in the natural unit, where $\hbar=c=k_{B}=1$ and the Newton's gravitational constant $G$ is expressed in terms of the Planck mass as $G=m_{p l}^{-2} / 8 \pi$. The Greek indices (such as $\nu, \mu$ ) run from 0 to 3 , where the index 0 is for the timelike component of any tensor. The roman indices (such as $i, j, k$ ) run from 1 to 3 . The Einstein summation convention is also used.

To construct a 4-dimensional space-time describing the universe, we need to take into account the cosmological principle which states that the universe is both
homogeneous and isotropic. In the mathematical language, this implies that the spatial part of the space-time must be a space of constant curvature. In differential geometry, the curvature of a 3 -dimensional space is expressed in terms of the Ricci scalar, $R^{(3)}$, associated with it. Thus we need to have [1]

$$
\begin{equation*}
R^{(3)}=6 K, \tag{2.1}
\end{equation*}
$$

with the sectional curvature $K$ being a constant, for the spatial part of the spacetime. This 3 -dimensional curvature can be classified into three groups depending on the sign of the sectional curvature: spherical spaces $(K>0)$, flat spaces $(K=0)$, and hyperbolic spaces $(K<0)$. All these three distinct spaces are illustrated in Figure 2.1. Among these three types, whichever that turns out to describe the universe will depend on the mass-energy density of the universe. To see this, we start with the Einstein equation which relates the space-time curvature with the mass-energy density:

$$
\begin{equation*}
G_{\mu \nu}=R_{\mu \nu}=\frac{1}{2} R g_{\mu \nu}=8 \pi G T_{\mu \nu} \tag{2.2}
\end{equation*}
$$

Here $g_{\mu \nu}$ is the metric tensor; $G_{\mu \nu} \overline{,} R_{\mu \nu}$, and $R$ are the Einstein tensor, the Ricci tensor, and the Ricci scalar, respectively; and $T_{\mu \nu}$ is the energy-momentum tensor. The left-hand side of this equation represents the space-time curvature, while the right-hand side describes the energy density and the pressure in the universe. The Ricci tensor and the Ricci scalar are proportional to the second derivatives of the space-time metric, $g_{\mu \nu}$, with respect to the space-time coordinates. For the homogeneous and isotropic universe, the matter in the universe is typically regarded as a perfect fluid with the energy-momentum tensor taking the form

$$
\begin{equation*}
T_{\nu}^{\mu}=\operatorname{diag}(-\rho, p, p, p) \tag{2.3}
\end{equation*}
$$

where $\rho$ is the energy density and $p$ is the pressure.
To explicitly write the left-hand side of the Einstein equation, the spacetime metric is the first object that we have to determine. As mentioned earlier, thereare 3 types of the spatial metric depending on the sign of the 3 -dimensional curvature. We start with the case $K>0$ in which the 3 -dimensional space is a sphere embedded in a 4 -dimensional Euclidean space. Thus we consider a threedimensional sphere of radius $a$ as a hypersurface described by an algebraic equation

$$
\begin{equation*}
a^{2}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2} . \tag{2.4}
\end{equation*}
$$

Then the line element on this hypersurface takes the form

$$
\begin{align*}
d l^{2} & =d x_{1}^{2}+d x_{2}^{2}+d x_{3}^{2}+d x_{4}^{2} \\
& =d x_{1}^{2}+d x_{2}^{2}+d x_{3}^{2}+\frac{-\left(x_{1} d x_{1}+x_{2} d x_{2}+x_{3} d x_{3}\right)}{a^{2}-x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} \tag{2.5}
\end{align*}
$$

Using the spherical polar coordinates $(r, \theta, \phi)$, where $r^{2}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$ and $x_{1}=$ $r \sin \theta \cos \phi, x_{2}=r \sin \theta \sin \phi, x_{3}=r \cos \theta$, the line element takes the form

$$
\begin{align*}
d l^{2} & =d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}+\frac{r^{2}}{a^{2}-r^{2}} d r^{2}\right) \\
& =\frac{1}{1-r^{2} / a^{2}} d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \\
& =a^{2}\left(\frac{1}{1-r^{2}} d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)\right) . \tag{2.6}
\end{align*}
$$

Notice that in the last line of the above equation, the rescaling $r \rightarrow a r$ has been used. One should observe that the metric is independent of the value of the radius $a$ (which turns out to be inversely proportional to the 3 -dimensional curvature). For the case of $K<0$ corresponding to the hyperbolic space, the line element can be obtained by replacing $a^{2} \rightarrow-a^{2}$ and $d x_{4}^{2} \rightarrow-d x_{4}^{2}$ in the analysis of the spherical hypersurface. As for the flat space with $K=0$, we obtain the line element by simply taking $d x_{4}^{2}=0$ or $a \rightarrow \infty$ before rescaling. Thus, the line element for all three cases takes the form

$$
\begin{equation*}
d l^{2}=a^{2}\left(\frac{1}{1-k r^{2}} d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)\right) \tag{2.7}
\end{equation*}
$$

where

$$
k=\left\{\begin{array}{cc}
1 & \text { spherical space }  \tag{2.8}\\
0 & \text { flat space } \\
-1 & \text { hyperbolic space }
\end{array}\right.
$$

The construction of the space-time metric for a homogeneous and isotropic universe goes as follows. We start with a 3-dimensional space of constant curvature obtained above, then assign a "cosmic time" $t$ to it and multiply its line element by a time-dependent scale factor $a^{2}(t)$ (this will make its size to depend on $t$ ). Treating this 3-dimensional space as a space-like hypersurface at time $t$ in a spacetime, the space-time describing the universe is constructed as a collection of such hypersurfaces over all values of cosmic time $t$. Such a "time-slicing" of a space-time geometry is depicted in Figure 2.2. Note that these hypersurfaces cannot intersect with each other, otherwise the notion of "evolving in time" of the universe would not be consistently defined. With this construction, the space-time metric for a homogeneous and isotropic universe takes the form

$$
\begin{align*}
d s^{2} & =g_{\mu \nu} d x^{\mu} d x^{\nu} \\
& =g_{00} d x^{02}+d l^{2} \\
& =-d t^{2}+a^{2}(t)\left(\frac{1}{1-k r^{2}} d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)\right) \tag{2.9}
\end{align*}
$$



Figure 2.2: Time-slicing of space-like hypersurfaces.
This metric is known as the Friedmann-Robertson-Walker (FRW) metric, and the coordinates of the space-like hypersurface form a "comoving frame." That the above metric can explain the expansion of the universe is as follows. Imagine that all the galaxies are spread over the space-like hypersurface, and each of them is fixed at some point of the comoving frame. As time goes by, the scale factor $a(t)$ changes so that the proper distance between galaxies also changes. That it appeared to Hubble that the universe is expanding is because the scale factor $a(t)$ was increasing at the time of his observation. It should be mentioned here that another form of the FRW metric often used in cosmology is

$$
\begin{equation*}
d s^{2}=a^{2}(\eta)\left(-d \eta^{2}+\frac{1}{1-k r^{2}} d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)\right), \tag{2.10}
\end{equation*}
$$

where the $\eta$ is called the conformal time, which is defined as

$$
\begin{equation*}
\eta=\int \frac{1}{a(t)} d t \tag{2.11}
\end{equation*}
$$

To calculate the expansion rate of the universe, consider the coordinate difference of two points in the comoving frame, $\triangle x_{\text {como }}$. Then the physical distance, $\triangle x_{\text {phys }}$, is obtained by multiplying $\triangle x_{\text {como }}$ by a scale factor:

$$
\begin{equation*}
\triangle x_{\mathrm{phys}}=a(t) \triangle x_{\text {como }} . \tag{2.12}
\end{equation*}
$$

The stretching rate of the distance which is observed by an observer in the physical frame is

$$
\begin{equation*}
\frac{1}{\left|\triangle x_{\text {phys }}\right|} \frac{d\left|\triangle x_{\text {phys }}\right|}{d t}=\frac{\dot{a}}{a} \equiv H=\frac{1}{a} \frac{a^{\prime}}{a}=\frac{1}{a} \mathcal{H}, \tag{2.13}
\end{equation*}
$$

where $\mathcal{H}$ is the Hubble parameter in the conformal time, and $H$ is the Hubble parameter in the cosmic time. In cosmology, it is conventional to use a subscript "0" to mean "at the present time." Thus $H_{0}$ is the value of the Hubble parameter at present. Note that a dot, $(\dot{-})$, over a quantity represents the derivative with respect to the cosmic time of that quantity, while the prime, $\left(-^{\prime}\right)$, represents the derivative with respect to the conformal time.

Form the FRW metric, the non-zero components of the metric tensor can be read off as follows:

$$
\begin{array}{ll}
g_{00}=-1 ; & g_{11}=\frac{a^{2}}{1-k r^{2}} \\
g_{22}=a^{2} r^{2} ; & g_{33}=a^{2} r^{2} \sin ^{2} \theta \tag{2.14}
\end{array}
$$

Using the fact that $g^{\mu \rho} g_{\rho \nu}=\delta_{\nu}^{\mu}$, the non-zero components of the inverse metric can be easily found:

$$
\begin{align*}
& g^{00}=-1 ; g^{11}=\frac{1-k r^{2}}{a^{2}} ; \\
& g^{22}=\frac{1}{a^{2} r^{2}} ; \quad g^{33}=\frac{1}{a^{2} r^{2} \sin ^{2} \theta} . \tag{2.15}
\end{align*}
$$

The Christoffel symbol or the affine connection which is proportional to the firstorder derivative of the metric is defined by

$$
\begin{equation*}
\Gamma_{\beta \gamma}^{\alpha}=\frac{1}{2} g^{\alpha \rho}\left(\partial_{\beta} g_{\rho \gamma}+\partial_{\gamma} g_{\beta \rho}-\partial_{\rho} g_{\beta \gamma}\right) \tag{2.16}
\end{equation*}
$$

and, for the FRW metric, the non-zero components are

$$
\begin{align*}
& \Gamma_{i j}^{0}=\frac{1}{2} g^{0 \rho}\left(\partial_{i} g_{\rho j}+\partial_{j} g_{i \rho}-\partial_{\rho} g_{i j}\right) \tag{2.17}
\end{align*}
$$

$$
\begin{align*}
& \Gamma_{11}^{1}=\frac{1}{2} g^{1 \rho}\left(\partial_{1} g_{1 \rho}+\partial_{1} g_{\rho 1}-\partial_{\rho} g_{11}\right)  \tag{2.18}\\
& =\frac{1}{2} g^{11} \partial_{1} g_{11}=\frac{k r}{1-k r^{2}} g^{11} g_{11}=\frac{k r}{1-k r^{2}} ; \tag{2.19}
\end{align*}
$$

$$
\begin{align*}
\Gamma_{22}^{1} & =\frac{1}{2} g^{1 \rho}\left(\partial_{2} g_{2 \rho}+\partial_{2} g_{\rho 2}-\partial_{\rho} g_{22}\right) \\
& =-\frac{1}{2} g^{11} \partial_{1} g_{22}=-\frac{1}{2} \frac{\left(1-k r^{2}\right)}{a^{2}} 2 r a^{2}=-r\left(1-k r^{2}\right) ;  \tag{2.20}\\
\Gamma_{33}^{1} & =\frac{1}{2} g^{1 \rho}\left(\partial_{3} g_{3 \rho}+\partial_{3} g_{\rho 3}-\partial_{\rho} g_{33}\right) \\
& =-\frac{1}{2} g^{11} \partial_{1} g_{33}=-\frac{1}{2} \frac{\left(1-k r^{2}\right)}{a^{2}} 2 r a^{2} \sin ^{2} \theta \\
& =-r\left(1-k r^{2}\right) \sin ^{2} \theta ;  \tag{2.21}\\
\Gamma_{12}^{2} & =\frac{1}{2} g^{2 \rho}\left(\partial_{1} g_{2 \rho}+\partial_{2} g_{\rho 1}-\partial_{\rho} g_{12}\right) \\
& =\frac{1}{2} g^{22} \partial_{1} g_{22}=\frac{1}{2} \frac{1}{a^{2} r^{2}} 2 r a^{2}=\frac{1}{r} ;  \tag{2.22}\\
\Gamma_{13}^{3} & =\frac{1}{2} g^{3 \rho}\left(\partial_{1} g_{3 \rho}+\partial_{3} g_{\rho 1}-\partial_{\rho} g_{13}\right) \\
& =\frac{1}{2} g^{33} \partial_{1} g_{33}=\frac{1}{2} \frac{1}{a^{2} r^{2} \sin ^{2} \theta} 2 r a^{2} \sin ^{2} \theta=\frac{1}{r} ;  \tag{2.23}\\
\Gamma_{33}^{2} & =\frac{1}{2} g^{2 \rho}\left(\partial_{3} g_{3 \rho}+\frac{\left.\partial_{3} g_{\rho 3}-\partial_{\rho} g_{33}\right)}{}\right. \\
& =-\frac{1}{2} g^{22} \partial_{2} g_{33}=\frac{1}{-\frac{1}{2} \frac{1}{a^{2} r^{2}} 2 r^{2} a^{2} \sin \theta \cos \theta} \\
& =-\sin \theta \cos \theta ;  \tag{2.24}\\
\Gamma_{23}^{3} & =\frac{1}{2} g^{3 \rho}\left(\partial_{2} g_{3 \rho}+\partial_{3} g_{\rho 2}-\partial_{\rho} g_{23}\right) \\
& =\frac{1}{2} g^{33} \partial_{2} g_{33}=\frac{1}{2} \frac{1}{a^{2} r^{2} \sin ^{2} \theta} 2 r^{2} a^{2} \sin \theta \cos \theta \\
& =\cot \theta . \tag{2.25}
\end{align*}
$$

The Ricci tensor is proportional to the second-order derivative of the space-time metric and is defined by

$$
\begin{equation*}
R_{\mu \nu}=\partial_{\alpha} \Gamma_{\mu \nu}^{\alpha}-\partial_{\mu} \Gamma_{\nu \alpha}^{\alpha}+\Gamma_{\sigma \alpha}^{\alpha} \Gamma_{\mu \nu}^{\sigma}-\Gamma_{\sigma \nu}^{\alpha} \Gamma_{\mu \alpha}^{\sigma} \tag{2.26}
\end{equation*}
$$

For the FRW metrie, the non-zero components of the Ricci tensor are

$$
\begin{align*}
R_{00} & =\partial_{\alpha} \Gamma_{00}^{\alpha}-\partial_{0} \Gamma_{0 \alpha}^{\alpha}+\Gamma_{\sigma \alpha}^{\alpha} \Gamma_{00}^{\sigma}-\Gamma_{\sigma 0}^{\alpha} \Gamma_{0 \alpha}^{\sigma} \\
99 & =-\partial_{0} \Gamma_{i 0}^{i}-\Gamma_{0 j}^{i} \Gamma_{i 0}^{j}  \tag{2.27}\\
& =-\partial_{0}\left(3 \frac{\dot{a}}{a}\right)-3\left(\frac{\dot{a}}{a}\right)^{2}=-3 \frac{\ddot{a}}{a}
\end{align*}
$$

and

$$
\begin{align*}
R_{i j}= & \partial_{\alpha} \Gamma_{i j}^{\alpha}-\partial_{i} \Gamma_{j \alpha}^{\alpha}+\Gamma_{\sigma \alpha}^{\alpha} \Gamma_{i j}^{\sigma}-\Gamma_{\sigma j}^{\alpha} \Gamma_{i \alpha}^{\sigma} \\
= & \partial_{0} \Gamma_{i j}^{0}+\partial_{k} \Gamma_{i j}^{k}-\partial_{i} \Gamma_{j k}^{k}+\Gamma_{0 k}^{k} \Gamma_{i j}^{0}+\Gamma_{l k}^{k} \Gamma_{i j}^{l} \\
& -\Gamma_{0 j}^{k} \Gamma_{i k}^{0}-\Gamma_{k j}^{0} \Gamma_{i 0}^{k}-\Gamma_{l j}^{k} \Gamma_{i k}^{l} \\
= & \partial^{0}\left(\frac{\dot{a}}{a} g_{i j}\right)+3\left(\frac{\dot{a}}{a}\right)^{2}-\left(\frac{\dot{a}}{a}\right) g_{i j}-\left(\frac{\dot{a}}{a}\right) g_{i j} \\
& +\partial_{k} \Gamma_{i j}^{k}-\partial_{i} \Gamma_{j k}^{k}+\Gamma_{l k}^{k} \Gamma_{i j}^{l}-\Gamma_{l j}^{k} \Gamma_{i k}^{l} \\
= & \left(\frac{\ddot{a}}{a}+2\left(\frac{\dot{a}}{a}\right)^{2}\right) g_{i j}+\partial_{k} \Gamma_{i j}^{k}-\partial_{i} \Gamma_{j k}^{k}+\Gamma_{l k}^{k} \Gamma_{i j}^{l}-\Gamma_{l j}^{k} \Gamma_{i k}^{l} \\
= & \left(\frac{\ddot{a}}{a}+2\left(\frac{\dot{a}}{a}\right)^{2}+2 \frac{k}{a^{2}}\right) g_{i j} . \tag{2.28}
\end{align*}
$$

Note that the last line of (2.28) was obtained by calculating the Ricci tensor component by component. Next, the Ricci scalar for the FRW space-time can be calculated as follows:

$$
\begin{align*}
R & =g^{\mu \nu} R_{\mu \nu} \\
& =g^{00} R_{00}+g^{i j} R_{i j} \\
& =3 \frac{\ddot{a}}{a}+3\left(\frac{\ddot{a}}{a}+2\left(\frac{\dot{a}}{a}\right)^{2}+2 \frac{k}{a^{2}}\right) \\
& =6\left(\frac{\ddot{a}}{a}+\left(\frac{\dot{a}}{a}\right)^{2}+\frac{k}{a^{2}}\right), \tag{2.29}
\end{align*}
$$

Using the above results, we obtain the non-zero components of the Einstein tensor as

$$
\begin{align*}
& G_{00}=R_{00}-\frac{1}{2} R g_{00} \\
& =3\left(\left(\frac{\dot{a}}{a}\right)^{2}+\frac{k}{a^{2}}\right) ; \tag{2.30}
\end{align*}
$$

$$
\begin{aligned}
& G_{i j}=R_{i \hat{j}}-\frac{1}{2} R g_{i j}
\end{aligned}
$$

$$
\begin{align*}
& G_{j}^{i}=-\left(2 \frac{\ddot{a}}{a}+\left(\frac{\dot{a}}{a}\right)^{2}+\frac{k}{a^{2}}\right) \delta_{j}^{i} . \tag{2.31}
\end{align*}
$$

Having obtained the explicit form of the quantities on the left-hand side of the Einstein equation for the FRW metric, our next step is to consider the quantity on the right-hand side of the Einstein equation which is the energymomentum tensor $T_{\mu \nu}$. For our convenience, we switch to work in the Cartesian coordinates. The first component, $T_{00}$, is the energy density, and the momentum
density corresponds to the components $T_{0 i}$. For the stress tensor, its components are $T_{i j}$. Recall that the matter in the universe is assumed to be in the form of the perfect fluid which has no heat conduction and no viscosity. Hence it looks isotropic in its rest frame [5]. The first condition (no heat conduction) makes $T_{0 i}=T_{i 0}=0$, and the second one (no viscosity or no shear force) makes $T_{i j}=0 ; \quad i \neq j$. Due to the isotropy of the fluid, its energy-momentum tensor must, therefore, be a diagonal matrix with the diagonal components:

$$
\begin{equation*}
T_{0}^{0}=-\rho, \quad T_{j}^{i}=p \delta_{j}^{i} \tag{2.32}
\end{equation*}
$$

with $\rho$ and $p$ being respectively an energy density and the pressure. Since $T_{\mu \nu}$ is diagonal, its form will not change if we change the coordinates to the spherical coordinates used in the FRW metric. Thus this form of the energy-momentum tensor is ready for use in cosmology.

An important property of the energy-momentum tensor is the vanishing of its divergence, $D_{\mu} T_{\nu}^{\mu}=0$, where $D_{\mu}$ is the covariant derivative. This property leads to the conservation of the energy, $D_{\mu} T_{0}^{\mu}=0$, and the conservation of the momentum, $D_{\mu} T_{k}^{\mu}=0$. By considering the time component of the conservation equations, we obtain

$$
\begin{align*}
D_{\mu} T_{0}^{\mu} & =\partial_{\mu} T_{0}^{\mu}+\Gamma_{\mu \rho}^{\mu} T_{0}^{\rho}-\Gamma_{\mu 0}^{\rho} T_{\rho}^{\mu} \\
& =\partial_{0} T_{0}^{0}+\Gamma_{k 0}^{k} T_{0}^{0}-\Gamma_{i 0}^{j} T_{j}^{i} \\
& =-\dot{\rho}-3 \frac{\dot{a}}{a} \rho-3 \frac{\dot{a}}{a} p \\
\Rightarrow \quad \dot{\rho} & =-3 \frac{\dot{a}}{a}(\rho+p) . \tag{2.33}
\end{align*}
$$

Using the equation of state, $p=\omega \rho$, we can write the energy density in terms of the scale factor as

In orderto find the parameter $\omega$ in the equation of state, we consider the number density of particles in the universe, $n_{\text {como }}$. In the comoving frame, $n_{\text {como }}$ is constant but, in the physical frame, the number density varies with time due to the scale factor:

$$
\begin{equation*}
n_{\text {phys }}=\frac{n_{\text {como }}}{a^{3}} . \tag{2.35}
\end{equation*}
$$

It follows from equation (2.35) that, for massive (non-relativistic) particles, the energy density is

$$
\begin{equation*}
\rho_{m}=m n_{\text {phys }} \propto \frac{1}{a^{3}} . \tag{2.36}
\end{equation*}
$$

By comparing (2.36) with (2.34), we conclude that $\omega=0$ for the non-relativistic matter (so-called dust). For the relativistic massless particles such as photons, it is affected by the redshift from the expansion of the universe, and therefore its frequency, $\nu$, will decrease by a factor $1 / a$. Thus, the energy density of the radiation takes the form

$$
\begin{equation*}
\rho_{r} \propto \nu n_{\text {phys }} \propto \frac{1}{a^{4}} . \tag{2.37}
\end{equation*}
$$

By comparing (2.37) with (2.34), we get $\omega=1 / 3$ for the radiation. These properties will be important for the following chapters.

Let us now consider the dynamics of the expanding FRW universe by substituting the energy-momentum tensor and the Einstein tensor into the Einstein equation. We get

$$
\begin{align*}
\left(\frac{\dot{a}}{a}\right)^{2}+\frac{k}{a^{2}} & =\frac{8 \pi G}{3} \rho  \tag{2.38}\\
2 \frac{\ddot{a}}{a}+\left(\frac{\dot{a}}{a}\right)^{2}+\frac{k}{a^{2}} & =-8 \pi G p \tag{2.39}
\end{align*}
$$

These are known as the Friedmann equations. Combining these two equations, we obtain the Raychaudhuri equation which takes the form

$$
\begin{equation*}
\frac{a}{a}=-\frac{4 \pi G}{3}(\rho+3 p) \tag{2.40}
\end{equation*}
$$

These three equations (2.38)-(2.40) encode the dynamies of the FRW metric. Before analyzing the Friedmann equations in order to determine the evolution of the universe, we would like to mention here that the current observational data indicate that the universe is expanding, $\dot{a}>0$, and flat, $k \rightarrow 0$. Despite this fact, the spherical and hyperbolic spaces will also be considered here. Let us start by considering the flat and hyperbolic spaces. The first Friedmann equation is rewritten as

Since the right-hand side of this equation is always positive, then $\dot{a}$ is non-zero. Thus we can conclude that the universe expands forever in these cases, $\dot{a}>0$. The rate of the expansion can be analyzed by considering the derivative of the $\rho a^{3}$ with respect to the cosmic time, $t$,

$$
\begin{align*}
\frac{d\left(\rho a^{3}\right)}{d t} & =a^{3} \dot{\rho}+3 a^{2} \dot{a} \rho \\
& =\frac{-3 \rho a^{2} \dot{a}}{\omega} \leq 0 \tag{2.42}
\end{align*}
$$



Figure 2.3: Three different evolutions of the universe: the red line $(k=-1)$ corresponds to the open universe; the blue line $(k=0)$ corresponds to the flat universe; and the green line ( $k=1$ ) corresponds to the closed universe.

This implies that $\rho a^{3}$ is a decreasing function, and so is $\rho a^{2}$. Thus, if $t \rightarrow \infty$ then $\rho a^{2} \rightarrow 0$, which in turn implies that $\dot{a} \rightarrow 1$ for the hyperbolic space and $\dot{a} \rightarrow 0$ for the flat space. From this analysis, we conclude that for the hyperbolic space the universe expands forever and faster than the flat space, so we call it is the "open universe." For the flat space, the universe stops expanding at the infinite time, and we call it the "flat universe" as shown in Figure 2.3. For the spherical space, the Friedmann equation can be rewritten as

$$
\begin{equation*}
\dot{a}^{2}=\frac{8 \pi G}{3} \rho a^{2}-1 . \tag{2.43}
\end{equation*}
$$

By using the similar analysis, it is not hard to see that $\dot{a}$ is a decreasing function, and therefore will vanish at some finite time, thand then will become more and more negative. This means that the universe will collapse at some time in the future and then continue to contract to the zero-size again. This is called the Big Crunch. The universe with this type of evolution is called the "closed universe."

What we have done so far is merely the qualitative analysis. The exact solution for the scale factor can be separately calculated for the matter and radiation cases. Unfortunately, this will not be done here. Anyway, the exact solutions can be found in many textbooks on cosmology, such as [5] and [1].

### 2.2 Inflationary Models

In the previous section, the Big Bang model or the Friedmann model was analyzed. This model, however, has many problems, and so people have switched to use the inflationary model for explaining the evolution of the early universe. In this section, the problems of the Big Bang model will be discussed in the first part, following by the exposition of the inflationary model. To deeply understand the inflationary model, the dynamics of the inflaton, which is the scalar field responsible for driving the inflation, will be considered in the last part of this section.

### 2.2.1 The Flatness Problem

In order to discuss the cosmological problems, we first introduce the density parameter $\Omega$,

$$
\begin{equation*}
\Omega \equiv \frac{\bar{\rho}}{\overline{\rho_{c}}}=\frac{8 \pi G}{3 H^{2}} \rho, \tag{2.44}
\end{equation*}
$$

where $\rho_{c}$ is the critical energy density which is the energy density in the flat universe, $k=0$. The evolution of the universe in the FRW model is dictated by the energy density containing in it:

$$
k=\left\{\begin{array}{rcc}
+1 \Rightarrow & \Omega>1 \Rightarrow & \text { open universe }  \tag{2.45}\\
0 \Rightarrow & \Omega=1 \Rightarrow & \text { flat universe } \\
-1 \Rightarrow & \Omega<1 \Rightarrow & \text { closed universe. }
\end{array}\right.
$$

Next, consider the evolution of the density parameter with respect to the change of the scale factor in the logarithmic scale:

$$
\begin{align*}
\frac{d \Omega}{d \ln a} 6 & =a \frac{d \Omega}{d a} \\
& =a \frac{H^{2}}{\rho_{c}} \frac{d}{d a}\left(\frac{\rho}{H^{2}}\right) q \text { 促 } \\
& =\frac{a}{\rho_{c}}\left(\frac{d \rho}{d a}-\frac{2 \rho}{H} \frac{d H}{d a}\right) \\
& =\frac{a}{\rho_{c}}\left[\frac{-3(1+\omega)}{a} \rho-\frac{2 \rho}{H \dot{a}}\left(\frac{\ddot{a}}{a}-\frac{\dot{a}^{2}}{a^{2}}\right)\right] \\
& =\frac{a}{\rho_{c}}\left[\frac{-3(1+\omega)}{a} \rho-\frac{2 \rho}{H \dot{a}}\left(\frac{-4 \pi G}{3}(1+3 \omega) \rho-H^{2}\right)\right] \\
& =\Omega(-3(1+\omega)+\Omega(1+3 \omega)+2) \\
& =\Omega(\Omega-1)(1+3 \omega) . \tag{2.46}
\end{align*}
$$



Figure 2.4: The plots of the density parameter as a function of $\ln a$.

This equation implies that the density parameter is deviated away from that of the flat universe if it slightly deviates from one at the early time. For an ordinary matter, this is a repelling behavior of the density parameter which obeys an inequality

$$
\begin{equation*}
\frac{d|\Omega-1|}{d \ln a}>0 ; 1+3 \omega>0 . \tag{2.47}
\end{equation*}
$$

This behavior of the density parameter is numerically illustrated in Figure 2.4. There is no problem if the density parameter at the present time is not equal one. But from the recent data of the observation, it indicates that $\Omega=1.02 \pm 0.05$ [7] which makes the universe at the early time (at the nucleosynthesis time) is extremely flat, $\Omega=1 \pm 90^{-12}[6]$. This is a curious behavior of the universe and is referred to as the "flatness problem." U $\quad$ ?"

### 2.2.2 The Horizon Problem ${ }^{\sigma}$ h

In this subsection, we discuss why the standard Big Bang model cannot describe the thermal equilibrium in the CMB. First, let us consider the horizon size of the universe, $d_{H}$, which is defined as a distance that a photon travels from the moment of the Big Bang. This distance can be approximated as $d_{H} \sim t \sim H^{-1}$. Thus any two points, which are separated by more than the horizon size, cannot have ever been in causal contact and therefore cannot be in thermal equilibrium. Next, we consider the physical distance, $d_{p}$, between any two points in the sky. This
distance is scaled by the scale factor with respect to the comoving distance, and thus can be approximated as $d_{p} \sim a$. Consider a constant quantity expressed in terms of the ratio of two distances and $|\Omega-1|$,

$$
\begin{equation*}
\left(\frac{d_{p}}{d_{H}}\right)^{2}|\Omega-1|=\left(\frac{a}{H^{-1}}\right)^{2} \frac{|k|}{a^{2} H^{2}}=\text { const. } \tag{2.48}
\end{equation*}
$$

Thus the derivative of this quantity vanishes,

$$
\begin{equation*}
2|\Omega-1| \frac{d}{d \ln a}\left(\frac{d_{p}}{d_{H}}\right)+\left(\frac{d_{p}}{d_{H}}\right)^{2} \frac{d|\Omega-1|}{d \ln a}=0 . \tag{2.49}
\end{equation*}
$$

Using the condition (2.47), we obtain a condition which leads to the horizon problem:

$$
\begin{equation*}
\frac{d}{d \ln a}\left(\frac{d_{p}}{d_{H}}\right)<0 ; 1+3 \omega>0 \tag{2.50}
\end{equation*}
$$

This equation implies that the physical distance stretches more slowly than the horizon size. This implies that the physical distance between any two points was larger than the horizon size at the early time. However, the photons began to travel freely about 300,000 years after the Big Bang (the decoupling time which will be discussed in the next chapter), so the photons had 300,000 years to be in causal contact. But this 300,000 years corresponds to a degree of the angular distance in the sky which is not large enough to describe the uniform temperature of the CMB radiation that is uniform over the entire sky to one part in $10^{5}$. This shortcoming of the Big Bang model is called the horizon problem. Other shortcomings of this model such as the entropy and magnetic monopole problems can be found in general textbooks [2,3]. In this thesis, we discuss only the flatness and horizon problems in order to introduce the inflationary model.

### 2.2.3 The Inflation of the Early Universe

The solution of both flatness and horizon problems can be obtained by considering the conditions (2.47) and (2.50) leading to the flatness and horizon problems, and the Raychuadhuri equation (2.40). The idea of the model, which can solve the problems, is to assume that the universe expanded with an acceleration at some period in the early time [4]. The Raychuadhuri equation tells us that this is possible only if the "matter" in the universe has a negative pressure $(\omega<-1 / 3)$ during that period of time. People call this period the inflation period. This model causes the repelling behavior in Figure 2.4 to change to the attracting behavior during the period of inflation, and thus it is not necessary that the universe needs
to be extremely flat before the inflationary period (in other words, the energy density can differ from the critical density); this solves the flatness problem. As for the horizon problem, the rapid expansion of the universe during the inflation period causes any two points that used to be in causal contact (that is, in thermal equilibrium) before the inflation to become far apart more than the horizon size when the inflation ends. This means that any two points that might appear to us that they have never been in thermal contact according to the Big Bang model were indeed in thermal contact at the early time. Thus there is no horizon problem if one assumes the inflation period at the early time.

In order to solve the problems exactly, one needs the solution of the question "how should the universe be expanded?," or in the other words, "how long must the universe be maintained in the inflation period?" Conveniently, one chooses the extreme condition in which $\omega=-1$ during the period of inflation. This condition leads to the constant Hubble parameter (from the Friedmann equations (2.38)(2.39)) and the constant energy density (from the conservation of energy (2.33)), and the resulting model is called the "de Sitter stage." In order to determine period of the inflation one introduces a new parameter $N$, called the number of e-folding, which is defined as

where $N=H_{I}\left(t_{e}-t_{i}\right)$, and $t_{e}, t_{i}$ and $H_{I}$ denote the ending time, the initial time of inflation and the constant Hubble parameter in the inflation period respectively. The condition that must be satisfied/in order to solve the horizon problem is that the physical distance $d_{p}$ at the initial time of inflation must besmaller than the
horizon size $d_{H}=H_{I}^{-1}$ during inflation. Using this condition, one obtains

$$
\begin{aligned}
d_{p}\left(t_{i}\right) & =d_{H}\left(t_{0}\right)\left(\frac{a\left(t_{e}\right)}{a\left(t_{0}\right)} \frac{a\left(t_{i}\right)}{a\left(t_{e}\right)}\right)<d_{H}\left(t_{i}\right) \\
& =d_{H}\left(t_{0}\right)\left(\frac{T\left(t_{0}\right)}{T\left(t_{e}\right)} e^{-N}\right)<d_{H}\left(t_{i}\right) \\
\Rightarrow \quad N & >\ln \left(\frac{T\left(t_{0}\right)}{T\left(t_{e}\right)}\right)+\ln \left(\frac{d_{H}\left(t_{0}\right)}{d_{H}\left(t_{i}\right)}\right) \\
& \sim \ln \left(\frac{T\left(t_{0}\right)}{T\left(t_{e}\right)}\right)+\ln \left(\frac{T^{2}\left(t_{e}\right)}{T^{2}\left(t_{0}\right)}\right) \\
& =\ln \left(\frac{T\left(t_{e}\right)}{T\left(t_{0}\right)}\right)=\ln \left(\frac{10^{15} \mathrm{GeV}}{10^{-13} \mathrm{GeV}}\right)
\end{aligned}
$$

$$
\begin{equation*}
N>65, \tag{2.52}
\end{equation*}
$$

where $t_{0}$ denotes the present time and $T\left(t_{e}\right)$ is the temperature at the end of inflation. Above, we have used $a \propto T^{-1}$ and $d_{H}=H^{-1} \sim m_{p l} \rho_{R}^{-1 / 2} \sim m_{p l} a^{2} \sim$ $m_{p l} T^{-2}$. That the universe must have a negative pressure during inflation implies that inflation is the period in which the vacuum energy dominates. This statement can be understood by imagining that, during that period, the universe expands very rapidly and thus dilutes all particles in the universe, hence the vacuum energy dominates eventually.

An important thing that needs to be mentioned is that, if we assume that the universe is in the de Sitter stage with $\omega=-1$ during inflation, then the universe must rapidly expand forever because $\omega$ is a constant value. Such a situation surely cannot occur in reality, otherwise the universe would be filled with the vacuum energy forever and there would be no matter that we see around us nowadays. The way out of this difficulty is that the universe has to be approximately de Sitter during inflation and the de Sitter characteristic of the space-time dies away at later time. It turns out that, to achieve this, a scalar field called an inflation with appropriate dynamics is needed to drive inflation. This will be discussed in


### 2.2.4 Dynamics of Inflation

As we have mentioned in the previous subsection, the scalar field is the best choice as the driving source of inflation. Generally, one chooses a real scalar field, $\varphi$, which is coupled to the gravity and has the potential $V(\varphi)$. This real scalar
field is called an "inflaton," and the action can be written as

$$
\begin{align*}
S & =\int d^{4} x \sqrt{-g} \mathcal{L} \\
& =-\int d^{4} x \sqrt{-g}\left[\frac{1}{2} g^{\mu \nu} \partial_{\mu} \varphi \partial_{\nu} \varphi+V(\varphi)\right] . \tag{2.53}
\end{align*}
$$

To obtain the equation of motion, we perform a variation of this action with respect to the inflation field and set it to zero:

$$
\begin{align*}
\delta S & =-\int d^{4} x \sqrt{-g}\left[g^{\mu \nu} \partial_{\mu} \varphi \delta\left(\partial_{\nu} \varphi\right)+\frac{\delta V(\varphi)}{\delta \varphi} \delta \varphi\right] \\
0 & =-\int d^{4} x\left(\partial_{\nu}\left[g^{\mu \nu} \sqrt{-g} \partial_{\mu} \varphi \delta \varphi\right]-\left[\partial_{\nu}\left(g^{\mu \nu} \sqrt{-g} \partial_{\mu} \varphi\right)-\sqrt{-g} \frac{\delta V(\varphi)}{\delta \varphi}\right] \delta \varphi\right) \\
0 & =\frac{1}{\sqrt{-g}} \partial_{\nu}\left(g^{\mu \nu} \sqrt{-g} \partial_{\mu} \varphi\right)-\frac{\delta V(\varphi)}{\delta \varphi} . \tag{2.54}
\end{align*}
$$

Thus the equation of motion of the inflaton field is

$$
\begin{equation*}
\ddot{\varphi}+3 H \dot{\varphi}+\partial_{\varphi} V(\varphi)=0 \tag{2.55}
\end{equation*}
$$

This equation of motion can be written in terms of the conformal time as

$$
\begin{equation*}
\varphi^{\prime \prime}+2 \mathcal{H} \varphi^{\prime}+a^{2} \partial_{\varphi} V(\varphi)=0 . \tag{2.56}
\end{equation*}
$$

In the above equations, $\nabla^{2} \varphi$ vanishes due to the fact that the scalar field is homogeneous and isotropic. Next, we consider the energy-momentum tensor in the universe. By assuming that the inflaton dominates at the early time, we get

$$
\begin{align*}
T_{\mu \nu} & =\partial_{\mu} \varphi \partial_{\nu} \varphi+\mathcal{L} g_{\mu \nu} \\
& =\partial_{\mu} \varphi \partial_{\nu} \varphi-g_{\mu \nu}\left(\frac{1}{2} g^{\alpha \beta} \partial_{\alpha} \varphi \partial_{\beta} \varphi+V(\varphi)\right),  \tag{2.57}\\
T_{\nu}^{\mu} & =g^{\mu \rho} T_{\rho \nu} \varphi \text {. } \\
& =g^{\mu \rho} \partial_{\rho} \varphi \partial_{\nu} \varphi-g^{\mu \rho} g_{\rho \nu}\left(\frac{1}{2} g^{\alpha \beta} \partial_{\alpha} \varphi \partial_{\beta} \varphi+V(\varphi)\right) . \tag{2.58}
\end{align*}
$$

For the ( 00 )-component, one obtains

$$
\begin{align*}
T_{0}^{0} & =g^{0 \rho} T_{\rho 0} \\
-\rho & =g^{0 \rho} \partial_{\rho} \varphi \partial_{0} \varphi-g^{0 \rho} g_{\rho 0}\left(\frac{1}{2} g^{\alpha \beta} \partial_{\alpha} \varphi \partial_{\beta} \varphi+V(\varphi)\right) \\
-\rho & =-\dot{\varphi}^{2}-\left(-\frac{1}{2} \dot{\varphi}+\frac{1}{2} a^{-2} \nabla^{2} \varphi+V(\varphi)\right) \\
\rho & =\frac{1}{2} \dot{\varphi}+V(\varphi), \tag{2.59}
\end{align*}
$$

and, by considering the ( $i j$ )-components, one gets

$$
\begin{align*}
T_{j}^{i} & =g^{i \rho} T_{\rho j} \\
p \delta_{j}^{i} & =g^{i \rho} \partial_{\rho} \varphi \partial_{j} \varphi-g^{i \rho} g_{\rho j}\left(\frac{1}{2} g^{\alpha \beta} \partial_{\alpha} \varphi \partial_{\beta} \varphi+V(\varphi)\right) \\
p \delta_{j}^{i} & =a^{-2} \delta_{j}^{i} \nabla^{2} \varphi-\delta_{j}^{i}\left(-\frac{1}{2} \dot{\varphi}+\frac{1}{2} a^{-2} \nabla^{2} \varphi+V(\varphi)\right) \\
p & =\frac{1}{2} \dot{\varphi}-V(\varphi) . \tag{2.60}
\end{align*}
$$

From the condition of inflation $\rho+3 p<0$, one obtains

$$
\begin{align*}
\rho & <-3 p \\
\varphi) & <-3\left(\frac{1}{2} \dot{\varphi}-V(\varphi)\right)  \tag{2.61}\\
\dot{\varphi} & <V(\varphi) .
\end{align*}
$$

This is the condition for dynamical inflation which results in the so-called "quaside Sitter stage" of the universe. In order to recover the de Sitter stage, one takes an extreme limit $\dot{\varphi} \rightarrow 0$ (and therefore the inflation field is approximately constant) so that $\rho=-p$. In this limit, the Friedmann equation takes the form

$$
\begin{align*}
\left(\frac{\dot{a}}{a}\right)^{2}=H^{2} & =\frac{1}{3 m_{p l}^{2}}\left(\frac{1}{2} \dot{\varphi}^{2}+V(\varphi)\right) \\
& =\frac{V(\varphi)}{3 m_{p l}^{2}}=\text { constant } . \tag{2.62}
\end{align*}
$$

Note that we have considered the Friedmann equation in the flat space, $k=0$. In this de Sitter limit, the potential is constant and so there is no dynamics of inflation. In the real situation, the universe has to be in the quasi-de Sitter stage, and one allows the potential to depend on time with the condition that $(1 / 2) \dot{\varphi}^{2} \ll V(\varphi)$ (so as to make the universe almost de Sitter) for a sufficiently long period of time. The physical meaning of this condition is that the inflaton slow-rolls in the flat potential and this implies the domination of the friction term in the equation of motion. Thus, one can approximate the equation of motion as
and the Friedmann equation in the quasi-de Sitter stage can be approximated as

$$
\begin{equation*}
H^{2}(t)=\frac{V[\varphi(t)]}{3 m_{p l}^{2}} \tag{2.64}
\end{equation*}
$$

This is known as the "slow-roll approximation." At this point, it is appropriate to defined some appropriate parameters, known as the slow-roll parameters, relevant to the dynamics of inflation. The first one is

$$
\begin{equation*}
\epsilon=-\frac{\dot{H}}{H^{2}} \tag{2.65}
\end{equation*}
$$

This slow-roll parameter can be written in terms of the potential of the inflaton by differentiating $H^{2}$ with respect to the cosmic time, and then using the slow-roll condition (2.63):

$$
\begin{align*}
\epsilon(\varphi) & =-\frac{\dot{H}}{H^{2}} \\
& =-\frac{1}{2 H^{3}} \frac{d H^{2}}{d t} \\
& =-\frac{V^{\prime}(\varphi) \dot{\varphi}}{6 m_{p l}^{2} H^{3}} \\
& =\frac{1}{2 m_{p l}^{2}} \frac{\dot{\varphi}^{2}}{H^{2}}  \tag{2.66}\\
& =\frac{m_{p l}^{2}}{2}\left(\frac{V^{\prime}(\varphi)}{V(\varphi)}\right)^{2} \tag{2.67}
\end{align*}
$$

The importance of this parameter can be seen if one notices that the second derivative of the scale factor can be expressed as

$$
\begin{equation*}
\frac{a}{a}=H^{2}(1-\epsilon(\varphi)) . \tag{2.68}
\end{equation*}
$$

This equation implies that the de Sitter stage corresponds to $\epsilon=0$. For the quasi-de Sitter stage, $\epsilon<1$ and the change of the slow-roll parameter depends on the shape of the potential. Generally, the inflation starts with the inflaton slowly rolling in the flat potential and this corresponds to $\epsilon \rightarrow 0$. After that the potential is no longer flat, the kinetic term of the inflaton dominates and so $\epsilon \rightarrow 1$, which corresponds to the period that inflation stops. After inflation ends, the inflaton oscillates about the minimum of the potential well. Then the inflaton decays and creates the ordinary particles; this makes the universe thermalized. This is known as the "reheating period" [8]. Another slow-roll parameters can be calculated in

$$
\begin{align*}
& \text { the similar way and are defined by } \\
& 66{ }^{2}(\varphi)=m_{p l}^{2}\left(\frac{V^{\prime \prime}(\varphi)}{V(\varphi)}\right)=\frac{\sqrt{1}}{3}\left(\frac{V^{\prime \prime}(\varphi)}{H^{2}}\right) \text {, } \tag{2.69}
\end{align*}
$$

These slow-roll parameters can be written in terms of the conformal time as

$$
\begin{align*}
& \epsilon(\varphi)=1-\frac{\mathcal{H}^{\prime}}{\mathcal{H}^{2}}=\frac{1}{2 m_{p l}^{2}}\left(\frac{\varphi^{\prime}}{\mathcal{H}^{2}}\right),  \tag{2.71}\\
& \delta(\varphi)=\eta(\varphi)-\epsilon(\varphi)=1-\frac{\varphi^{\prime \prime}}{\mathcal{H} \varphi^{\prime}} . \tag{2.72}
\end{align*}
$$

Finally, by using (2.51) and (2.64), the number of e-fold can be written as

$$
\begin{equation*}
N=\frac{1}{m_{p l}^{2}} \int_{\varphi_{f}}^{\varphi_{i}} \frac{V(\varphi)}{V^{\prime}(\varphi)} d \varphi . \tag{2.73}
\end{equation*}
$$



Figure 2.5: The dynamics in the large-field model.

The number of e-fold, which must be greater than 65 , will constrain the potential. We will calculate it in the next subsection.

### 2.2.5 Classification of Inflationary Models

Since the dynamics of the inflaton field depend on the shape of the potential, $V(\phi)$, we can classify the dynamies into three classes. They are the large-field model, the small-field model and the hybrid model.

- The large-field model

In the large-field model, the initial value of the inflaton is assumed to be large. We consider the situation where the inflaton evolves from the initial large value to a small value as illustrated/in Figure 2.5. The generic potential of this type is
where $p$ is an integer number. The shape of the potential in (2.74) is controlled by two mass-dimensional parameters $\Lambda$ and $\mu$. The parameter $\Lambda$ corresponds to the vacuum energy density during inflation, while the parameter $\mu$ gives us the width of the potential and corresponds to the change of the inflaton field $\Delta \varphi$. As an example, we consider the quadratic inflaton potential with $\Lambda=\mu=m / \sqrt{2}$ where $m$ is the mass of the inflaton. Thus the potential takes the form

$$
\begin{equation*}
V(\varphi)=\frac{1}{2} m^{2} \varphi^{2} . \tag{2.75}
\end{equation*}
$$

From this potential, equations (2.63) and (2.64) become

$$
\begin{equation*}
H^{2}=\frac{m^{2} \varphi^{2}}{6 m_{p l}^{2}} \tag{2.76}
\end{equation*}
$$

and

$$
\begin{equation*}
3 H \dot{\varphi}+m^{2} \varphi \simeq 0 \tag{2.77}
\end{equation*}
$$

Using $H$ in (2.76), we can solve (2.77) to get

$$
\begin{equation*}
\varphi \cong \varphi_{i}-\sqrt{\frac{2}{3}} m m_{p l} t \tag{2.78}
\end{equation*}
$$

By substituting this solution back into (2.76), the scale factor takes the form

$$
\begin{equation*}
a \cong a_{i} \exp \left[\frac{m}{\sqrt{6} m_{p l}}\left(\varphi_{i} t-\sqrt{\frac{2}{3}} m m_{p l} t^{2}\right)\right] . \tag{2.79}
\end{equation*}
$$

We now have three parameters, $\varphi_{f}, \varphi_{i}$ and $m$, to determine. First, let us consider the slow-roll parameters which, in this case, take the form

$$
\begin{equation*}
\epsilon \ll=\eta=\frac{2 m_{p l}^{2}}{\varphi^{2}} . \tag{2.80}
\end{equation*}
$$

The inflation ends when $\epsilon=1$,so the value of the inflaton at the end of inflation reads $\varphi_{f}=\sqrt{2} m_{p l}$. After this, the inflaton will oscillate and will enter the reheating period. Second, the initial inflaton field can be determined from the number of e-fold which takes the form

$$
\begin{equation*}
N=\frac{\left(\varphi_{i}^{2}-2 m_{p l}^{2}\right)}{4 m_{p l}^{2}}>65 . \tag{2.81}
\end{equation*}
$$

This constraint constrains the initial value of the inflaton $\varphi_{i}>16 m_{p l}$. This means that the initial value of the inflaton field is distributed chaotically, and so people call this type of model as the "chaotic inflationary model." Unfortunately, there is no particle physics motivation for this potential [2]. However, this model is useful for studying inflation. The mass of the inflaton can be determined by analyzing the data from observation [2] which yields the value of $m=1.8 \times 10^{13} \mathrm{GeV}=10^{-6} m_{p l}$.

- The small-field model

In opposite to the large-field model, the small-field model is the model in which the inflaton initially rolls down the potential from the small value of $\varphi$ to the large value of $\varphi$ where the potential is minimum. The shape of the potential


Figure 2.6: The dynamics of the small-field model.
for the small-field model is illustrated in Figure 2.6. The generic potential of this type can be written as

$$
\begin{equation*}
V(\varphi)=\Lambda^{4}\left(1-(\varphi / \mu)^{p}\right) \tag{2.82}
\end{equation*}
$$

The popular potential in this case is the potential which gives the scale factor proportional to some power of the cosmic time, $a=a_{0} t^{p} ; p>1$. The model with this potential is called the "power-law inflation." The advantage of this potential is that the equation for the generation of the density perturbation can be solved exactly. In order to find the potential, one considers the Raychuadhuri and Friedmann equations which can be written as

$$
\begin{equation*}
\dot{H}=-\frac{\dot{\varphi}^{2}}{2 m_{p l}^{2}}=-\frac{p}{t^{2}} \tag{2.83}
\end{equation*}
$$

where $H=p \not t$. From this equation, one obtains the cosmic time as

By using the Friedmann equation and equation (2.83), one obtains

$$
\begin{align*}
H^{2} & =\frac{1}{3 m_{p l}^{2}}\left(\frac{1}{2} \dot{\varphi}^{2}+V(\varphi)\right) \\
\Rightarrow V(\varphi) & =3 m_{p l}^{2} \frac{p^{2}}{t^{2}}-\frac{1}{2} \dot{\varphi}^{2} \\
& =m_{p l}^{2}\left(\frac{\left(3 p^{2}-p\right)}{t^{2}}\right) \\
& =V_{0} \exp \left(-\sqrt{\frac{2}{p}} \frac{\varphi}{m_{p l}}\right), \tag{2.85}
\end{align*}
$$



Figure 2.7: The dynamics of the hybrid model.
where $V_{0}=m_{p l}^{2}\left(3 p^{2}-p\right)$. From this potential the slow-roll parameters can be determined immediately:

$$
\begin{equation*}
\epsilon=\frac{1}{p} \quad \eta=\frac{2}{p} \tag{2.86}
\end{equation*}
$$

This slow-roll parameters are constant; this implies that the inflation will never end. This is the disadvantage of the power-law inflation. However, as we have derived above, we are not concerned with the slow-roll approximation $\dot{\varphi}^{2} \ll V(\varphi)$. Then one can exactly solve the equation for the generic perturbation and this is the advantage of this model. $\qquad$

- The hybrid model 6

Both two models that we discussed above are the single-field model. We now present the model with the multiple-field potential. Indeed, this model contains only two scalar fields, whose dynamics are depicted in Figure 2.7. As shown this figure, one of the fields, $\varphi$, is responsible for the inflationary stage (similar to the large-field model), but the end of inflation is not at the origin. The other one, $\psi$, is responsible for the end of inflation, where the inflaton rapidly rolls down to the true minimum of the potential; this stage is just like the small-field model. Therefore, people call this model the hybrid model. However, if the inflaton slowly rolls in the second step, one has two stages of inflation and the model is called the "double-inflation model." An example of the potential for the hybrid model takes
the form

$$
\begin{equation*}
V=\frac{\lambda}{4}\left(\psi^{2}-\frac{M^{2}}{\lambda}\right)^{2}+\frac{1}{2} g^{2} \varphi^{2} \psi^{2}+\frac{1}{2} m^{2} \varphi^{2} . \tag{2.87}
\end{equation*}
$$

The transition between these two phases occurs when the sign of the mass parameter of $\psi$ changes, which occurs when $g^{2} \varphi^{2}-M^{2}=0$. Thus one can write this critical point as $\varphi_{c}=M / g$. The inflation stage corresponds to $\varphi>\varphi_{c}$ and stops when $\varphi<\varphi_{c}$. Thus the number of e-fold is determined by considering only the first part of evolution $\left(\varphi>\varphi_{c}\right)$, and takes the form

$$
\begin{equation*}
N \simeq \frac{M^{4}}{4 m^{2} m_{p l}^{2}} \ln \frac{\varphi_{i}}{\varphi_{c}} . \tag{2.88}
\end{equation*}
$$

In order to find the parameters in this model, one needs the exhaustive observation which is quite complicated because there are more parameters in the potential; this is a drawback of this model. However, some drawbacks of the single-field model are absent in this model, and moreover this model satisfies the particle theory due to the occurrence of the symmetry breaking in the end of inflation. The detail calculation is skipped due to its complication. However, a nice discussion of this calculation can be found in [2].
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## CHAPTER III

## COSMOLOGICAL PERTURBATION

As we mentioned in the previous chapter, the inflationary model not only solves the flatness and the horizon problems, but also provides us the mechanism of structure formations. The structure formations are originated from quantum fluctuations in the microscopic scales. Then the inflation magnifies them to be in the macroscopic scales and become a seed of the structures that we observe today. In this chapter we will determine the power spectrum by using the theory of cosmological perturbation, and the result will be compared with the observation in the last part of this chapter. For simplicity, we will discuss the fluctuations of a single scalar field in the first section. Next, we will offer some ideas of the metric perturbation in the second section. In the third section, we will determine the power spectrum of the scalar perturbation and the amplitude of the tensor perturbation by perturbing the Einstein field equation.

### 3.1 Scalar Field Fluctuations

Our goal of this section is to find the power spectrum of the generic fluctuation fields, which actually are the inflaton fields. Thus, in the first part of this section, we will define the power spectrum of the generic fluctuations. We then calculate the power spectrum of the fluctuation fields. The basic idea of this calculation which we are going to do can be applied to determine the power spectrum of the metric perturbation amplitudes.

### 3.1.1 The Power Spectrum of Generic Fluctuation Fields

The power spectrum is an important quantity which characterizes the properties of the perturbations. According to quantum field theory, a scalar field, $\varphi(\vec{x}, t)$, can be quantized by replacing it with the field operator $\hat{\varphi}(\vec{x}, t)$. In analogy with
quantum theory, the field operator obeys the equal-time commutation relations which take the form

$$
\begin{gather*}
{\left[\hat{\phi}(\vec{x}, t), \hat{\pi}\left(\vec{x}^{\prime}, t\right)\right]=i \delta^{3}\left(\vec{x}-\vec{x}^{\prime}\right),}  \tag{3.1}\\
{\left[\hat{\phi}(\vec{x}, t), \hat{\phi}\left(\vec{x}^{\prime}, t\right)\right]=0}  \tag{3.2}\\
{\left[\hat{\pi}(\vec{x}, t), \hat{\pi}\left(\vec{x}^{\prime}, t\right)\right]=0,} \tag{3.3}
\end{gather*}
$$

where $\hat{\pi}(\vec{x}, t)$ is the conjugate momentum of $\hat{\phi}(\vec{x}, t)$. Moreover, the field operator can be expanded in terms of the creation and the annihilation operators, $\hat{a}^{\dagger}$ and $\hat{a}$, respectively:

$$
\begin{equation*}
\hat{\phi}(\vec{x}, t)=\frac{1}{2} \int \frac{d^{3} k}{(2 \pi)^{3 / 2}}\left(\phi_{k}(t) e^{i k x} \hat{a}_{k}+\phi_{k}^{\dagger}(t) e^{-i k x} \hat{a}_{k}^{\dagger}\right) . \tag{3.4}
\end{equation*}
$$

Generally, the power spectrum of $\mathcal{P}(k)$ is defined by

$$
\begin{equation*}
\langle 0| \phi^{2}(\vec{x}, t)|0\rangle=\int \frac{d k}{k} \mathcal{P}(k) . \tag{3.5}
\end{equation*}
$$

The quantity on the left-hand side can be calculated by using the properties of the creation and annihilation operators such as $\hat{a}_{k}|0\rangle=0$ and $\langle 0| \hat{a}_{k}^{\dagger} \hat{a}_{k^{\prime}}|0\rangle=$ $\delta^{3}\left(k-k^{\prime}\right)$. The result is

$$
\begin{equation*}
\langle 0| \phi^{2}(\vec{x}, t)|0\rangle=\int \frac{d k}{k} \frac{k^{3}}{2 \pi^{2}}\left|\phi_{k}(t)\right|^{2} . \tag{3.6}
\end{equation*}
$$

Therefore, the power spectrum can be written as

$$
\begin{equation*}
\mathcal{P}_{\phi}(k)=\frac{k^{3}}{2 \pi^{2}}\left|\phi_{k}\left(t=t_{k}\right)\right|^{2}, \tag{3.7}
\end{equation*}
$$

where $t_{k}$ is the crossing time which we will discuss later. Moreover, the quantities relevant to the observation are the/spectral index, $n$, and the running of the spectral index, r. The spectral index for the-scalar perturbation is defined as
and the spectral index for the tensor perturbation is defined by

$$
\begin{equation*}
n_{T}=\frac{d \ln \mathcal{P}_{T}}{d \ln k} \tag{3.9}
\end{equation*}
$$

The running of the spectral index can be defined as

$$
\begin{equation*}
r_{s, T}=\frac{d n_{s, T}}{d \ln k} \tag{3.10}
\end{equation*}
$$

where the subscripts $s$ and $T$ denote the scalar perturbation and the tensor perturbation, respectively.

### 3.1.2 Dynamics of Scalar Fluctuation Fields

We begin this subsection by considering the action of a free scalar field which takes the form

$$
\begin{align*}
S & =\int d^{4} x \sqrt{-g} \mathcal{L} \\
& =-\int d^{4} x \sqrt{-g}\left[\frac{1}{2} g^{\mu \nu} \partial_{\mu} \varphi \partial_{\nu} \varphi+V(\varphi)\right] . \tag{3.11}
\end{align*}
$$

It is convenient to use the conformal time as the time coordinate. To consider a small fluctuation of $\varphi$, we let $\varphi \rightarrow \varphi+\delta \varphi=\varphi+\phi$, where $\phi$ is called the fluctuation field. Then, the perturbed action can be written as

$$
\begin{align*}
S[\varphi+\phi] & =S[\varphi]+S[\phi] \\
& =S[\varphi]+\int d^{4} x \sqrt{-g}\left(\frac{1}{2} g^{\mu \nu} \partial_{\mu} \phi \partial_{\nu} \phi-\frac{\partial^{2} V(\varphi)}{\partial \varphi^{2}} \phi^{2}\right) . \tag{3.12}
\end{align*}
$$

Actually, the second term in the integral above can be interpreted as the mass term which is of the same order as the slow-roll parameter, $V^{\prime \prime}(\varphi)=3 \eta_{\phi} H^{2}$. For convenience, one considers the massless scalar field, and so this term can be neglected. However, if one considers the massive scalar field, one can put this term back in the last step. In (3.12), we treat $\varphi$ as a classical background field, and the fluctuation field $\phi$ as a quantum field. Thus by using the Euler-Lagrange equation, the equation of motion takes the form


Note that this equation of motion can also be obtained by directly substituting $\varphi(\vec{x}, \eta)=\varphi_{0}(\eta)+\phi(\vec{x}, \eta)$ into the equation of motion of the inflaton field. In order to find the power spectrum, we must quantize this fluctuation field. By using (3.4), we canconsider $\phi$ as a function of the conformal time:

Let us consider the qualitative behavior of the solution to this equation. Since this equation looks complicated, we therefore consider two extreme cases with respect to the wavelength of perturbation, $\lambda$.

For the first case, $k \gg a H$ and this corresponds to the perturbation that has wavelength much smaller than the horizon size, $\lambda \ll H^{-1}$. In this regime, the friction term (second term) can be neglected and so equation (3.14) is reduced to

$$
\begin{equation*}
\phi_{k}^{\prime \prime}+k^{2} \phi_{k}=0 \tag{3.15}
\end{equation*}
$$

The solution of this equation can be easily obtained and takes the form $\phi_{k} \sim$ $\exp (i k \eta)$. This means that the fluctuation modes are the oscillating modes as long as their wavelengths are smaller than the horizon size.

For the second case, $k \ll a H$ and this corresponds to the fluctuation modes with wavelengths much larger than the horizon size, $\lambda \gg H^{-1}$. Thus, one can neglect the effect of the third term, and so equation (3.14) is reduced to

$$
\begin{equation*}
\phi_{k}^{\prime \prime}+2 a H \phi_{k}^{\prime}=0 . \tag{3.16}
\end{equation*}
$$

The solution of this equation is simply a constant. This implies that these fluctuation modes are frozen.

From this analysis, we can conclude that, as the scale factor increases faster than the horizon during inflation, the fluctuation modes, whose wavelengths are smaller than the horizon size, oscillate until their wavelengths are of the same order as the horizon size, these fluctuation modes then cease to oscillate and become frozen. After the inflation ends, the horizon expands faster than the scale factor. Thus, the fluctuations are frozen at some specific time, called the "crossing time." At some time after that, the fluctuations will reenter the horizon and oscillate again. Since one considers the fluctuation modes that reenter the horizon at the decoupling time, then these fluctuations will make the perturbations of the matter density and we observe them as a CMB anisotropies nowadays.

Next, we determine the exact solution of equation (3.14). For convenience, we let $u_{k}=a \phi_{k}$. Then the equation of motion changes to

$$
\begin{equation*}
u_{k}^{\prime \prime}+\left(k^{2}-\frac{a^{\prime \prime}}{a}\right) u_{k}=0 \tag{3.17}
\end{equation*}
$$

By using the relation from the quasi de Sitter stage (2.65),

$$
\begin{equation*}
\left.66 \rightarrow \frac{\mathcal{H}^{\prime}}{\mathcal{H}^{2}}=1-\epsilon, \quad \%\right\} \tag{3.18}
\end{equation*}
$$



$$
\begin{equation*}
=\mathcal{H}^{2}(2-\epsilon) . \tag{3.19}
\end{equation*}
$$

Using equation (3.18) again, one obtains

$$
\begin{align*}
d \mathcal{H} & =(1-\epsilon) \mathcal{H}^{2} d \eta \\
\mathcal{H} & =\frac{-1}{(1-\epsilon)} \frac{1}{\eta}, \\
\mathcal{H}^{2} & =(1+2 \epsilon) \frac{1}{\eta^{2}} \tag{3.20}
\end{align*}
$$

By substituting the above form of $\mathcal{H}$ into (3.19), we find

$$
\begin{equation*}
\frac{a^{\prime \prime}}{a}=\frac{1}{\eta^{2}}(2+3 \epsilon)=\frac{1}{\eta^{2}}\left(\nu^{2}-\frac{1}{4}\right), \tag{3.21}
\end{equation*}
$$

where $\nu=3 / 2+\epsilon$. Thus, the equation of motion becomes

$$
\begin{equation*}
u_{k}^{\prime \prime}+\left(k^{2}-\frac{1}{\eta^{2}}\left(\nu^{2}-1 / 4\right)\right) u_{k}=0 . \tag{3.22}
\end{equation*}
$$

By considering the differential equation of the Bessel function,

$$
\begin{equation*}
x^{2} \frac{d^{2}}{d x^{2}} J_{\nu}(k x)+x \frac{d}{d x} J_{\nu}(k x)+\left(x^{2} k^{2}-\nu^{2}\right) J_{\nu}(k x)=0 \tag{3.23}
\end{equation*}
$$

it is not hard to verify that the solution of equation (3.22) takes the form

$$
\begin{equation*}
u_{k}=\sqrt{-k \eta}\left(A_{k} J_{\nu}(-k \eta)+B_{k} N_{\nu}(-k \eta)\right), \tag{3.24}
\end{equation*}
$$

where $N_{\nu}(-k \eta)$ is the Neumann function. The constants $A_{k}$ and $B_{k}$ can be found by using the boundary conditions corresponding to the two limits discussed above. For the case $k \gg a H$ which corresponds to $-k \eta \gg \nu$, the fluctuation modes take the form

$$
\begin{align*}
u_{k} & =\sqrt{\frac{2}{\pi}}\left(A_{k} \cos (-k \eta-\nu \pi / 2-\pi / 4)+B_{k} \sin (-k \eta-\nu \pi / 2-\pi / 4)\right) \\
& \sim e^{-i k \eta} . \tag{3.25}
\end{align*}
$$

This implies $B_{k}=i A_{k}$. Thus, the general form of $u_{k}$ can be written as

$$
\begin{align*}
u_{k} & =\sqrt{-k \eta} C_{k} e^{i \frac{\pi}{2}(\nu+1 / 2)}\left(J_{\nu}(-k \eta)+i N_{\nu}(-k \eta)\right) \\
& =\sqrt{-k \eta} C_{k} e^{i \frac{\pi}{2}(\nu+1 / 2)}\left(H_{\nu}^{(1)}(-k \eta)\right) \tag{3.26}
\end{align*}
$$

where $H_{\nu}^{(1)}(-k \eta)$ is the first kind Hankel's function and $C_{k}$ are some constants that can be found by using the normalization in (3.1). Indeed, from the action of the fluctuation field in (3.12), the conjugate momentumpcan be written as

$$
\begin{align*}
\hat{\pi}(\vec{x}, \eta) & =a^{2} \frac{d \hat{\phi}(\vec{x}, \eta)}{d \eta} \\
& =\int \frac{d k}{(2 \pi)^{3 / 2}} a^{2}\left(\phi_{k}^{\prime} e^{i k x} \hat{a}_{k}+\phi_{k}^{\prime \dagger} e^{-i k x} \hat{a}_{k}^{\dagger}\right) \tag{3.27}
\end{align*}
$$

By calculating the commutator in (3.1), using the commutator of annihilation and creation operators,

$$
\begin{equation*}
\left[\hat{a}(\vec{k}), \hat{a}^{\dagger}\left(\vec{k}^{\prime}\right)\right]=\delta^{3}\left(\vec{k}-\vec{k}^{\prime}\right) \tag{3.28}
\end{equation*}
$$

and the property of the Bessel function,

$$
\begin{equation*}
J_{\nu}(x) N_{\nu}^{\prime}(x)-J_{\nu}^{\prime}(x) N_{\nu}(x)=\frac{2}{\pi x}, \tag{3.29}
\end{equation*}
$$

one finds that $C_{k}$ takes the form $\sqrt{\pi / 4 k}$. Thus, the exact solution can be expressed as

$$
\begin{equation*}
\phi_{k}=\sqrt{\pi / 4} e^{i \frac{\pi}{2}(\nu+1 / 2)} \frac{\sqrt{-\eta}}{a} H_{\nu}^{(1)}(-k \eta) . \tag{3.30}
\end{equation*}
$$

With this solution, one finds the power spectrum of the inflaton field as

$$
\begin{equation*}
\mathcal{P}_{\phi}(k)=\frac{k^{3}\left(-\eta_{k}\right)}{8 \pi a^{2}\left(\eta_{k}\right)}\left(J_{\nu}^{2}\left(-k \eta_{k}\right)+N_{\nu}^{2}\left(-k \eta_{k}\right)\right) . \tag{3.31}
\end{equation*}
$$

In this form, one cannot find the spectral index and the running spectral index. However, these parameters can be determined by using the adiabatic approximation. By doing that, it appears that the slow-roll parameters adiabatically change with time and the crossing time can be approximated as $-k \eta_{k} \rightarrow 0$. Thus the fluctuation modes take the form

$$
\begin{equation*}
\phi_{k}=\frac{e^{i \frac{\pi}{2}(\nu-1 / 2)}}{\sqrt{2 k}} \frac{2^{\nu-3 / 2}}{a} \frac{\Gamma(\nu)}{\Gamma(3 / 2)}(-k \eta)^{-\nu} \tag{3.32}
\end{equation*}
$$

where we have used the asymptotic form of Hankel's function,

$$
\begin{equation*}
H_{\nu}^{(1)}(x \ll 1)=\sqrt{2 / \pi} e^{-i \frac{\pi}{2}} 2^{\nu-3 / 2} \frac{\Gamma(\nu)}{\Gamma(3 / 2)} x^{-\nu} \tag{3.33}
\end{equation*}
$$

With this result, the power spectrum takes the form

where

$$
\begin{equation*}
\sqrt{6} A=\frac{2^{2 \epsilon} \bar{\Gamma}^{2}(3 / 2+\epsilon)}{\pi^{2}} \frac{(1-\epsilon)}{\Gamma^{2}(3 / 2)}(1-\epsilon)^{2(1+\epsilon)}(a H)^{2 \epsilon} H^{2} \tag{3.35}
\end{equation*}
$$

and the spectral index can be written as $n=1-2 \epsilon$. Furthermore, the power spectrum and the spectral index of the massive scalar fields can be determined by replacing $\nu^{2}$ with $\nu_{m}^{2}=\nu^{2}-3 \eta_{\phi}$ and $\nu_{m}=3 / 2+\epsilon-\eta_{\phi}$. Thus, the power spectrum and the spectral index can be expressed as

$$
\begin{equation*}
\mathcal{P}_{m \phi}(k)=A_{m} k^{2\left(\eta_{\phi}-\epsilon\right)}, \tag{3.36}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{m}=\frac{2^{2\left(\epsilon-\eta_{\phi}\right)}}{\pi^{2}} \frac{\Gamma^{2}\left(3 / 2+\epsilon-\eta_{\phi}\right)}{\Gamma^{2}(3 / 2)}(1-\epsilon)^{2\left(1+\epsilon-\eta_{\phi}\right)}(a H)^{2\left(\epsilon-\eta_{\phi}\right)} H^{2}, \tag{3.37}
\end{equation*}
$$

and $n_{m}=1-2 \epsilon+2 \eta_{\phi}$.

### 3.2 The Metric Perturbation

As we have mentioned in the previous section, the structures that we can observe nowadays are generated from the quantum fluctuations which become classical perturbations by the inflation. Moreover, we have shown that the generic scalar field can fluctuate in the inflation period. Since, the inflaton dominates in that period, then the generic scalar field is the inflaton field. Therefore, in this subsection, we will show that the inflaton field also causes the perturbation in the curvature through the Einstein equation, $\delta \varphi \Rightarrow \delta T_{\mu \nu} \Rightarrow \delta g_{\mu \nu}$. On the other hand, the perturbation of the curvature will also generate the fluctuation in the inflaton field, $\delta g_{\mu \nu} \Rightarrow \delta \varphi$. This coupling between the perturbations of curvature and scalar field, $\delta g_{\mu \nu} \Leftrightarrow \delta \varphi$, allows us to determine both the metric and inflaton field perturbations at the same time.

The metric fluctuations can be considered in the same way as the scalar field fluctuations in that one expresses the metric as a linear combination of the background metric (FRW metric) and the small fluctuation metric,

$$
\begin{equation*}
g_{\mu \nu}=g_{\mu \nu}^{(0)}(t)+g_{\mu \nu}(\vec{x}, t) . \tag{3.38}
\end{equation*}
$$

Generally, the metric perturbation can be decomposed into three parts, namely, the scalar, the vector, and the tensor perturbations, according to their spins. In this thesis, we will consider only the scalar and the tensor perturbations. The vector perturbation can be neglected because it corresponds to the rotationalvelocity fields which are not excited during the inflation stage.

### 3.2.1 Scalar Perturbation ลถาบนนวทยยบริการ

In this subsection, we will determine the power spectrum of the scalar perturbation by perturbing the Einstein equation. Generally, the metric with the scalar perturbation takes the form

$$
g_{\mu \nu}=a^{2}\left(\begin{array}{cc}
-1-2 A & \partial_{i} B  \tag{3.39}\\
\partial_{i} B & (1-2 \psi) \delta_{i j}+D_{i j} E
\end{array}\right),
$$

where $D_{i j}=\left(\partial_{i} \partial_{j}-\frac{1}{3} \delta_{i j} \nabla^{2}\right)$, and $A, B, \psi, E$ are the perturbation parameters which have small values. To find the inverse metric, $g^{\mu \nu}$, one writes

$$
g^{\mu \nu}=\frac{1}{a^{2}}\left(\begin{array}{cc}
-1+x & \partial_{i} y  \tag{3.40}\\
\partial_{i} y & (1+2 \chi) \delta^{i j}+D^{i j} z
\end{array}\right)
$$

where $x, y, z$, and $\chi$ can be calculated by using the relation

$$
\begin{equation*}
g^{\mu \alpha} g_{\alpha \nu}=\left(g_{(0)}^{\mu \alpha}+g^{\mu \alpha}\right)\left(g_{\alpha \nu}^{(0)}+g_{\alpha \nu}\right)=\delta_{\nu}^{\mu} . \tag{3.41}
\end{equation*}
$$

By considering the $(0,0)$ component, we find

$$
\begin{align*}
g^{0 \alpha} g_{\alpha 0} & =g^{00} g_{00}+g^{0 i} g_{i 0} \\
& =(-1+x)(-1-2 A)+\partial_{i} B \partial_{i} y \\
& =1+x+2 A=1, \\
\Rightarrow \quad x & =2 A . \tag{3.42}
\end{align*}
$$

Note that we kept only the terms of linear order in perturbations in the above calculation. Similarly, the consideration of the ( $0, i$ ) components gives

$$
\begin{align*}
g^{0 \alpha} g_{\alpha i} & =g^{00} g_{0 i}+g^{0 j} g_{j i} \\
& =(-1+2 A)\left(\partial_{i} B\right)+\partial^{j} Y\left[(1-2 \psi) \delta_{j i}+D_{j i} E\right] \\
& =-\partial_{j} B+\partial^{i} y \delta_{i j}=0,  \tag{3.43}\\
\Rightarrow \quad y & =B .
\end{align*}
$$

For the $(i, j)$ components, one obtains

$$
\begin{align*}
& \begin{aligned}
g^{i \alpha} g_{\alpha j} & =g^{i 0} g_{0 j}+g^{0 k} g_{k j} \\
& =\partial^{i} B \partial_{j} B+\left((1+2 \chi) \delta^{i k}+D^{i k} z\right)\left((1-2 \psi) \delta_{k j}+D_{k j} E\right) \\
& =(1-2 \psi+2 \chi) \delta_{j}^{i}+D_{j}^{i} E+D_{j}^{i} z=\delta_{j}^{i}, \\
\Rightarrow \quad \chi & =\psi ; \quad z=-E .
\end{aligned} \\
& \text { Thus, } g^{\mu \nu} \text { can be expressed in the form }
\end{align*}
$$

We now determine the perturbed affine connection by using the above metric. The background affine connection takes the form oqu b bl

$$
\begin{equation*}
\Gamma_{\beta \gamma}^{\alpha}=\frac{1}{2} g^{\alpha \rho}\left(\partial_{\beta} g_{\rho \gamma}+\partial_{\gamma} g_{\beta \rho}-\partial_{\rho} g_{\beta \gamma}\right) \tag{3.46}
\end{equation*}
$$

with $g_{\mu \nu}$ being the FRW metric. One of the components of this affine connection is

$$
\begin{equation*}
\Gamma_{00}^{0}=\frac{1}{2} g^{00}\left(\partial_{0} g_{00}+\partial_{0} g_{00}-\partial_{0} g_{00}\right)=\frac{1}{2} \frac{1}{a^{2}} \partial_{0} a^{2}=\frac{a^{\prime}}{a} . \tag{3.47}
\end{equation*}
$$

Other components can also be determined in the same way. The results are

$$
\begin{equation*}
\Gamma_{0 j}^{i}=\frac{a^{\prime}}{a} \delta_{j}^{i} ; \quad \Gamma_{i j}^{0}=\frac{a^{\prime}}{a} \delta_{i j} ; \tag{3.48}
\end{equation*}
$$

$$
\begin{equation*}
\Gamma_{00}^{i}=\Gamma_{0 i}^{0}=\Gamma_{j k}^{i}=0 \tag{3.49}
\end{equation*}
$$

We next calculate the affine connection perturbation which takes the form

$$
\begin{align*}
\delta \Gamma_{\beta \gamma}^{\alpha}= & \frac{1}{2} \delta g^{\alpha \rho}\left(\partial_{\beta} g_{\rho \gamma}+\partial_{\gamma} g_{\beta \rho}-\partial_{\rho} g_{\beta \gamma}\right) \\
& +\frac{1}{2} g^{\alpha \rho}\left(\partial_{\beta} \delta g_{\rho \gamma}+\partial_{\gamma} \delta g_{\beta \rho}-\partial_{\rho} \delta g_{\beta \gamma}\right), \tag{3.50}
\end{align*}
$$

where $\delta g_{\mu \nu}$ represents the metric perturbation, which is the scalar perturbation in this case. Its components are as follows:

$$
\begin{align*}
& \delta \Gamma_{00}^{0}=\frac{1}{2}\left(\delta g^{00} \partial_{0} g_{00}+\delta g^{0 i} \partial_{0} g_{i 0}+\delta g^{00} \partial_{0} g_{00}\right. \\
& \left.+\delta g^{0 i} \partial_{0} g_{0 i}-\delta g^{00} \partial_{0} g_{00}-\delta g^{0 i} \partial_{i} g_{00}\right) \\
& +\frac{1}{2}\left(g^{00} \partial_{0} \delta g_{00}+g^{0 i} \partial_{0} \delta g_{i 0}+g^{00} \partial_{0} \delta g_{00}\right. \\
& \left.+g^{0 i} \partial_{0} \delta g_{0 i}-g^{00} \partial_{0} \delta g_{00}-g^{0 i} \partial_{i} \delta g_{00}\right) \\
& =\frac{1}{2}\left(\frac{-2 A}{a^{2}} 2 a a^{\prime}+\frac{1}{a^{2}} \partial_{0}\left(-2 A\left(-a^{2}\right)\right)\right) \\
& =\frac{1}{2}\left(\frac{-4 A a^{\prime}}{a}+\frac{4 A a^{\prime}}{a}+2 A^{\prime}\right)=A^{\prime},  \tag{3.51}\\
& \delta \Gamma_{0 i}^{0}=\frac{1}{2}\left(\delta g^{00} \partial_{0} g_{0 i}+\delta g^{0} \partial_{0} \partial_{j i}+\delta g^{00} \partial_{i} g_{00}\right. \\
& \left.+\delta g^{0 j} \partial_{i} g_{0 j}-\delta g^{00} \partial_{0} g_{0 i}-\delta g^{0 j} \partial_{j} g_{0 i}\right) \\
& +\frac{1}{2}\left(g^{00} \partial_{0} \delta g_{0 i}+g^{0 j} \partial_{0} \delta g_{j i}+g^{00} \partial_{\theta} \delta g_{00}\right. \\
& \left.+g^{0 j} \partial_{i} \delta g_{0 j}-g^{00} \partial_{0} \delta g_{0 i}-g^{0 j} \partial_{j} \delta g_{0 i}\right) \\
& =\frac{1}{2}\left(\frac{2 A}{a^{2}} \partial_{i}\left(-a^{2}(1+2 A)\right)+\frac{(-1+2 A)}{a^{2}} \partial_{i}\left(-a^{2} 2 A\right)+\frac{\partial^{j} B}{a^{2}} \partial_{0} a^{2} \delta_{i j}\right) \tag{3.52}
\end{align*}
$$

$$
\begin{align*}
& \text { ๆ}\left\{\Gamma_{00}^{i} \curvearrowright \frac{1}{2}\left(2 \delta g^{i 0} \partial_{0} g_{00}-\sigma 2 \delta g^{i j} \partial_{0} g_{0 j}-\delta g^{i 0} \partial_{0} g_{00}-\delta g^{i j} \partial_{j} g_{00}\right)\right. \\
& +\frac{1}{2}\left(2 g^{i 0} \partial_{0} \delta g_{00}+2 g^{i j} \partial_{0} \delta g_{0 j}-g^{i 0} \partial_{0} \delta g_{00}-g^{i j} \partial_{j} \delta g_{00}\right) \\
& =\frac{1}{2}\left(\frac{\partial^{i} B}{a^{2}} \partial_{0}\left(-a^{2}\right)+\frac{(2)}{a^{2}} \partial_{0}\left(a^{2} \partial^{i} B\right)-\frac{1}{a^{2}} \partial^{i}\left(-a^{2} 2 A\right)\right) \\
& =\frac{a^{\prime}}{a} \partial^{i} B+\partial^{i} B^{\prime}+\partial^{i} A, \tag{3.53}
\end{align*}
$$

$$
\begin{align*}
\delta \Gamma_{i j}^{0}= & \frac{1}{2}\left(2 \delta g^{00} \partial_{i} g_{0 j}+2 \delta g^{o k} \partial_{i} g_{k j}-\delta g^{00} \partial_{0} g_{i j}-\delta g^{0 k} \partial_{k} g_{i j}\right) \\
& +\frac{1}{2}\left(2 g^{00} \partial_{i} \delta g_{0 j}+2 g^{0 k} \partial_{i} \delta g_{k j}-g^{00} \partial_{0} \delta g_{i j}-g^{0 k} \partial_{k} \delta g_{i j}\right) \\
= & \frac{1}{2}\left(\frac{-2 A}{a^{2}} \partial_{0}\left(a^{2}\right) \delta_{i j}+\frac{(-2)}{a^{2}} \partial_{i}\left(a^{2} \partial_{j} B\right)-\frac{-1}{a^{2}} \partial_{0}\left(\left(-2 \psi \delta_{i j}+D_{i j} E\right) a^{2}\right)\right) \\
= & -2 A \frac{a^{\prime}}{a} \delta_{i j}-\partial_{i} \partial_{j} B-\psi \delta_{i j}+\frac{1}{2} D_{i j} E^{\prime}+\frac{a^{\prime}}{a}\left(-2 \psi \delta_{i j}+D_{i j} E\right),  \tag{3.54}\\
& \begin{aligned}
\delta \Gamma_{0 j}^{i}= & \frac{1}{2}\left(\delta g^{i 0} \partial_{0} g_{0 j}+\delta g^{i k} \partial_{0} g_{k j}+\delta g^{i 0} \partial_{j} g_{00}\right. \\
& \left.+\delta g^{i k} \partial_{j} g_{k o}-\delta g^{i 0} \partial_{0} g_{0 j}-\delta g^{i k} \partial_{k} g_{0 j}\right) \\
& +\frac{1}{2}\left(g^{i 0} \partial_{0} \delta g_{0 j}+g^{i k} \partial_{0} \delta g_{k j}+g^{i 0} \partial_{j} \delta g_{00}\right. \\
& \left.+g^{i k} \partial_{j} \delta g_{k 0}-g^{i 0} \partial_{0} \delta g_{0 j}-g^{i k} \partial_{k} \delta g_{0 j}\right) \\
= & \frac{1}{2}\left(\frac{2 \psi \delta^{i k}-D^{i k} E}{a^{2}} \partial_{0} a^{2} \delta_{k j}+\frac{\delta^{i k}}{a^{2}} \partial_{j}\left(\partial_{k} B a^{2}\right)\right. \\
& \left.+\frac{\delta^{i k}}{a^{2}} \partial_{0}\left(\left(-2 \psi \delta_{k j}+D_{k j} E\right) a^{2}\right)-\frac{\delta^{i k}}{a^{2}} \partial_{k}\left(\partial_{j} B a^{2}\right)\right) \\
= & -\psi^{\prime} \delta_{j}^{i}+\frac{1}{2} D_{j}^{i} E^{\prime},
\end{aligned}
\end{align*}
$$

and

$$
\left.\begin{array}{rl}
\delta \Gamma_{j k}^{i}= & \frac{1}{2}\left(\delta g^{i 0} \partial_{j} g_{0 k}+\delta g^{i l} \partial_{j} g_{l j}+\delta g^{i 0} \partial_{k} g_{0 j}\right. \\
& \left.+\delta g^{i l} \partial_{k} g_{l j}-\delta g^{i 0} \partial_{0} g_{j k}-\delta g^{i l} \partial_{l} g_{j k}\right) \\
& +\frac{1}{2}\left(g^{i 0} \partial_{j} \delta g_{0 k}+g^{i l} \partial_{j} \delta g_{l k}+g^{i 0} \partial_{k} \delta g_{0 j}\right. \\
& \left.+g^{i l} \partial_{k} \delta g_{l j}-g^{i 0} \partial_{0} \delta g_{j k}-g^{i l} \partial_{l} \delta g_{j k}\right)
\end{array}\right\}
$$

In order to determine the left-hand side of the perturbed Einstein equation, one must calculate the perturbed Ricci tensor and the perturbed Ricci scalar. The Ricci tensor is defined as

$$
\begin{equation*}
R_{\mu \nu}=\partial_{\alpha} \Gamma_{\mu \nu}^{\alpha}-\partial_{\mu} \Gamma_{\nu \alpha}^{\alpha}+\Gamma_{\sigma \alpha}^{\alpha} \Gamma_{\mu \nu}^{\sigma}-\Gamma_{\sigma \nu}^{\alpha} \Gamma_{\mu \alpha}^{\sigma} \tag{3.57}
\end{equation*}
$$

Thus, the $(0,0)$ component of the unperturbed Ricci tensor takes the form

$$
\begin{align*}
R_{00} & =\partial_{\alpha} \Gamma_{00}^{\alpha}-\partial_{0} \Gamma_{0 \alpha}^{\alpha}+\Gamma_{\sigma \alpha}^{\alpha} \Gamma_{00}^{\sigma}-\Gamma_{\sigma 0}^{\alpha} \Gamma_{0 \alpha}^{\sigma} \\
& =-\partial_{0} \Gamma_{0 i}^{i}+\Gamma^{i} 0 i \Gamma_{00}^{0}-\Gamma^{i} 0 i \Gamma_{0 i}^{i} \\
& =-3 \frac{a^{\prime \prime}}{a}+3\left(\frac{a^{\prime}}{a}\right)^{2} . \tag{3.58}
\end{align*}
$$

Other components can be calculated in the same way. The results are

$$
\begin{equation*}
R_{i j}=\left(\frac{a^{\prime \prime}}{a}+\left(\frac{a^{\prime}}{a}\right)^{2}\right) \delta_{i j} ; \quad R_{0 i}=0 \tag{3.59}
\end{equation*}
$$

The first-order perturbation of the Ricci tensor takes the form

$$
\begin{align*}
\delta R_{\mu \nu} & =\partial_{\alpha} \delta \Gamma_{\mu \nu}^{\alpha}-\partial_{\mu} \delta \Gamma_{\nu \alpha}^{\alpha}+\delta \Gamma_{\sigma \alpha}^{\alpha} \Gamma_{\mu \nu}^{\sigma}+\Gamma_{\sigma \alpha}^{\alpha} \delta \Gamma_{\mu \nu}^{\sigma} \\
& -\delta \Gamma_{\sigma \nu}^{\alpha} \Gamma_{\mu \alpha}^{\sigma}-\Gamma_{\sigma \nu}^{\alpha} \delta \Gamma_{\mu \alpha}^{\sigma} . \tag{3.60}
\end{align*}
$$

The $(0,0),(0, i),(i, j)$ components can be calculated as follows:

$$
\begin{align*}
\delta R_{00}= & \partial_{0} \delta \Gamma_{00}^{0}+\partial_{i} \delta \Gamma_{00}^{i}\left(\partial_{0} \delta \Gamma_{00}^{0}-\partial_{0} \delta \Gamma_{0 i}^{i}\right. \\
& +\delta \Gamma_{00}^{0} \Gamma_{00}^{0}+\delta \Gamma_{0 i}^{i} \Gamma_{00}^{0}+\Gamma_{00}^{0} \delta \Gamma_{00}^{0}+\Gamma_{0 i}^{i} \delta \Gamma_{00}^{0} \\
& -\delta \Gamma_{00}^{0} \Gamma_{00}^{0}-\delta \Gamma_{0 i}^{i} \Gamma_{0 i}^{i}+\Gamma_{00}^{0} \delta \Gamma_{00}^{0}-\Gamma_{0 i}^{i} \delta \Gamma_{0 i}^{i} \\
= & \partial_{i}\left(\frac{a^{\prime}}{a} \partial^{i} B+\partial^{i} B^{\prime}+\partial^{i} A\right)-3 \partial_{0}\left(-\psi^{\prime}+\frac{1}{2} D_{i}^{i} E^{\prime}\right)+A^{\prime} 3 \frac{a^{\prime}}{a} \\
& +3 \frac{a^{\prime}}{a}\left(-\psi^{\prime}+\frac{1}{2} D_{i}^{i} E^{\prime}\right)-2\left(3 \frac{a^{\prime}}{a}\right)\left(-\psi^{\prime}+\frac{1}{2} D_{i}^{i} E^{\prime}\right) \\
= & \frac{a^{\prime}}{a} \partial_{i} \partial^{i} B+\partial_{i} \partial^{i} B^{\prime}+\partial_{i} \partial^{i} A+3 \psi^{\prime \prime}+3 \frac{a^{\prime}}{a} A^{\prime}+3 \frac{a^{\prime}}{a} \psi^{\prime}, \tag{3.61}
\end{align*}
$$

$$
\begin{align*}
& \delta R_{0 i}=\partial_{0} \delta \Gamma_{0 i}^{0}+\partial_{j} \delta \Gamma_{0 i}^{j}-\partial_{0} \delta \Gamma_{i 0}^{0}-\partial_{0} \delta \Gamma_{i j}^{j} \\
& \text { 66 } \begin{aligned}
+\delta \Gamma_{j 0}^{0} \Gamma_{0 i}^{j} \uparrow \delta \Gamma_{k j}^{j} \Gamma_{0 i}^{k}+\Gamma_{00}^{0} \delta \Gamma_{0 i}^{0} \uparrow \Gamma_{0 j}^{j} \delta \Gamma_{0 i}^{0} \\
-\delta \Gamma_{00}^{j} \Gamma_{i j}^{0}-\delta \Gamma_{0 j}^{0} \Gamma_{i 0}^{j}-\Gamma_{00}^{0} \delta \Gamma_{i 0}^{0}-\Gamma_{0 j}^{k} \delta \Gamma_{i k}^{j}
\end{aligned} \\
& \text { จqNの }=\partial_{j}\left(-\psi^{\prime} \delta_{i}^{j}+\frac{1}{2} D_{i}^{j} E^{\prime}\right)-\partial_{0}\left(-\frac{a^{\prime}}{a} \partial^{i} B-3 \partial_{i} \psi\right) \underline{d} \\
& +3 \frac{a^{\prime}}{a}\left(\partial_{i} A+\frac{a^{\prime}}{a} \partial_{i} B\right)-\frac{a^{\prime}}{a}\left(\frac{a^{\prime}}{a} \partial_{i} B+\partial_{i} B^{\prime}+\partial_{i} A\right) \\
& +\frac{a^{\prime}}{a} \delta_{i}^{k}\left(-\frac{a^{\prime}}{a} \partial_{k} B-3 \partial_{k} \psi\right) \\
& +\frac{a^{\prime}}{a} \delta_{j}^{k}\left(-\frac{a^{\prime}}{a} \partial^{j} B \delta_{i k}-\delta_{k}^{j} \partial_{i} \psi-\delta_{i}^{j} \partial_{k} \psi+\delta_{i k} \partial^{j} \psi\right. \\
& \left.+\frac{1}{2} D_{k}^{j} \partial_{i} E+\frac{1}{2} D_{i}^{j} \partial_{k} E-\frac{1}{2} D_{i k} \partial_{j} E\right) \\
& =\frac{a^{\prime \prime}}{a} \partial_{i} B+\left(\frac{a^{\prime}}{a}\right)^{2} \partial_{i} B+2 \frac{a^{\prime}}{a} \partial_{i} A+2 \partial_{i} \psi^{\prime}+\frac{1}{2} \partial_{j} D_{i}^{j} E^{\prime}, \tag{3.62}
\end{align*}
$$

and

$$
\begin{align*}
& \delta R_{i j}=\partial_{0} \delta \Gamma_{i j}^{0}+\partial_{k} \delta \Gamma_{i j}^{k}-\partial_{i} \delta \Gamma_{j 0}^{0}-\partial_{i} \delta \Gamma_{k j}^{k} \\
& +\delta \Gamma_{00}^{0} \Gamma_{i j}^{0}+\delta \Gamma_{0 k}^{k} \Gamma_{i j}^{0}+\Gamma_{00}^{0} \delta \Gamma_{i j}^{0}+\Gamma_{0 k}^{k} \delta \Gamma_{i j}^{0} \\
& -\delta \Gamma_{0 i}^{k} \Gamma_{j k}^{0}-\delta \Gamma_{k i}^{0} \Gamma_{j 0}^{k}-\Gamma_{k i}^{0} \delta \Gamma_{j 0}^{k}-\Gamma_{0 i}^{k} \delta \Gamma_{j k}^{0} \\
& =\partial_{0}\left(-2 A \frac{a^{\prime}}{a} \delta_{i j}-\partial_{i} \partial_{j} B-\psi \delta_{i j}+\frac{1}{2} D_{i j} E^{\prime}+\frac{a^{\prime}}{a}\left(-2 \psi \delta_{i j}+D_{i j} E\right)\right) \\
& +\partial_{k}\left(-\frac{a^{\prime}}{a} \partial^{k} B \delta_{i j}-\delta_{j}^{k} \partial_{i} \psi-\delta_{i}^{k} \partial_{j} \psi+\delta_{i j} \partial^{k} \psi\right. \\
& \left.+\frac{1}{2} D_{j}^{k} \partial_{i} E+\frac{1}{2} D_{i}^{k} \partial_{j} E-\frac{1}{2} D_{i j} \partial_{k} E\right) \\
& -\partial_{i}\left(\partial_{j} A+\frac{a^{\prime}}{a} \partial_{j} B\right)-\partial_{i}\left(-\frac{a^{\prime}}{a} \partial^{k} B \delta_{k j}-\delta_{k}^{k} \partial_{j} \psi-\delta_{j}^{k} \partial_{k} \psi+\delta_{k j} \partial^{k} \psi\right) \\
& +\frac{a^{\prime}}{a} A^{\prime} \delta_{i j}+\frac{a^{\prime}}{a}\left(-\psi \delta_{k}^{k}+\frac{1}{2} D_{k}^{k} E^{\prime}\right) \delta_{i j} \\
& +4 \frac{a^{\prime}}{a}\left(-2 A \frac{a^{\prime}}{a} \delta_{i j}-\partial_{i} \partial_{j} B-\psi^{\prime} \delta_{i j}+\frac{1}{2} D_{i j} E^{\prime}+\frac{a^{\prime}}{a}\left(-2 \psi \delta_{i j}+D_{i j} E\right)\right) \\
& -\frac{a^{\prime}}{a}\left(-\psi \delta_{i}^{k}+\frac{1}{2} D_{i}^{k} E^{\prime}\right) \delta_{j k} \\
& -\delta_{j}^{k} \frac{a^{\prime}}{a}\left(-2 A \frac{a^{\prime}}{a} \delta_{k i}-\partial_{k} \partial_{i} B-\psi^{\prime} \delta_{k i}+\frac{1}{2} D_{k i} E^{\prime}+\frac{a^{\prime}}{a}\left(-2 \psi \delta_{k i}+D_{k i} E\right)\right) \\
& -\frac{a^{\prime}}{a}\left(-\psi \delta_{j}^{k}+\frac{1}{2} D_{j}^{k} E^{\prime}\right) \delta_{k i} \\
& -\delta_{i}^{k} \frac{a^{\prime}}{a}\left(-2 A \frac{a^{\prime}}{a} \delta_{k j}-\partial_{k} \partial_{j} B-\psi^{\prime} \delta_{k j}+\frac{1}{2} D_{k j} E^{\prime}+\frac{a^{\prime}}{a}\left(-2 \psi \delta_{k j}+D_{k j} E\right)\right) \\
& =\delta_{i j}\left[-5 \frac{a^{\prime}}{a} \psi^{\prime}-\frac{a^{\prime}}{a} A^{\prime}-\frac{a^{\prime}}{a} \partial_{k} \partial^{k} B-\psi^{\prime \prime}-2 \frac{a^{\prime \prime}}{a} A\right. \\
& \left.-2 A\left(\frac{a^{\prime}}{a}\right)^{2}-2 \frac{a^{\prime \prime}}{a} \psi-2\left(\frac{a^{\prime}}{a}\right)^{2} \psi+\partial_{k} \partial^{k} \psi\right] \\
& +\frac{1}{2} D_{i j} E^{\prime \prime}+\frac{a^{\prime \prime}}{a} D_{i j} E+\left(\frac{a^{\prime}}{a}\right)^{2} D_{i j} E+\frac{a^{\prime}}{a} D_{i j} E^{\prime}-\partial_{i} \partial_{j} B^{\prime}-2 \frac{a^{\prime}}{a} \partial_{i} \partial_{j} B \\
& -\partial_{i} \partial_{j} A+\partial_{i} \partial_{j} \psi-\frac{1}{2} \partial_{k} \partial^{k} D_{i j} E+\frac{1}{2} \partial_{j} \partial_{k} D_{i}^{k} E+\frac{1}{2} \partial_{i} \partial^{k} D_{k j} E . \tag{3.63}
\end{align*}
$$

We next consider the Ricci scalar. The unperturbed Ricci scalar is

$$
\begin{align*}
\text { وqNR } & \left.=g^{\mu \nu} R_{\mu \nu} 619 / 9\right) \text { ? } \\
& =g^{00} R_{00}+g^{i j} R_{i j} \\
& =\frac{-1}{a^{2}}\left(-3 \frac{a^{\prime \prime}}{a}+3\left(\frac{a^{\prime}}{a}\right)^{2}\right)+\frac{\delta^{i j}}{a^{2}}\left(\frac{a^{\prime \prime}}{a}+\left(\frac{a^{\prime}}{a}\right)^{2}\right) \delta_{i j} \\
& =\frac{6 a^{\prime \prime}}{a^{3}} \tag{3.64}
\end{align*}
$$

and the perturbation of the Ricci scalar can be found as

$$
\begin{align*}
\delta R= & \delta g^{\mu \nu} R_{\mu \nu}+g^{\mu \nu} \delta R_{\mu \nu} \\
= & \delta g^{00} R_{00}+\delta g^{i j} R_{i j}+g^{00} \delta R_{00}+g^{i j} \delta R_{i j} \\
= & \frac{2 A}{a^{2}}\left(-3 \frac{a^{\prime \prime}}{a}+3\left(\frac{a^{\prime}}{a}\right)^{2}\right)+\frac{2 \psi \delta^{i j}-D^{i j} E}{a^{2}}\left(\frac{a^{\prime \prime}}{a}+\left(\frac{a^{\prime}}{a}\right)^{2}\right) \delta_{i j} \\
& +\frac{-1}{a^{2}}\left(\frac{a^{\prime}}{a} \partial_{i} \partial^{i} B+\partial_{i} \partial^{i} B^{\prime}+\partial_{i} \partial^{i} A+3 \psi^{\prime \prime}+3 \frac{a^{\prime}}{a} A^{\prime}+3 \frac{a^{\prime}}{a} \psi^{\prime}\right) \\
= & \frac{\delta^{i j}}{a^{2}}\left[\delta _ { i j } \left(-5 \frac{a^{\prime}}{a} \psi^{\prime}-\frac{a^{\prime}}{a} A^{\prime}-\frac{a^{\prime}}{a} \partial_{k} \partial^{k} B-\psi^{\prime \prime}-2 \frac{a^{\prime \prime}}{a} A\right.\right. \\
& \left.-2 A\left(\frac{a^{\prime}}{a}\right)^{2}-2 \frac{a^{\prime \prime}}{a} \psi-2\left(\frac{a^{\prime}}{a}\right)^{2} \psi+\partial_{k} \partial^{k} \psi\right) \\
& +\frac{1}{2} D_{i j} E^{\prime \prime}+\frac{a^{\prime \prime}}{a} D_{i j} E+\left(\frac{a^{\prime}}{a}\right)^{2} D_{i j} E+\frac{a^{\prime}}{a} D_{i j} E^{\prime}-\partial_{i} \partial_{j} B^{\prime}-2 \frac{a^{\prime}}{a} \partial_{i} \partial_{j} B \\
& \left.-\partial_{i} \partial_{j} A+\partial_{i} \partial_{j} \psi-\frac{1}{2} \partial_{k} \partial^{k} D_{i j} E+\frac{1}{2} \partial_{j} \partial_{k} D_{i}^{k} E+\frac{1}{2} \partial_{i} \partial^{k} D_{k j} E\right] \\
= & \frac{1}{a^{2}}\left(-6 \frac{a^{\prime}}{a} \partial_{i} \partial^{i} B-2 \partial_{i} \partial^{i} B^{\prime}-2 \partial_{i} \partial^{i} A-6 \psi^{\prime \prime}\right. \\
& \left.-6 \frac{a^{\prime}}{a} A^{\prime}-18 \frac{a^{\prime}}{a} \psi^{\prime}-12 \frac{a^{\prime \prime}}{a} A+4 \partial_{i} \partial^{i} \psi+\partial_{k} \partial^{i} D_{i}^{k} E\right) . \tag{3.65}
\end{align*}
$$

Using the above results for the Ricci tensor and the Ricci scalar, the components of the Einstein tensor,

$$
\begin{equation*}
G_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R \tag{3.66}
\end{equation*}
$$

can be easily found:

$$
\begin{aligned}
G_{00} & =R_{00}-\frac{1}{2} g_{00} R \\
& =-3 \frac{a^{\prime \prime}}{a}+3\left(\frac{a^{\prime}}{a}\right)^{2}-\frac{1}{2}\left(-a^{2}\right) \frac{6 a^{\prime \prime}}{a^{3}}
\end{aligned}
$$

$$
\begin{equation*}
\text { คqN? } G_{0 i}=9 ; \delta G_{i j}=\left(-12 \frac{a^{\prime \prime}}{a}+\left(\frac{a^{\prime}}{a}\right)^{2}\right) \delta_{i j} \widehat{Q} \tag{3.67}
\end{equation*}
$$

Thus, the perturbation of the Einstein tensor takes the form

$$
\begin{equation*}
\delta G_{\mu \nu}=\delta R_{\mu \nu}-\frac{1}{2} \delta g_{\mu \nu} R-\frac{1}{2} g_{\mu \nu} \delta R, \tag{3.69}
\end{equation*}
$$

and its components read

$$
\begin{align*}
& \delta G_{00}=\delta R_{00}-\frac{1}{2} \delta g_{00} R-\frac{1}{2} g_{00} \delta R \\
& =\frac{a^{\prime}}{a} \partial_{i} \partial^{i} B+\partial_{i} \partial^{i} B^{\prime}+\partial_{i} \partial^{i} A+3 \psi^{\prime \prime}+3 \frac{a^{\prime}}{a} A^{\prime}+3 \frac{a^{\prime}}{a} \psi^{\prime} \\
& -\frac{1}{2}(-2 A) a^{2} \frac{6 a^{\prime \prime}}{a^{3}}-\frac{1}{2}\left(-a^{2}\right)\left(\frac { 1 } { a ^ { 2 } } \left(-6 \frac{a^{\prime}}{a} \partial_{i} \partial^{i} B-2 \partial_{i} \partial^{i} B^{\prime}-2 \partial_{i} \partial^{i} A\right.\right. \\
& \left.\left.-6 \psi^{\prime \prime}-6 \frac{a^{\prime}}{a} A^{\prime}-18 \frac{a^{\prime}}{a} \psi^{\prime}-12 \frac{a^{\prime \prime}}{a} A+4 \partial_{i} \partial^{i} \psi+\partial_{k} \partial^{i} D_{i}^{k} E\right)\right) \\
& =-2 \frac{a^{\prime}}{a} \partial_{i} \partial^{i} B-6 \frac{a^{\prime}}{a} \psi^{\prime}+2 \partial_{i} \partial^{i} \psi+\frac{1}{2} \partial_{k} \partial^{i} D_{i}^{k} E, \\
& \delta G_{0 i}=\delta R_{0 i}-\frac{1}{2} \delta g_{0 i} R-\frac{1}{2} g_{0 i} \delta R \\
& =\frac{a^{\prime \prime}}{a} \partial_{i} B+\left(\frac{a^{\prime}}{a}\right)^{2} \partial_{i} B+2 \frac{a^{\prime}}{a} \partial_{i} A+2 \partial_{i} \psi^{\prime}+\frac{1}{2} \partial_{j} D_{i}^{j} E^{\prime}-\frac{1}{2} \partial_{i} B a^{2} \frac{6 a^{\prime \prime}}{a^{3}} \\
& =-2 \frac{a^{\prime \prime}}{a} \partial_{i} B+\left(\frac{a^{\prime}}{a}\right)^{2} \partial_{i} B+2 \partial_{i} \psi^{\prime}+\frac{1}{2} \partial_{k} D_{i}^{k} E^{\prime}+2 \frac{a^{\prime}}{a} \partial_{i} A, \\
& \delta G_{i j}=\delta R_{i j}-\frac{1}{2} \delta g_{i j} R-\frac{1}{2} g_{i j} \delta R \\
& =\delta_{i j}\left[-5 \frac{a^{\prime}}{a} \psi^{\prime}-\frac{a^{\prime}}{a} \frac{A^{\prime}-\frac{a^{\prime}}{a} \partial_{k} \partial^{k} B-\psi^{\prime \prime}-2 \frac{a^{\prime \prime}}{a} A .}{a}\right. \\
& \left.-2 A\left(\frac{a^{\prime}}{a}\right)^{2}-2 \frac{a^{\prime \prime}}{a} \psi-2\left(\frac{a^{\prime}}{a}\right)^{2} \psi+\partial_{k} \partial^{k} \psi\right] \\
& +\frac{1}{2} D_{i j} E^{\prime \prime}+\frac{a^{\prime \prime}}{a} D_{i j} E+\left(\frac{a^{\prime}}{a}\right)^{2} D_{i j} E+\frac{a^{\prime}}{a} D_{i j} E^{\prime}-\partial_{i} \partial_{j} B^{\prime}-2 \frac{a^{\prime}}{a} \partial_{i} \partial_{j} B \\
& -\partial_{i} \partial_{j} A+\partial_{i} \partial_{j} \psi-\frac{1}{2} \partial_{k} \partial^{k} D_{i j} E+\frac{1}{2} \partial_{j} \partial_{k} D_{i}^{k} E+\frac{1}{2} \partial_{i} \partial^{k} D_{k j} E \\
& -\frac{1}{2} \frac{\left(-2 \psi \delta_{i j}+D_{i j} E\right)}{a^{2}} \frac{6 a^{\prime \prime}}{a^{3}} \\
& \frac{1}{2} \delta_{i j} a^{2} \frac{1}{a^{2}}(-6 \frac{a^{\prime}}{a} \partial_{i} \partial^{i} B-2 \partial_{i} \partial^{i} B^{\prime} \overbrace{a^{\prime}} 2 \partial_{i} \partial^{i} A=6 \psi^{\prime \prime} \\
& \left.-6 \frac{a^{\prime}}{a} A^{\prime}-18 \frac{a^{\prime}}{a} \psi^{\prime}-12 \frac{a^{\prime \prime}}{a} A+4 \partial_{i} \partial^{i} \psi+\partial_{k} \partial^{i} D_{i}^{k} E\right) \\
& )^{2}=\left(2 \frac{a^{\prime}}{a} A^{\prime}+4 \frac{a^{\prime}}{a} \psi^{\prime}+4 \frac{a^{\prime \prime}}{a} A-2\left(\frac{a^{\prime}}{a}\right)^{2} A+4 \frac{a^{\prime \prime}}{a} \psi-2\left(\frac{a^{\prime}}{a}\right)^{2} \psi\right. \\
& \left.+2 \psi^{\prime \prime}-\partial_{k} \partial^{k} \psi+2 \frac{a^{\prime}}{a} \partial_{k} \partial^{k} B+\partial_{k} \partial^{k} B^{\prime}+\partial_{k} \partial^{k} A-\frac{1}{2} \partial_{k} \partial^{m} D_{m}^{k} E\right) \delta_{i j} \\
& -\partial_{i} \partial_{j} B^{\prime}+\partial_{i} \partial_{j} \psi-\partial_{i} \partial_{j} A+\frac{a^{\prime}}{a} D_{i j} E^{\prime}-2 \frac{a^{\prime \prime}}{a} D_{i j} E \\
& +\left(\frac{a^{\prime}}{a}\right)^{2} D_{i j} E+\frac{1}{2} D_{i j} E^{\prime \prime}+\frac{1}{2} \partial_{k} \partial_{i} D_{j}^{k} E \\
& +\frac{1}{2} \partial^{k} \partial_{j} D_{i k} E-\frac{1}{2} \partial_{k} \partial^{k} D_{i j} E-2 \frac{a^{\prime}}{a} \partial_{i} \partial_{j} B . \tag{3.72}
\end{align*}
$$

For our convenience, we will express the perturbed Einstein tensor which has one index up and one index down in the form

$$
\begin{align*}
\delta G_{\nu}^{\mu} & =\delta\left(g^{\mu \alpha} G_{\alpha \nu}\right) \\
& =\delta g^{\mu \alpha} G_{\alpha \nu}+g^{\mu \alpha} \delta G_{\alpha \nu} . \tag{3.73}
\end{align*}
$$

Its components are

$$
\begin{align*}
\delta G_{0}^{0}= & \delta g^{00} G_{00}+\delta g^{0 i} G_{i 0}+g^{00} \delta G_{00}+g^{0 i} \delta G_{i 0} \\
= & \frac{2 A}{a^{2}} 3\left(\frac{a^{\prime}}{a}\right)^{2}+\frac{-1}{a^{2}}\left(-2 \frac{a^{\prime}}{a} \partial_{i} \partial^{i} B-6 \frac{a^{\prime}}{a} \psi^{\prime}+2 \partial_{i} \partial^{i} \psi+\frac{1}{2} \partial_{k} \partial^{i} D_{i}^{k} E\right) \\
= & \frac{1}{2}\left(2 \frac{a^{\prime}}{a} \partial_{i} \partial^{i} B+6 \frac{a^{\prime}}{a} \psi^{\prime}-2 \partial_{i} \partial^{i} \psi-\frac{1}{2} \partial_{k} \partial^{i} D_{i}^{k} E+6\left(\frac{a^{\prime}}{a}\right)^{2} A\right), \\
\delta G_{i}^{0}= & \delta g^{00} G_{0 i}+\delta g^{0 j} G_{j i}+g^{00} \delta G_{0 i}+g^{0 j} \delta G_{j i} \\
= & \frac{2 \partial^{j}}{a^{2}}\left(-2 \frac{a^{\prime \prime}}{a}+\left(\frac{a^{\prime}}{a}\right)^{2}\right) \delta_{i j} \\
& +\frac{-1}{a^{2}}\left(-2 \frac{a^{\prime \prime}}{a} \partial_{i} B+\left(\frac{a^{\prime}}{a}\right)^{2} \partial_{i} B+2 \partial_{i} \psi^{\prime}+\frac{1}{2} \partial_{k} D_{i}^{k} E^{\prime}+2 \frac{a^{\prime}}{a} \partial_{i} A\right) \\
= & \frac{-1}{a^{2}}\left(2 \frac{a^{\prime}}{a} \partial_{i} A+2 \partial_{i} \psi^{\prime}+\frac{1}{2} \partial_{k} D_{i}^{k} E^{\prime}\right), \\
= & \delta g^{i 0} G_{0 j}+\delta g^{i k} G_{k j}+g^{i 0} \delta G_{0 j}+g^{i k} \delta G_{k j} \\
= & \frac{2 \psi \delta^{i k}-D^{i k} E}{a^{2}}\left(-2 \frac{a^{\prime \prime}}{a}+\left(\frac{a^{\prime}}{a}\right)^{2}\right) \delta_{k j} \\
& +\frac{\delta^{i k}}{a^{2}}\left(\left[2 \frac{a^{\prime}}{a} A^{\prime}+4 \frac{a^{\prime}}{a} \psi^{\prime}+4 \frac{a^{\prime \prime}}{a} A-2\left(\frac{a^{\prime}}{a}\right)^{2} A+4 \frac{a^{\prime \prime}}{a} \psi-2\left(\frac{a^{\prime}}{a}\right)^{2} \psi\right.\right. \\
& \left.+2 \psi^{\prime \prime}-\partial_{k} \partial^{k} \psi+2 \frac{a^{\prime}}{a} \partial_{k} \partial^{k} B+\partial_{k} \partial^{k} B^{\prime}+\partial_{k} \partial^{k} A-\frac{1}{2} \partial_{k} \partial^{m} D_{m}^{k} E\right] \delta_{k j} \\
& -\partial_{k} \partial_{j} B^{\prime}+\partial_{k} \partial_{j} \psi-\partial_{k} \partial_{j} A+\frac{a^{\prime}}{a} D_{k j} E^{\prime}-2 \frac{a^{\prime \prime}}{a} D_{k j} E \\
& +\left(\frac{a_{j}^{\prime}}{a}\right)^{2} D_{k j} E+\frac{1}{2} D_{k j} E^{\prime \prime}+\frac{1}{2} \partial_{l} \partial_{k} D_{j}^{l} E \\
& \left.+\frac{1}{2} \partial_{k} \partial^{i} D_{j}^{k} E+\frac{1}{2} \partial_{k} \partial_{j} D^{i k} E-\frac{1}{2} \partial_{k} \partial^{k} D_{j}^{i} E .\right) \\
= & \frac{1}{a^{2}}\left(\left[2 \frac{a^{\prime}}{a} A^{\prime}+4 \frac{a^{\prime \prime}}{a} A-2\left(\frac{a^{\prime}}{a}\right)^{2} A+\partial_{i} \partial^{i} A+4 \frac{a^{\prime}}{a} \psi^{\prime}+2 \psi^{\prime \prime}\right.\right. \\
& \left.-\partial_{i} \partial^{i} \psi+2 \frac{a^{\prime}}{a} \partial_{i} \partial^{i} B+\partial_{i} \partial^{i} B^{\prime}-\frac{1}{2} \partial_{k} \partial^{m} D_{m}^{k} E\right] \delta_{j}^{i} \\
9 & \left.+\frac{1}{2} \partial_{5}^{2} \partial_{j} D_{k l} E+\frac{1}{2} \partial_{l} \partial^{l} D_{k j} E-2 \frac{a^{\prime}}{a} \partial_{k} \partial_{j} B\right)!\partial^{i} \partial_{j} \psi-2 \frac{a^{\prime}}{a} \partial^{i} \partial_{j} B-\partial^{i} \partial_{j} B^{\prime}+\frac{a^{\prime}}{a} D_{j}^{i} E^{\prime}+\frac{1}{2} D_{j}^{i} E^{\prime \prime} \\
9 & \ell \| \tag{3.76}
\end{align*}
$$

For the right-hand side of the Einstein equation, one needs to calculate the perturbation of the energy-momentum tensor. In the period of inflation, the universe is dominated by the inflaton field with the energy-momentum tensor

$$
\begin{equation*}
T_{\mu \nu}=\partial_{\mu} \phi \partial_{\nu} \phi-g_{\mu \nu}\left(\frac{1}{2} g^{\alpha \beta} \partial_{\alpha} \phi \partial_{\beta} \phi+V(\phi)\right) \tag{3.77}
\end{equation*}
$$

whose components take the forms

$$
\begin{align*}
T_{00} & =\phi^{\prime 2}-g_{00}\left(\frac{1}{2} \frac{-\phi^{\prime 2}+(\vec{\nabla} \phi)^{2}}{a^{2}}+V(\phi)\right) \\
& =\frac{1}{2} \phi^{\prime 2}+a^{2} V(\phi),  \tag{3.78}\\
T_{0 i} & =0 ; \quad T_{i j}=\left(\frac{1}{2} \phi^{\prime 2}-V(\phi) a^{2}\right) \delta_{i j} . \tag{3.79}
\end{align*}
$$

The perturbation of the energy-momentum tensor arises from both the metric perturbation and the inflaton field fluctuations, and takes the form

$$
\begin{align*}
\delta T_{\mu \nu}= & \partial_{\mu} \delta \phi \partial_{\nu} \phi+\partial_{\mu} \phi \partial_{\nu} \delta \phi-\delta g_{\mu \nu}\left(\frac{1}{2} g^{\alpha \beta} \partial_{\alpha} \phi \partial_{\beta} \phi+V(\phi)\right) \\
& -g_{\mu \nu}\left(\frac{1}{2} \delta g^{\alpha \beta} \partial_{\alpha} \phi \partial_{\beta} \phi+g^{\alpha \beta} \partial_{\alpha} \delta \phi \partial_{\beta} \phi+\partial_{\phi} V \delta \phi\right) \tag{3.80}
\end{align*}
$$

Its components are calculated as follows:

$$
\begin{align*}
& \delta T_{00}=2 \partial_{0} \delta \phi \partial_{\theta} \phi-\delta g_{00}\left(\frac{1}{2} g^{00} \partial_{\theta} \phi \partial_{0} \phi+\frac{1}{2} g^{i j} \partial_{i} \phi \partial_{j} \phi+V(\phi)\right) \\
& -\bar{g}_{00}\left(\frac{1}{2} \delta g^{00} \partial_{0} \phi \partial_{0} \phi+\frac{1}{2} \delta g^{i j} \partial_{i} \phi \partial_{j} \phi+g^{00} \partial_{0} \delta \phi \partial_{0} \phi\right. \\
& \left.+g^{i j} \partial_{i} \delta \phi \partial_{j} \phi+\partial_{\phi} V \delta \phi\right) \\
& \text { च } \left.2 \delta \phi^{\prime} \phi^{\prime}-(-2 A) a^{2}\left(\frac{1}{2} \frac{(-1)}{a^{2}} \phi^{\prime 2}+V(\phi)\right)\right) \delta \\
& \begin{array}{l}
\text { 9qMの }-\left(-a^{2}\right)\left(\frac{12 A}{2} \frac{\left.a^{2} \phi^{\prime 2}+\frac{\sigma}{a^{2}} \delta \phi^{\prime} \phi^{\prime}+\partial_{\phi} V \delta \phi\right)}{=}=\delta \phi^{\prime} \phi^{\prime}+2 A a^{2} V(\phi)+a^{2} \partial_{\phi} V \delta \phi,\right.
\end{array}  \tag{3.81}\\
& \delta T_{0 i}=\partial_{0} \delta \phi \partial_{i} \phi+\partial_{i} \delta \phi \partial_{0} \phi-\delta g_{0 i}\left(\frac{1}{2} g^{00} \partial_{0} \phi \partial_{0} \phi+\frac{1}{2} g^{i j} \partial_{i} \phi \partial_{j} \phi+V(\phi)\right) \\
& =\partial_{i} \delta \phi \phi^{\prime}-\partial_{i} B a^{2}\left(\frac{1}{2} \frac{(-1)}{a^{2}} \phi^{\prime 2}+V(\phi)\right) \\
& =\partial_{i} \delta \phi \phi^{\prime}+\frac{1}{2} \partial_{i} B \phi^{\prime 2}-a^{2} \partial_{i} B V(\phi), \tag{3.82}
\end{align*}
$$

$$
\begin{align*}
\delta T_{i j}= & \partial_{i} \delta \phi \partial_{j} \phi+\partial_{j} \delta \phi \partial_{i} \phi-\delta g_{i j}\left(\frac{1}{2} g^{00} \partial_{0} \phi \partial_{0} \phi+\frac{1}{2} g^{i j} \partial_{i} \phi \partial_{j} \phi+V(\phi)\right) \\
& -g_{i j}\left(\frac{1}{2} \delta g^{00} \partial_{0} \phi \partial_{0} \phi+g^{00} \partial_{0} \delta \phi \partial_{0} \phi+\partial_{\phi} V \delta \phi\right) \\
= & -\left(-2 \psi \delta_{i j}+D_{i j} E\right) a^{2}\left(\frac{1}{2} \frac{(-1)}{a^{2}} \phi^{\prime 2}+V(\phi)\right) \\
& -a^{2} \delta_{i j}\left(\frac{1}{2} \frac{2 A}{a^{2}} \phi^{\prime 2}+\frac{-1}{a^{2}} \delta \phi^{\prime} \phi^{\prime}+\partial_{\phi} V \delta \phi\right) \\
= & \left(-\psi \phi^{\prime 2}+2 \psi a^{2} V-A \phi^{\prime 2}+\phi^{\prime} \delta \phi^{\prime}-a^{2} \partial_{\phi} V \delta \phi\right) \delta_{i j} \\
& +\left(\frac{\phi^{\prime 2}}{2}-a^{2} V\right) D_{i j} E . \tag{3.83}
\end{align*}
$$

To use the above result for the perturbed energy-momentum tensor in the Einstein equation, we need to raise the first index of the energy-momentum tensor up by using the metric $g^{\mu \nu}$ and then vary the result according to

$$
\begin{align*}
\delta T_{\nu}^{\mu} & =\delta\left(g^{\mu \alpha} T_{\alpha \nu}\right) \\
& =\delta g^{\mu \alpha} T_{\alpha \nu}+g^{\mu \alpha} \delta T_{\alpha \nu} \tag{3.84}
\end{align*}
$$

Its components read

$$
\begin{align*}
& \delta T_{0}^{0}=\delta g^{00} T_{00}+\delta g^{0 i} T_{i 0}+g^{00} \delta T_{00}+g^{0 i} \delta T_{i 0} \\
& =\frac{2 A}{a^{2}}\left(\frac{1}{2} \phi^{\prime 2}+a^{2} V(\phi)\right)+\frac{-1}{a^{2}}\left(\delta \phi^{\prime} \phi^{\prime}+2 A a^{2} V(\phi)+a^{2} \partial_{\phi} V \delta \phi\right) \\
& =\frac{A \phi^{\prime 2}}{a^{2}}-\frac{\delta \phi^{\prime} \phi^{\prime}}{a^{2}}-\partial_{\phi} V \delta \phi,  \tag{3.85}\\
& \delta T_{0}^{i}=\delta g^{i 0} T_{00}+\delta g^{i j} T_{j 0}+g^{i 0} \delta T_{00}+g^{i j} \delta T_{j 0} \\
& =\frac{\partial^{i} B}{a^{2}}\left(\frac{1}{2} \phi^{\prime 2}+a^{2} V(\phi)\right)+\frac{\delta^{i j}}{a^{2}}\left(\partial_{j} \delta \phi \phi^{\prime}+\frac{1}{2} \partial_{j} B \phi^{\prime 2}+a^{2} \partial_{j} B V\right) \\
& =\frac{\partial^{i} \delta \phi \phi^{\prime}}{a^{2}}+\frac{\partial^{i} B \phi^{\prime 2}}{a^{2}} \text {, }  \tag{3.86}\\
& \begin{aligned}
\delta T_{i}^{0} & =\delta g^{00} T_{0 i}+\delta g^{0 j} T_{j i}+g^{00} \delta T_{0 i}+g^{0 j} \delta T_{j i} \\
& =\frac{6 \partial^{j} B}{a^{2}}\left(\frac{1}{2} \phi^{\prime 2}-a^{2} V(\phi)\right) \delta_{i j}+\frac{-1}{a^{2}}\left(\partial_{i} \delta \phi \phi^{\prime}+\frac{1}{2} \partial_{i} B \phi_{0}^{\prime 2}+a^{2} \partial_{i} B V\right)
\end{aligned} \tag{3.87}
\end{align*}
$$

$$
\begin{align*}
& \delta T_{j}^{i}=\delta g^{i 0} T_{0 j}+\delta g^{i k} T_{k j}+g^{i 0} \delta T_{0 j}+g^{i k} \delta T_{k j} \\
& =\frac{2 \psi \delta_{i k}-D_{i k} E}{a^{2}}\left(\frac{1}{2} \phi^{\prime 2}+a^{2} V(\phi)\right) \delta_{k j} \\
& +\frac{\delta^{i k}}{a^{2}}\left(\left(-\psi \phi^{\prime 2}+2 \psi a^{2} V-A \phi^{\prime 2}+\phi^{\prime} \delta \phi^{\prime}-a^{2} \partial_{\phi} V \delta \phi\right) \delta_{k j}\right. \\
& \left.+\left(\frac{\phi^{\prime 2}}{2}-a^{2} V\right) D_{k j} E\right) \\
& =\left(\frac{-A \phi^{\prime 2}}{a^{2}}+\frac{\delta \phi^{\prime} \phi^{\prime}}{a^{2}}-\partial_{\phi} V \delta \phi\right) \delta_{j}^{i} \text {. } \tag{3.88}
\end{align*}
$$

Before proceeding further, it should be noted that there is one thing that we need to be careful about. When we say we are perturbing the space-time metric, we really mean that we use another metric which describes the space-time geometry slightly different from the original (background) space-time. We, therefore, have to make sure that the perturbed metric, which we use in doing calculations, really describes the geometry different from the unperturbed one. This is a deep issue, since it might be that the "perturbed metric" that we use indeed describes the same geometry as that of the original one but in a different coordinate system. More generally, two perturbed metrics might correspond to the same geometry but different coordinate systems. This issue therefore concerns the choices of the coordinate system or the "gauge choices." (Thus "choosing a gauge" simply means "choosing a coordinate system.") To discuss this issue in detail, one needs a map between two geometries that enables us to compare any quantity evaluated with respect to different geometries but at the same space-time point. This means that if different numerical values of this quantity on different geometries are linked by such a map, then they are associated to the same space-time point.

There are two ways to solve this problem. The first one is to choose a coordinate system (or a gauge) to work with, which is full of dangers due to the presence of unphysical degrees of freedom. However, the physical property can be determined by using the longitudinal gauge in the computation of the curvature perturbation [10]. The other solution is to do things in a gauge invariant manner, that is, to use the gauge-invariant quantities, such as the Bardeen's potentials defined by

$$
\begin{gather*}
\text { (1) } \Phi=-A+\frac{1}{a}\left[\left(-B+\frac{E^{\prime}}{2}\right) a\right]^{\prime}  \tag{3.89}\\
Q \Psi=Q^{\psi}=\frac{1}{6} \nabla^{2} E+\frac{a^{\prime}}{a}\left(B-\frac{E^{\prime}}{2}\right) \tag{3.90}
\end{gather*}
$$

This implies that the gauge invariant counterparts of the perturbation of the inflaton field and thecenergy-densitycperturbation take thē forms $\frac{C}{6}$

$$
\begin{align*}
& \tilde{\delta \phi}=-\delta \phi+\phi^{\prime}\left(\frac{E^{\prime}}{2}-B\right)  \tag{3.91}\\
& \tilde{\delta \rho}=-\delta \rho+\rho^{\prime}\left(\frac{E^{\prime}}{2}-B\right) . \tag{3.92}
\end{align*}
$$

To work out things in a gauge invariant way, we first express all quantities in the perturbed Einstein equation in terms of the gauge-invariant quantities. From the

Bardeen's potential, the perturbation parameters take the forms

$$
\begin{align*}
A & =-\Phi+D^{\prime}+\mathcal{H} D  \tag{3.93}\\
\psi & =-\Psi-\frac{1}{6} \nabla^{2} E-\mathcal{H} D \tag{3.94}
\end{align*}
$$

where $D=E^{\prime} / 2-B$. By substituting the above results into the Einstein tensor, one obtains

$$
\begin{align*}
\delta G_{0}^{0}= & \frac{1}{a^{2}}\left(2 \mathcal{H} \nabla^{2} B+6 \mathcal{H} \psi^{\prime}-2 \nabla^{2} \psi-\frac{1}{2} \partial_{k} \partial^{i} D_{k}^{i} E+6 \mathcal{H} A\right) \\
= & \frac{1}{a^{2}}\left(2 \mathcal{H} \nabla^{2} B+6 \mathcal{H}\left(-\Psi^{\prime}-\frac{1}{6} \nabla^{2} E^{\prime}-\mathcal{H}^{\prime} D-\mathcal{H} D^{\prime}\right)\right. \\
& \left.-2 \nabla^{2}\left(-\Psi-\frac{1}{6} \nabla^{2} E-\mathcal{H} D\right)-\frac{1}{3} \nabla^{2} \nabla^{2} E+6 \mathcal{H}\left(-\Phi+D^{\prime}+\mathcal{H} D\right)\right) \\
= & \frac{2}{a^{2}}\left(-3 \mathcal{H}\left(\mathcal{H} \Phi+\Psi^{\prime}\right)+\nabla^{2} \Psi+3 \mathcal{H}\left(\mathcal{H}^{2}-\mathcal{H}^{\prime}\right) D\right),  \tag{3.95}\\
\delta G_{i}^{0}= & \frac{-1}{a^{2}}\left(2 \mathcal{H} \partial_{i} A+2 \partial_{i} \psi^{\prime}+\frac{1}{3} \partial_{i} \nabla^{2} E^{\prime}\right) \\
= & \frac{-1}{a^{2}} \partial_{i}\left(2 \mathcal{H}\left(-\Phi+D^{\prime}+\mathcal{H} D\right)+2\left(-\Psi^{\prime}-\frac{1}{6} \nabla^{2} E^{\prime}-\mathcal{H}^{\prime} D-\mathcal{H} D^{\prime}\right)+\frac{\nabla^{2} E^{\prime}}{3}\right) \\
= & \frac{2}{a^{2}} \partial_{i}\left(\mathcal{H} \Phi+\Psi^{\prime}-\left(\mathcal{H}^{2}-\mathcal{H}^{\prime}\right) D\right), \tag{3.96}
\end{align*}
$$

สถาบันวิทยบริการ

## จุฬาลงกรณ์มหาวิทยาลัย

$$
\begin{align*}
\delta G_{j}^{i}= & \frac{1}{a^{2}}\left(\delta _ { j } ^ { i } \left(4 \mathcal{H} \psi^{\prime}+2 \mathcal{H} A^{\prime}+2 \mathcal{H} \nabla^{2} B+2 \psi^{\prime \prime}+4 \mathcal{H}^{\prime} A+2 \mathcal{H}^{2} A\right.\right. \\
& \left.-\nabla^{2} \psi+\nabla^{2} B^{\prime}+\nabla^{2} A-\frac{1}{3} \nabla^{2} \nabla^{2} E\right)+\frac{1}{2} D_{j}^{i} E^{\prime \prime}+\mathcal{H} D_{j}^{i} E^{\prime} \\
& \left.-\partial^{i} \partial_{j} B^{\prime}-2 \mathcal{H} \partial^{i} \partial_{j} B-\partial^{i} \partial_{j} A+\partial^{i} \partial_{j} \psi-\frac{1}{2} \nabla^{2} D_{j}^{i} E-\frac{2}{3} \nabla^{2} \partial^{i} \partial_{j} E\right) \\
= & \frac{1}{a^{2}}\left(\delta _ { j } ^ { i } \left(4 \mathcal{H}\left(-\Psi^{\prime}-\frac{1}{6} \nabla^{2} E^{\prime}-\mathcal{H}^{\prime} D-\mathcal{H} D^{\prime}\right)\right.\right. \\
& +2 \mathcal{H}\left(-\Psi^{\prime}+D^{\prime \prime}+\mathcal{H}^{\prime} D+D^{\prime} \mathcal{H}\right)+2 \mathcal{H} \nabla^{2} B \\
& +2\left(-\Psi^{\prime \prime}-\frac{1}{6} \nabla^{2} E^{\prime \prime}-\mathcal{H}^{\prime \prime} D-2 \mathcal{H}^{\prime} D^{\prime}-\mathcal{H} D^{\prime \prime}\right) \\
& +4 \mathcal{H}^{\prime}\left(-\Phi+D^{\prime}+\mathcal{H} D\right)+2 \mathcal{H}^{2}\left(-\Phi+D^{\prime}+\mathcal{H} D\right) \\
& -\nabla^{2}\left(-\Psi-\frac{1}{6} \nabla^{2} E-\mathcal{H} D\right)+\nabla^{2} B^{\prime} \\
& \left.+\nabla^{2}\left(-\Phi+D^{\prime}+\mathcal{H} D\right)-\frac{1}{3} \nabla^{2} \nabla^{2} E\right) \\
& +\frac{1}{2} D_{j}^{i} E^{\prime \prime}+\mathcal{H} D_{j}^{i} E^{\prime}-\partial^{i} \partial_{j} B^{\prime}-2 \mathcal{H} \partial^{i} \partial_{j} B \\
& -\partial^{i} \partial_{j}\left(-\Phi+D^{\prime}+\mathcal{H} D\right)+\partial^{i} \partial_{j}\left(-\Psi-\frac{1}{6} \nabla^{2} E-\mathcal{H} D\right) \\
& \left.-\frac{1}{2} \nabla^{2} D_{j}^{i} E-\frac{2}{3} \nabla^{2} \partial^{i} \partial_{j} E\right) \\
= & \frac{-2}{a^{2}}\left(\delta _ { j } ^ { i } \left(\frac{1}{2} \nabla^{2}(\Phi-\Psi)+2 \mathcal{H} \Psi^{\prime}+\Psi^{\prime \prime}+\mathcal{H} \Phi^{\prime}\right.\right. \\
& \left.\left.+\left(2 \mathcal{H}^{\prime}+\mathcal{H}^{2}\right) \Phi+\left(\mathcal{H}^{\prime \prime}-\mathcal{H} \mathcal{H}^{\prime}-\mathcal{H}^{3}\right) D\right)-\partial^{i} \partial_{j}(\Phi-\Psi)\right) .  \tag{3.97}\\
& (3 .
\end{align*}
$$

Observe that the above result is not gauge invariant. Thus we replace it with its gauge-invariant counterpart. For the $(0,0)$ component,

$$
\begin{aligned}
& \delta G_{0}^{0} 6=-\delta G_{0}^{0}+\left(G_{0}^{0}\right)^{\prime} D \| G \mathcal{C}
\end{aligned}
$$

$$
\begin{align*}
& =\frac{2}{a^{2}}\left(3 \mathcal{H}\left(\mathcal{H} \Phi+\Psi^{\prime}\right)-\nabla^{2} \Psi\right) \text {, } \tag{3.98}
\end{align*}
$$

The corresponding gauge-invariant component of the energy-momentum tensor is

$$
\begin{align*}
\tilde{\delta T_{0}^{0}}= & -\delta T_{0}^{0}+\left(T_{0}^{0}\right)^{\prime} D \\
= & \left(\frac{A \phi^{\prime 2}}{a^{2}}-\frac{\delta \phi^{\prime} \phi^{\prime}}{a^{2}}-\partial_{\phi} V \delta \phi\right)+\left(\frac{-1}{a^{2}}\left(1 / 2 \phi^{\prime 2}+a^{2} V(\phi)\right)\right)^{\prime} D \\
= & -\left(-\Phi+D^{\prime}+\mathcal{H} D\right) \frac{\phi^{\prime 2}}{a^{2}}-\left(-\tilde{\delta \phi}+\phi^{\prime \prime} D+\phi^{\prime} D^{\prime}\right) \frac{\phi^{\prime}}{a^{2}} \\
& +\left(-\tilde{\delta} \phi+\phi^{\prime} D\right) \partial_{\phi} V+\frac{\mathcal{H} \phi^{\prime 2}}{a^{2}} D-\frac{\phi^{\prime} \phi^{\prime \prime}}{a^{2}} D-\partial_{\phi} V \phi^{\prime} D \\
= & \Phi \frac{\phi^{\prime 2}}{a^{2}}-\tilde{\delta \phi} \frac{\phi^{\prime}}{a^{2}}-\tilde{\delta \phi} \partial_{\phi} V . \tag{3.99}
\end{align*}
$$

By substituting (3.98) and (3.99) into the Einstein equation, one obtains

$$
\begin{equation*}
3 \mathcal{H}\left(\mathcal{H} \Phi+\Psi^{\prime}\right)-\nabla^{2} \Psi=4 \pi G\left(\Phi \phi^{\prime 2}-\tilde{\delta \phi} \phi^{\prime}-a^{2} \tilde{\delta \phi} \partial_{\phi} V\right) . \tag{3.100}
\end{equation*}
$$

For the $(0, i)$ component, we find

$$
\begin{align*}
\delta \tilde{G}_{i}^{0} & =-\delta G_{i}^{0}+\left(G_{i}^{0}\right)^{\prime} D \\
& =\frac{-2}{a^{2}} \partial_{i}\left(\mathcal{H} \Phi+\Psi^{\prime}-\left(\mathcal{H}^{2}-\mathcal{H}^{\prime}\right) D\right), \tag{3.101}
\end{align*}
$$

and

$$
\begin{align*}
\delta \tilde{T}_{i}^{0} & -\delta T_{i}^{0}+\left(T_{i}^{0}\right)^{\prime} D \\
= & \frac{\partial_{i} \delta \phi \phi^{\prime}}{a^{2}}+\frac{\partial_{j} B \phi^{\prime 2}}{a^{2}} \\
& =\frac{\phi^{\prime}}{a^{2}} \partial_{i}\left(-\tilde{\delta \phi}+\phi^{\prime} D\right) . \tag{3.102}
\end{align*}
$$

The Einstein equation for this component takes the form

$$
\begin{equation*}
\partial_{i}\left(\mathcal{H} \Phi+\Psi^{\prime}\right)=4 \pi G \phi^{\prime} \partial_{i} \tilde{\delta} \phi \tag{3.103}
\end{equation*}
$$

Finally, for the $(i, j)$ components, we find

$$
\begin{align*}
\tilde{\sigma}_{j}^{i}= & \delta G_{j}^{i}+\left(G_{j}^{i}\right)^{\prime} D \\
= & \frac{2}{a^{2}}\left(\delta _ { j } ^ { i } \left(\frac{1}{2} \nabla^{2}(\Phi-\Psi)+2 \mathcal{H} \Psi^{\prime}+\Psi^{\prime \prime}+\mathcal{H} \Phi^{\prime}\right.\right. \\
& \left.\left.+\left(2 \mathcal{H}^{\prime}+\mathcal{H}^{2}\right) \Phi+\left(\mathcal{H}^{\prime \prime}-\mathcal{H} \mathcal{H}^{\prime}-\mathcal{H}^{3}\right) D\right)-\partial^{i} \partial_{j}(\Phi-\Psi)\right) \\
& +\left(\frac{2 \mathcal{H}}{a^{2}}\left(2 \mathcal{H}^{\prime}+\mathcal{H}^{2}\right)+\frac{1}{a^{2}}\left(-2 \mathcal{H}^{\prime \prime}-2 \mathcal{H} \mathcal{H}^{\prime}\right)\right) D \delta_{j}^{i} \\
= & \frac{2}{a^{2}} \delta_{j}^{i}\left(\frac{1}{2} \nabla^{2}(\Phi-\Psi)+2 \mathcal{H} \Psi^{\prime}+\Psi^{\prime \prime}+\mathcal{H} \Phi^{\prime}\right.  \tag{3.104}\\
& \left.+\left(2 \mathcal{H}^{\prime}+\mathcal{H}^{2}\right) \Phi+\right)-\partial^{i} \partial_{j}(\Phi-\Psi),
\end{align*}
$$

$$
\begin{align*}
\delta \tilde{T}_{j}^{i}= & -\delta T_{j}^{i}+\left(T_{j}^{i}\right)^{\prime} D \\
= & \left(\left(-\Phi+D^{\prime}+\mathcal{H} D\right) \frac{\phi^{\prime 2}}{a^{2}}-\left(-\tilde{\delta \phi^{\prime}}+\phi^{\prime \prime} D+\phi^{\prime} D^{\prime}\right) \frac{\phi^{\prime}}{a^{2}}+\left(-\tilde{\delta \phi}+\phi^{\prime} D\right) \partial_{\phi} V\right) \delta_{j}^{i} \\
& +\left(-\tilde{\delta \phi}+\phi^{\prime} D\right) \partial_{\phi} V-\left(\frac{\mathcal{H} \phi^{\prime 2}}{a^{2}} D+\frac{\phi^{\prime} \phi^{\prime \prime}}{a^{2}} D-\partial_{\phi} V \phi^{\prime} D\right) \delta_{j}^{i} \\
= & \left(-\Phi \frac{\phi^{\prime 2}}{a^{2}}+\tilde{\delta \phi^{\prime}} \frac{\phi^{\prime}}{a^{2}}-\tilde{\delta \phi} \partial_{\phi} V\right) \delta_{j}^{i}, \tag{3.105}
\end{align*}
$$

and

$$
\begin{array}{r}
\frac{2}{a^{2}} \delta_{j}^{i}\left(\frac{1}{2} \nabla^{2}(\Phi-\Psi)+2 \mathcal{H} \Psi^{\prime}+\Psi^{\prime \prime}+\mathcal{H} \Phi^{\prime}+\left(2 \mathcal{H}^{\prime}+\mathcal{H}^{2}\right) \Phi+\right) \\
-\partial^{i} \partial_{j}(\Phi-\Psi)=\left(-\Phi \frac{\phi^{\prime 2}}{a^{2}}+\tilde{\delta} \tilde{\phi}^{\prime} \frac{\phi^{\prime}}{a^{2}}-\tilde{\delta \phi} \partial_{\phi} V\right) \delta_{j}^{i} \tag{3.106}
\end{array}
$$

From equation (3.106), one obtains $\partial^{i} \partial_{j}(\Phi-\Psi)=0$ for $i \neq j$. Choosing a simple solution $\Phi=\Psi$, then equations (3.100), (3.103), and (3.106) can be rewritten as

$$
\begin{align*}
\nabla^{2} \Phi-3 \mathcal{H} \Phi^{\prime}-\left(\mathcal{H}^{\prime}+2 \hat{\mathcal{H}^{2}}\right) \Phi & =4 \pi G\left(\tilde{\delta \phi} \phi^{\prime}+\tilde{\delta \phi} \frac{\partial V}{\partial \phi} a^{2}\right) ;(  \tag{3.107}\\
\Phi^{\prime}+\mathcal{H} \Phi & =4 \pi G\left(\tilde{\delta \phi} \phi^{\prime}\right) ;  \tag{3.108}\\
\Phi^{\prime \prime}+3 \mathcal{H} \Phi^{\prime}+\left(\mathcal{H}^{\prime}+2 \mathcal{H}^{2}\right) \Phi & =4 \pi G\left(\tilde{\delta \phi} \phi^{\prime}-\tilde{\delta \phi} \frac{\partial V}{\partial \phi} a^{2}\right) \tag{3.109}
\end{align*}
$$

The first term on the right-hand side of (3.107) and (3.109) can be eliminated. This leads to

$$
\begin{equation*}
\Phi^{\prime \prime}+6 \mathcal{H} \Phi^{\prime}+2\left(\mathcal{H}^{\prime}+2 \mathcal{H}^{2}\right) \Phi=8 \pi G \tilde{\delta} \phi \frac{\partial V}{\partial \phi} a^{2} . \tag{3.110}
\end{equation*}
$$

Using the action in (3.11), the equation of motion for the inflaton field can be expressed as

$$
\begin{equation*}
669 \phi^{\prime \prime}+2 \mathcal{H} \phi^{\rho}=-\frac{\partial V}{\partial \phi} a^{2} \tag{3.111}
\end{equation*}
$$

By substituting $\frac{\partial V}{\partial \phi} a^{2}$ from (3.111) and $\pi G \tilde{\delta \phi}$ from (3.108) into (3.110), equation (3.110) can be rewritten as

$$
\begin{equation*}
\Phi^{\prime \prime}+2\left(\mathcal{H}-\frac{\phi^{\prime \prime}}{\phi^{\prime}}\right) \Phi^{\prime}-\nabla^{2} \Phi+2\left(\mathcal{H}^{\prime}-\mathcal{H} \frac{\phi^{\prime \prime}}{\phi^{\prime}}\right) \Phi=0 \tag{3.112}
\end{equation*}
$$

For convenience, we define a new quantity $u \equiv a \tilde{\delta \phi}+z \Phi$. Then the above equation becomes

$$
\begin{equation*}
u^{\prime \prime}-\nabla^{2} u-\frac{z^{\prime \prime}}{z} u=0 \tag{3.113}
\end{equation*}
$$

where

$$
\begin{equation*}
z=\frac{a \phi^{\prime}}{\mathcal{H}} . \tag{3.114}
\end{equation*}
$$

In order to determine the power spectrum, we need to quantize the gauge-invariant variable, $u$, by repeating the steps in the calculation that we have done in the previous section. Thus, the amplitude coefficient for quantization expansion, $u_{k}$, satisfies

$$
\begin{equation*}
u_{k}^{\prime \prime}+\left(k^{2}-\frac{z^{\prime \prime}}{z}\right) u_{k}=0 \tag{3.115}
\end{equation*}
$$

The difference between (3.115) and (3.17) is only the factor $\frac{z^{\prime \prime}}{z}$ and $\frac{a^{\prime \prime}}{a}$. Therefore, one can write down the power spectrum of the curvature perturbation as

$$
\begin{equation*}
\mathcal{P}_{\mathcal{R}}(k)=\frac{k^{3}}{2 \pi^{2}} \frac{\left|u_{k}\left(\eta=\eta_{k}\right)\right|^{2}}{z_{k}^{2}} \tag{3.116}
\end{equation*}
$$

where the curvature perturbation $\mathcal{R}=-u / z$. We will solve this equation by expressing the factor $\frac{z^{\prime \prime}}{z}$ in terms of the slow-roll parameters and later on set it equal to $\left(\nu^{2}-1 / 4\right) / \eta^{2}$. Let us consider

$$
\begin{align*}
\frac{z^{\prime}}{\mathcal{H} z} & =1+\frac{\phi^{\prime \prime}}{\mathcal{H} \phi^{\prime}}-\frac{\mathcal{H}^{\prime}}{\mathcal{H}^{2}} \\
& =1+\epsilon-\delta . \tag{3.117}
\end{align*}
$$

According to the adiabatic expansion, the derivative of this object is equal to zero,

$$
\begin{equation*}
\left(\frac{z^{\prime}}{\mathcal{H} z}\right)^{\prime}=\frac{z^{\prime \prime}}{\mathcal{H} z}-\frac{1}{\mathcal{H}}\left(\frac{z^{\prime}}{z}\right)^{2}-\frac{\mathcal{H}^{\prime} z^{\prime}}{\mathcal{H}^{2} z} \cong 0 \tag{3.118}
\end{equation*}
$$

So we get

$$
\begin{align*}
\frac{\frac{z^{\prime \prime}}{z}}{z} & =\left(\frac{z^{\prime}}{z}\right)^{2}+\frac{\mathcal{H}^{\prime}}{\mathcal{H}} \frac{z^{\prime}}{z} \\
& =(1+\epsilon-\delta)^{2} \mathcal{H}^{2}+(1+\epsilon-\delta)(1-\epsilon) \mathcal{H}^{2} \\
& \cong \mathcal{H}^{2}(2+2 \epsilon-3 \delta) \\
& =\frac{1}{\eta^{2}}(1+2 \epsilon)(2+2 \epsilon-3 \delta)  \tag{3.119}\\
& =\frac{1}{\eta^{2}}(2+6 \epsilon-3 \delta) \\
99 \wedge 9) & =\frac{1}{\eta^{2}}\left(\nu^{2}-\frac{1}{4}\right), 190
\end{align*}
$$

where

$$
\begin{align*}
\nu & =\left(\frac{9}{4}+6 \epsilon-3 \delta\right)^{1 / 2} \\
& =\frac{3}{2}+2 \epsilon-\delta \tag{3.120}
\end{align*}
$$

Similar to the previous section, the solution $u_{k}$ takes the form

$$
\begin{equation*}
u_{k}=\sqrt{\pi / 4} e^{i \frac{\pi}{2}(\nu+1 / 2)} \sqrt{-\eta} H_{\nu}^{(1)}(-k \eta) \tag{3.121}
\end{equation*}
$$

and so the power spectrum of the curvature perturbation takes the form

$$
\begin{equation*}
\mathcal{P}_{\mathcal{R}}(k)=\frac{k^{3}\left(-\eta_{k}\right)}{8 \pi z^{2}\left(\eta_{k}\right)}\left(J_{\nu}^{2}(-k \eta)+N_{\nu}^{2}(-k \eta)\right) . \tag{3.122}
\end{equation*}
$$

This power spectrum can be reduced to the power spectrum of the generic scalar field by replacing $z$ with $a$. Using the asymptotic form of Hankel's function in (3.33) and $z=a \phi^{\prime} / \mathcal{H}=a \sqrt{2 \epsilon} m_{p l}$, the power spectrum can be expressed in the form

$$
\begin{equation*}
\mathcal{P}_{\mathcal{R}}(k)=A_{\mathcal{R}} k^{6 \epsilon-2 \eta_{\mathcal{R}}}, \tag{3.123}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{\mathcal{R}}=\frac{2^{2 \nu-3}}{8 \pi^{2} m_{p l}^{2}} \frac{\Gamma^{2}(\nu)}{\Gamma^{2}(3 / 2)} \frac{(1+\epsilon)^{1-2 \nu}}{\epsilon} H^{2}(a H)^{2 \nu-3}, \tag{3.124}
\end{equation*}
$$

and the running spectral index is

$$
\begin{equation*}
n_{\mathcal{R}}=1+6 \epsilon-2 \eta_{\mathcal{R}} . \tag{3.125}
\end{equation*}
$$

Next, we consider another way to derive the equation of motion in (3.113) using the action of $u$. To do so, one needs to find the action of the scalar perturbation field $u$. The idea of doing this is to expand the general action up to the second-order in perturbation variables, since the first-order terms correspond to the action of the background field. The calculation is rather complicated and lengthy. Therefore, we only quote the result taken from [11],

$$
\begin{equation*}
-S=\frac{1}{2} \int d^{4} x\left(u^{\prime 2}-\partial_{i} u \partial^{i} u+\frac{z^{\prime \prime}}{z} u^{2}\right) . \tag{3.126}
\end{equation*}
$$

By using the Euler-Lagrange equation, this action yields the same equation of motion in (3.111). Thus, for our conyenience, we will use this action in Chapter 5 in order to derive the scalar perturbation field.

### 3.2.2 Tensor Perturbation

As we have mentioned above, the result of the massless scalar field fluctuation can be applied to the tensor perturbation. The fluctuation of the inflaton will also make the fluctuation in the space-time metric, which we can think of as a ripple of the space-time. Generally, this ripple is called the gravitational waves described by the metric

$$
\begin{equation*}
g_{\mu \nu}=a^{2}(\tau)\left[-d \tau^{2}+\left(\delta_{i j}+h_{i j}\right) d x^{i} d x^{j}\right], \tag{3.127}
\end{equation*}
$$

where $h_{i j}$ has a small value. Considering the degrees of freedom of $h_{i j}$, this tensor can be decomposed into two parts according to their polarizations,

$$
\begin{equation*}
h_{i j}=h_{+} e_{i j}^{+}+h_{\times} e_{i j}^{\times}, \tag{3.128}
\end{equation*}
$$

where $e_{i j}^{+}$and $e_{i j}^{\times}$respectively represent the longitudinal and transverse polarizations. The key point of this issue is that the amplitudes of this tensor act as massless scalar fields. To see this explicitly, consider the action of this tensor,

$$
\begin{equation*}
S_{T}=\frac{m_{p l}^{2}}{2} \int d^{4} x \sqrt{-g} \frac{1}{2} \partial_{\mu} h_{i j} \partial^{\mu} h_{i j} . \tag{3.129}
\end{equation*}
$$

This action leads to the action of the massless scalar fields which takes the form

$$
\begin{equation*}
S_{s}=\frac{1}{2} \int d^{4} x a^{2} \partial_{\mu} \phi_{l} \partial^{\mu} \phi_{l} \tag{3.130}
\end{equation*}
$$

where $\phi_{l}=m_{p l} h_{l} / \sqrt{2}$, and the equations of motion can be expressed as

$$
\begin{equation*}
\phi_{l}^{\prime \prime}+\frac{2 a^{\prime}}{a} \phi_{l}^{\prime}-\nabla^{2} \phi_{l}=0 \tag{3.131}
\end{equation*}
$$

This is of the same form as the equation of motion for the generic massless scalar field in (3.13). Therefore, the power spectrum of the tensor perturbation can be written as

$$
\begin{align*}
\mathcal{P}_{T}(k) & =\frac{k^{3}}{2 \pi^{2}} \sum_{l}\left|h_{l}\right|^{2}=4 \times 2 \frac{k^{3}}{2 \pi^{2}} \frac{\left|\phi_{k}\right|^{2}}{a^{2}\left(\eta=\eta_{k}\right)} \\
& =A_{T} k^{-2 \epsilon}, \tag{3.132}
\end{align*}
$$

where

Notice that the multiplicative factors "2" and " $4 \|$ in (3.131) correspond to the number of the polarization and number of the component for each polarization, respectively. From this power spectrum, the spectral index of the tensor perturbation can be deduced as

$$
\begin{equation*}
n_{T}=-2 \epsilon \tag{3.134}
\end{equation*}
$$

### 3.3 From Inflation to CMB Anisotropy

Depending on the gravity sources, the evolution of the universe can be divided into two phases. The first one is the inflation era, in which the inflaton field is the
main source of gravity. Therefore, the curvature perturbation is generated from the inflaton fluctuations; this was discussed in the previous section. As we have mentioned in the previous section, the amplitudes of the fluctuation modes in the inflation period are frozen on the scales larger than the Hubble radius. The main role of these fluctuations is to serve as the seed of all structures that we observe nowadays. The significant mechanism which yields the structures that we observe is the re-entry of the fluctuation modes after the end of inflation. This is the second phase which will be discussed in this section. The energy-momentum tensor will correspond to the energy density and the pressure of the perfect fluid matter or radiation. The CMB anisotropy which is generated during the recombination time will also be discussed.

### 3.3.1 The Hydrodynamical Perturbation

At the end of inflation, the inflaton decayed and the ordinary objects such as the radiation and the matter were created. In that period the universe reheated itself and was then dominated by the radiation. At later time, the universe was dominated by the matter because the density of the radiation deceases faster than that of the matter due to the expansion of the universe. Therefore, after the end of inflation, the evolution of the universe can be divided into the radiation and the matter periods. The perturbed energy-momentum tensor can be written in terms of the fluctuations of the energy density and pressure of the perfect fluid and takes the form

$$
\begin{align*}
& \text { (1) } \delta \tilde{T}_{0}^{0}=-\tilde{\delta \rho}, \\
& \int \tilde{T}_{i}^{0}=(\rho+p) a^{-1} \tilde{\delta}_{i}, \tag{3.135}
\end{align*}
$$

The perturbed Einstein equation can be calculated in the same way as in the previous section, but instead using the energy-momentum tensor in (3.135). Equations (3.107), (3.108) and (3.109) can be rewritten as

$$
\begin{align*}
\nabla^{2} \Phi-3 \mathcal{H} \Phi^{\prime}-3 \mathcal{H}^{2} \Phi & =4 \pi G a^{2} \tilde{\delta \rho} ;  \tag{3.136}\\
\partial_{i}(\Phi a)^{\prime} & =4 \pi G a^{2}(\rho+p) \tilde{\delta v_{i}}  \tag{3.137}\\
\Phi^{\prime \prime}+3 \mathcal{H} \Phi^{\prime}+\left(\mathcal{H}^{\prime}+2 \mathcal{H}^{2}\right) \Phi & =4 \pi G a^{2} \tilde{\delta p} . \tag{3.138}
\end{align*}
$$

In order to eliminate the right-hand side of (3.136) and (3.138), we use the definition of the adiabatic perturbation,

$$
\begin{equation*}
\tilde{\delta p}=c_{s}^{2} \tilde{\delta} \rho \tag{3.139}
\end{equation*}
$$

As a result,

$$
\begin{equation*}
\Phi^{\prime \prime}+3 \mathcal{H}\left(1+c_{s}^{2}\right) \Phi^{\prime}-c_{s}^{2} \nabla^{2} \Phi+\left[2 \mathcal{H}^{\prime}+\left(1+3 c_{s}^{2}\right) \mathcal{H}^{2}\right] \Phi=0 \tag{3.140}
\end{equation*}
$$

where $c_{s}^{2}=\dot{p} / \dot{\rho}$. This equation can be solved by eliminating the friction term $\Phi^{\prime}$. Let us define a new quantity $u$ by

$$
\begin{equation*}
\Phi=4 \pi G \sqrt{\rho+p} u=\sqrt{4 \pi G}\left(\frac{\mathcal{H}^{2}-\mathcal{H}^{\prime}}{a^{2}}\right)^{1 / 2} u \tag{3.141}
\end{equation*}
$$

This quantity then satisfies

$$
\begin{equation*}
u^{\prime \prime}-c_{s}^{2} \nabla^{2} u-\frac{z^{\prime \prime}}{z} u=0 \tag{3.142}
\end{equation*}
$$

where

$$
\begin{equation*}
z=\frac{1}{a}\left(\frac{\rho}{\rho+p}\right)^{1 / 2}=\frac{\mathcal{H}}{a}\left(\frac{2}{3}\left(\mathcal{H}^{2}-\mathcal{H}^{\prime}\right)\right)^{-1 / 2} . \tag{3.143}
\end{equation*}
$$

From (3.136) and (3.137), the density contrast can be written as

$$
\begin{equation*}
\delta=\frac{\tilde{\delta \rho}}{\rho}=\frac{2}{3 \mathcal{H}^{2}}\left(\nabla^{2} \Phi-3 \mathcal{H} \Phi^{\prime}-3 \mathcal{H}^{2}\right) . \tag{3.144}
\end{equation*}
$$

The goal of this part is to find the density contrast and the potential $\Phi$ which play the important role in the determination of the temperature fluctuations in the CMB anisotropy. These quantities can be obtained once $u$ is determined. Our consideration can be divided into the matter-dominated and the radiation dominated parts.

For the matter-dominated universe, one uses the conditions

$$
\begin{equation*}
p=0 ; \quad c_{s}^{2}=0 ; \quad a(\eta)=a_{m} \frac{\eta^{2}}{2} \tag{3.145}
\end{equation*}
$$

$$
\begin{align*}
& \text { The general solutions for } u, \Phi \text { and } \delta \text { take the form } \\
& \qquad \begin{aligned}
u(\vec{x}, \eta) & =C_{1}^{\prime}(\vec{x}) z(\eta)+C_{2}^{\prime}(\vec{x}) z(\eta) \int \frac{d \eta}{z^{2}}, \\
\Phi(\vec{x}, \eta) & =C_{1}(\vec{x})+C_{2}(\vec{x}, \eta) \eta^{-5}, \\
\delta(\vec{x}, \eta) & =\frac{1}{6}\left(\nabla^{2} C_{1} \eta^{2}-12 C_{1}+\left(\nabla^{2} C_{2} \eta^{2}-18 C_{2}\right) \eta^{-5}\right)
\end{aligned} \tag{3.146}
\end{align*}
$$

where $C_{1}^{\prime}(\vec{x}), C_{2}^{\prime}(\vec{x}), C_{1}(\vec{x})$ and $C_{2}(\vec{x})$ are arbitrary functions of the spatial coordinates. From these equations (neglecting the effects of the decaying modes), one can conclude that the potential will be constant on both small and large scales. On the contrary, the density contrast will be constant only on the large scales, where the spatial derivatives can be neglected (small $k$ ), and will be proportional
to $\eta^{2}$ or $t^{2 / 3}$ on the small scales. This conclusion implies that the amplitude of the curvature perturbation is constant outside the horizon in agreement with the results in the previous section. As a result, the perturbed density of the matter grows larger when it reenters the horizon. This perturbed density then causes the temperature fluctuations on the large scales of the CMB anisotropy that we will discuss later.

For the radiation-dominated universe, the conditions

$$
\begin{equation*}
p=\rho / 3 ; \quad c_{s}^{2}=1 / 3 ; \quad a(\eta)=a_{r} \eta \tag{3.149}
\end{equation*}
$$

are applied and equation (3.142) can be rewritten as

$$
\begin{equation*}
u^{\prime \prime}-\frac{1}{3} \nabla^{2} u-\frac{2 a_{r}^{2}}{a^{2}} u=0 \tag{3.150}
\end{equation*}
$$

This equation can be solved by introducing a new function which satisfies a wave equation [11]. This technical calculation leads to the solutions which take the form

$$
\begin{align*}
\Phi(\vec{x}, \eta)= & \frac{1}{\eta^{3}}\left[(\omega \eta \cos (\omega \eta)-\sin (\omega \eta)) C_{1}\right. \\
& \left.+(\omega \eta \sin (\omega \eta)+\cos (\omega \eta)) C_{2}\right] e^{i \vec{k} \cdot \vec{x}}  \tag{3.151}\\
\delta(\vec{x}, \eta)= & \frac{4}{\eta^{3}}\left[\left(\left(\omega^{2} \eta^{2}-1\right) \sin (\omega \eta)+\omega \eta\left(1-\frac{1}{2} \omega^{2} \eta^{2}\right) \cos (\omega \eta)\right) C_{1}\right. \\
& \left.+\left(\left(\omega^{2} \eta^{2}-1\right) \cos (\omega \eta)+\omega \eta\left(1-\frac{1}{2} \omega^{2} \eta^{2}\right) \sin (\omega \eta)\right) C_{2}\right] e^{i \vec{k} \cdot \vec{x}} \tag{3.152}
\end{align*}
$$

where $\omega=k / \sqrt{3}$. Both general solutions are the oscillation modes and become constant when we consider the long-wavelength limit, $\omega \eta \ll 1$. This yields the same result as the solution for the matter-dominate universe. The solution which oscillates on the short-wavelength scales will produce the temperature fluctuations on the small scale of the CMB anisotropy. The effect of these temperature

## fluctuations is called "the acoustic oscillation." <br> จหาลงกรณมมหาวิทยาลัย

### 3.3.2 The CMB Anisotropy

As the universe expands, its temperature decreases continuously. This leads to the formation of the nuclei and atoms. The history of the universe began with the high temperature and primordial soup of the fundamental particles. As the temperature decreases, the elementary particles such as photons and neutrons were formed. Until the temperature is about $3,000 \mathrm{~K}(t \sim 300,000$ years $)$, the formation of atom could take place. At this time, electrons will be bounded in the atoms and
decoupled from the photons. This is the first time that photons can propagate freely and it is called "the recombination time or decoupling time." There is also the furthest horizon of the light that one can observe, called "the last scattering surface." Therefore, photons from this period can be observed in all directions as a background of the universe and is called "the cosmic microwave background (CMB) radiation." The perturbation that reenters at the decoupling time will produce the fluctuations of the density of the photons in the CMB radiation and leads to the CMB anisotropy that one observes nowadays.

The temperature perturbations in the CMB arise from five physical effects. First, the peculiar velocity of our position with respect to the cosmic rest frame. This effect corresponds to the dipole moment and can be eliminated by using some technical data analysis. Second, the intrinsic perturbation in the radiation fluid, $\delta_{r}$. This effect arises from the fluctuations that reentered the horizon in the radiation-dominated period which produced the temperature fluctuations on the small angular scales. This is the main effect of the small angular scales in the CMB anisotropy. One calls this effect is the "acoustic oscillation" in the last scattering surface as we have mentioned in the previous subsection. Third, the peculiar velocity of the photon on the last scattering surface which leads to the bulk motion of the baryons. This effect can be neglected in comparison with the second effect. Fourth, the Sachs-Wolfe effect which is the effect that the photons climb up the potential at the decoupling time and cause the photon red-shift that we observe. Finally, the last effect is the integrated Sachs-Wolfe effect. It is caused by photons passing through the gravitational potential which depends on time before we observe. This effect has a small effect in comparison with the Sachs-Wolfe effect. So we will not consider this effect here. The temperature perturbations of the intrinsic perturbation in the radiation fluid and the Sachs-Wolfe effect will be considered, and can be written as Cbd I d

$$
\begin{equation*}
\text { where } \Phi_{i n}=\left.\frac{\delta T}{T}\right|_{\text {in }} ^{T}=\frac{1}{4} \delta_{r}\left(t_{\text {dec }}, x_{d e c}^{\sigma}\right)+\left(\Phi_{\text {in }}-\Phi\right)\left(t_{\text {dec }}, x_{\text {dec }}\right), ~(3.153) \tag{3.153}
\end{equation*}
$$ before the decoupling time. The first term comes from the effect of the intrinsic perturbation in the radiation and the factor $1 / 4$ comes from $\rho \propto a^{-4} \propto T^{4}$. The second term comes from the effect of the Sachs-Wolfe effect. $\Phi_{i n}$ can be determined in several ways. The easy but mathematically rigorous calculation is considered in [12] by considering the geodesic equation for the photon propagation in the metric that is perturbed by the gravitational potential $\Phi$. One obtains

$$
\begin{equation*}
d s=\sqrt{1-2 \Phi} d t \sim(1-\Phi) d t \tag{3.154}
\end{equation*}
$$

By using the gauge transformation $(t \rightarrow t+d t)$ and the conservation of the energy density equation, $a(t)=a_{0} t^{2 / 3(1+\omega)}$, one obtains

$$
\begin{equation*}
\frac{\delta a}{a}=\frac{-2}{3(1+\omega)} \Phi . \tag{3.155}
\end{equation*}
$$

From statistical mechanics, the energy density of the radiation is proportional to the fourth order of the temperature. Thus, one obtains

$$
\begin{equation*}
\left.\frac{\delta T}{T}\right|_{i n}=\frac{-\delta a}{a}=\frac{2}{3(1+\omega)} \Phi . \tag{3.156}
\end{equation*}
$$

Finally, (3.152) reduces to

$$
\begin{equation*}
\frac{\delta T}{T}=\frac{1}{4} \delta_{r}\left(t_{d e c}, x_{d e c}\right)-\frac{1}{3} \Phi\left(t_{d e c}, x_{d e c}\right) \tag{3.157}
\end{equation*}
$$

Next, we will compare this result with the observation. From the view point of the observer, the CMB anisotropies are generated at the last scattering surface which is spherically symmetric. So one can expand the temperature fluctuations in the spherical harmonics,

$$
\begin{equation*}
\frac{\delta T}{T}\left(\hat{n}, x_{0}\right)=\sum_{\ell, m} a_{\ell m}\left(x_{0}\right) Y_{\ell m}(\hat{n}), \tag{3.158}
\end{equation*}
$$

where $a_{l m}$ are the multipoles moments. The fluctuations are created by the homogeneous and isotropic random processes, then the result depends neither on $x_{0}$ nor on $m$ [13]. Thus, there is no coupling between different scales and orientations which can be written as

$$
\begin{equation*}
\text { (1) }\left\langle a_{\ell m}^{*} a_{\ell^{\prime} m^{\prime}}\right\rangle=\delta_{\ell^{\prime} \ell} \delta_{m^{\prime} m} C_{\ell} \tag{3.159}
\end{equation*}
$$

where $C_{\ell}$ is the CMB power spectrum. The two-point correlation function of the temperature fluctuations takes the form: $\|^{\circ}$ ?

$$
\begin{align*}
\xi\left(\hat{n}^{\prime} \hat{n}\right) & =\left\{\frac{\delta T}{T}\left(\hat{n}, x_{0}\right) \frac{\delta T}{T}\left(\hat{n}^{\prime}, x_{0}\right)\right\rangle \\
& \left.=\sum_{\ell \ell^{\prime} m m^{\prime}}\left\langle a_{\ell^{\prime} m^{\prime}}^{*} a_{\ell m}\right\rangle Y_{\ell^{\prime} m^{\prime}}^{*}, \hat{n}^{\prime}\right) Y_{\ell m}(\hat{n}) \\
& =\sum_{\ell m} C_{\ell} Y_{\ell m}^{*}\left(\hat{n}^{\prime}\right) Y_{\ell m}(\hat{n})  \tag{3.160}\\
& =\frac{1}{4 \pi} \sum_{\ell}(2 \ell+1) C_{\ell} P_{\ell}\left(\hat{n}^{\prime} \cdot \hat{n}\right)
\end{align*}
$$

Notice that the identity,

$$
\begin{equation*}
P_{\ell}\left(\hat{n}^{\prime} \cdot \hat{n}\right)=\frac{4 \pi}{2 \ell+1} \sum_{m} Y_{\ell m}^{*}\left(\hat{n}^{\prime}\right) Y_{\ell m}(\hat{n}) \tag{3.161}
\end{equation*}
$$

was used in the last step. Now, we will return to the two physical effects that generate anisotropy, These two physical effects are independent from each other. One can calculate them separately. First, let us consider the Sachs-Wolfe effect, the temperature perturbation can be expanded in the Fourier expansion and takes the form

$$
\begin{equation*}
\frac{\delta T}{T}\left(k, \hat{n}, t_{0}\right)=\frac{1}{3} \Phi\left(k, t_{\text {dec }}\right) e^{i \hat{k} \cdot \hat{n}\left(t_{0}-t_{\text {dec }}\right)} . \tag{3.162}
\end{equation*}
$$

By using the mathematical identity

$$
\begin{equation*}
\exp \left(i \hat{k} \cdot \hat{n}\left(t_{0}-t_{d e c}\right)\right)=\sum_{\ell=0}^{\infty}(2 \ell+1) i^{\ell} j_{\ell}\left(k\left(t_{0}-t_{\text {dec }}\right)\right) P_{\ell}(\hat{k} \cdot \hat{n}) \tag{3.163}
\end{equation*}
$$

the two-point correlation function of the temperature fluctuations can be written as

$$
\begin{aligned}
& \xi\left(\hat{n}^{\prime}, \hat{n}\right)=\left\langle\frac{\delta T}{T}\left(\hat{n}, x_{0}, t_{0}\right) \frac{\delta T}{T}\left(\hat{n}^{\prime}, x_{0}, t_{0}\right)\right\rangle \\
& =\frac{1}{V} \int d^{3} x_{0} \frac{\delta T}{T}\left(\hat{n}, x_{0}, t_{0}\right) \frac{\delta T}{T}\left(\hat{n}^{\prime}, x_{0}, t_{0}\right) \\
& =\frac{1}{(2 \pi)^{3}} \int d^{3} k \frac{\delta T}{T}\left(\hat{n}, k, t_{0}\right) \frac{\delta T}{T}\left(\hat{n}^{\prime}, k, t_{0}\right)
\end{aligned}
$$

$$
\begin{align*}
& j_{\ell}\left(k\left(t_{0}-t_{\text {dec }}\right)\right) j_{\ell}^{\prime}\left(k\left(t_{0}-t_{\text {dec }}\right)\right) P_{\ell}(\hat{k} \cdot \hat{n}) P_{\ell^{\prime}}\left(\hat{k} \cdot \hat{n}^{\prime}\right) \\
& \left.=\left.\frac{1}{9} \int \frac{d^{3} k}{2 \pi^{3}}\langle | \Phi\right|^{2}\right\rangle \sum_{\ell \ell^{\prime}} A_{\ell^{\prime} \ell} P_{\ell}(\hat{k} \cdot \hat{n}) P_{\ell^{\prime}}\left(\hat{k} \cdot \hat{n}^{\prime}\right) \\
& \left.=\left.\frac{1}{9} \int \frac{d^{3} k}{2 \pi^{3}}\langle | \Phi\right|^{2}\right\rangle \sum_{\ell \ell^{\prime}, m^{\prime} m} \frac{(4 \pi)^{2} A_{\ell^{\prime} \ell}}{\left(2 \ell^{\prime}+1\right)(2 \ell+1)} Y_{\ell^{\prime} m^{\prime}}^{*}(\hat{k}) Y_{\ell^{\prime} m^{\prime}}\left(\hat{n}^{\prime}\right) Y_{\ell m}^{*}(\hat{k}) Y_{\ell m}(\hat{n}) \\
& =\frac{1}{9} \int \frac{d k k^{2}}{2 \pi^{3}}\left\langle\left.\Phi\right|^{2}\right\rangle \sum_{\ell \ell^{\prime}, m^{\prime} m} \frac{(4 \pi)^{2} A_{\ell^{\prime} \ell}}{\left(2 \ell^{\prime}+1\right)(2 \ell \pm 1)} \\
& \int d \Omega_{k} Y_{\ell^{\prime} m^{\prime}}^{*}(\hat{k}) Y_{\ell m}^{*}(\hat{k}) Y_{\ell^{\prime} m^{\prime}}(\hat{n}) Y_{\ell m}(\hat{n}) \\
& \left.9=\left.\frac{1}{9} \int \frac{d k k^{2}}{2 \pi^{3}}\langle | \Phi\right|^{2}\right\rangle \sum_{\ell \ell^{\prime}, m^{\prime} m} \frac{9(4 \pi)^{2} A_{\ell^{\prime} \ell}}{\left(2 \ell^{\prime}+1\right)(2 \ell+1)} \delta_{\ell^{\prime} \ell} \delta_{m^{\prime} m} Y_{\ell^{\prime} m^{\prime}}(\hat{n} \hat{\prime}) Y_{\ell m}(\hat{n}) \\
& \left.=\left.\frac{1}{9} \int \frac{d k k^{2}}{2 \pi^{3}}\langle | \Phi\right|^{2}\right\rangle \sum_{\ell, m}(4 \pi)^{2} j_{\ell}^{2}\left(k\left(t_{0}-t_{d e c}\right)\right) Y_{\ell m}\left(\hat{n}^{\prime}\right) Y_{\ell m}(\hat{n}) \\
& \left.=\left.\sum_{\ell, m} 4 \pi(2 \ell+1) P_{\ell}\left(\hat{n}^{\prime} \cdot \hat{n}\right) \int \frac{d k k^{2}}{2 \pi^{3}} \frac{1}{9}\langle | \Phi\right|^{2}\right\rangle j_{\ell}^{2}\left(k\left(t_{0}-t_{\text {dec }}\right)\right) \text {. } \tag{3.164}
\end{align*}
$$

Comparing with (3.160), one obtains

$$
\begin{equation*}
\left.C_{\ell}=\left.\frac{2}{\pi} \int \frac{d k}{k}\langle | \frac{1}{3} \Phi\right|^{2}\right\rangle k^{3} j_{\ell}^{2}\left(k\left(t_{0}-t_{d e c}\right)\right) . \tag{3.165}
\end{equation*}
$$

Notice that this equation is valid for the adiabatic perturbation which $2 \leq \ell \ll$ $\left(t_{o}-t_{\text {dec }}\right) / t_{\text {dec }} \sim 100$. This equation will be solved if we know the exact solution of the potential $\Phi$. It means that we must solve for the exact solution of the differential equation (3.148) which is very complicated. However, one can solve this equation numerically. Nevertheless, this equation can be solved analytically by assuming that the potential is the power-law of $k$,

$$
\begin{equation*}
\left.\left.\langle | \Phi\right|^{2}\right\rangle k^{3}=A k^{n-1} t_{0}^{n-1} . \tag{3.166}
\end{equation*}
$$

One obtains

$$
\begin{equation*}
C_{\ell}^{(S W)}=\frac{A}{9} \frac{\Gamma(3-n) \Gamma\left(\ell-\frac{1}{2}+\frac{n}{2}\right)}{2^{3-n} \Gamma\left(2-\frac{n}{2}\right) \Gamma\left(\ell \frac{5}{2}-\frac{n}{2}\right)} \tag{3.167}
\end{equation*}
$$

The significant point of this assumption is the scale invariant spectrum where $n=1$.

On the small scales, $\ell \geq 100$, the intrinsic perturbations in the radiation fluid are dominated. The CMB power spectrum is

$$
\begin{equation*}
C_{\ell}=\frac{2}{\pi} \int \frac{d k}{k}\left\langle\left\langle\left.\frac{1}{4} \delta_{r}\left(k, t_{\text {dec }}\right)\right|^{2}\right\rangle k^{3} j_{\ell}^{2}\left(k\left(t_{0}-t_{\text {dec }}\right)\right) .\right. \tag{3.168}
\end{equation*}
$$

According to the previous section, the solution of the density contrast is the oscillating solution that will induce the CMB power spectrum to oscillate as show in Figure 3.1. This figure is obtained by using the CMBFAST program [14] which is evaluated at $\Omega_{b}=0.05, \Omega_{c}=0.2, \Omega_{\nu}=0.00, \Omega_{\Lambda}=0.75$ and $H_{0}=65 \mathrm{~km} / \mathrm{sec} / \mathrm{Mpc}$.
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6) Figure 3.1: The CMB power spectrum.
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## CHAPTER IV

## INTRODUCTION TO NONCOMMUTATIVE SPACE-TIME

The idea of noncommutative space-time was first introduced by Heisenberg in his attempt to remove the Ultraviolet divergences in quantum field theory [16]. Then, this idea was applied to explain the systems of an electron in strong external magnetic field by Rudolf Peierls [18]. However, it was Snyder who first formalized this idea in a systematic way and published it in the paper with the title "Quantized space-time" [19]. Unfortunately, his idea was ignored by the physics community because during that time the renormalization technique in quantum field theory was more attractive and was successful in predicting the data of observation. However, the idea of noncommutative space is more popular among the mathematicians. It was von Neumann who first used the idea of the noncommutative phase space in the quantum mechanics to introduce the noncommutative algebra. This is the well known aspects of "noncommutative geometry". After that, the idea of noncommutative space was revived in 1980's by three mathematicians, Connes, Woronowich and Drinfel'd who applied the notion of the differential formalism in noncommutative geometry. This formalism is the fundamental mathematical tool for studying several modern theories in physics such as the Yang-Mills gauge theory, Kaluza-Klein mechanism, standard model for particle physies, etc.


In the past twenty years, there has been a tot of progress in quantum gravity in particular in string theory. One of the most important developments is the discovery of D-brane which is the multi-dimensional object in string theory [20]. The studies of D-brane show the connection between string theory and gauge theory on noncommutative space. This connection pushes the idea of noncommutative space back into main stream physics again.

In fact String theory and non-commutative space seem to have very deep connection. Already in 1980s, Yonaya discovered the stringy space-time uncertainty relation [27]. In analogy with Quantum mechanics, one can conclude that string
theory implies noncommutativity between space and time coordinates. Recently, Brandenberger and Ho apply the idea of string non-commutative space-time to cosmology [26]. We will review this idea in detail in Chapter 5.

In this chapter, we start by giving the idea of the noncommutative spacetime and deriving the generalized uncertainty principle. Next, the fundamental concept of scalar field theory will be reviewed in order to provide us the understanding in the concept of field theory in the noncommutative space-time. Finally, the noncommutative algebra is applied to the field theory in order to use in a cosmological regime.

### 4.1 Generalized Uncertainty Principle

Quantum gravity is the theory which takes an account for the effects of quantum theory and general relativity. The significant property of the quantum gravity is the existence of the minimum length scale. This length scale is known as the Planck length. The Planck length can be determined by comparing the quantum length scale, $\lambda_{c}=\hbar / m c$, with the classical length scale, $R_{s}=G m / c^{2}$. Note that $\lambda_{c}$ is the Compton wavelength and $R_{s}$ is the Shcwarzschild radius. This leads to the Planck mass

$$
\begin{equation*}
m_{p l}=\sqrt{\frac{\hbar c}{G}} \cong 2.2 \times 10^{-8} \mathrm{~kg}, \tag{4.1}
\end{equation*}
$$

Other Planck quantities can be determined by using the dimensional analysis, and take the form

$$
\begin{align*}
& 66 \bigsqcup^{\frac{l_{p l}}{} q=\sqrt{\frac{\hbar G}{c^{3}}} \cong 1.6 \times 10^{-35} \mathrm{~m},}  \tag{4.2}\\
& t_{p l}=\sqrt{\frac{\hbar G}{c^{4}}} \cong 0.54 \times 10^{-43} \mathrm{sec},
\end{align*}
$$

where $l_{p l}, t_{p l}$ and $E_{p l}$ are the Planck length, time and energy, respectively.
We are interested in the effect of Planck scale on the principle of Quantum Mechanics. It turns out that the Heisenberg uncertainty principle needs to be modified. This generalized version of Heisenberg uncertainty principle occurs in many models of quantum gravity for example in string theory [21]. In this section, we will derive the generalized uncertainty principle by following the work of Adler


Figure 4.1: The curvature of the space-time which is curved due to the photon.
in [22]. Note that only in this section we reintroduce the speed of light $c$ and will return to the natural unit in the next section.

Let us consider the classical scattering process of the photon and electron. We assume that at the beginning the electron is at rest in flat space-time. Suppose the photon energy is high enough to curve the space-time around it. As the photon propagating toward the electron, the electron starts to feel the curvature of the space-time as illustrate in Figure 4.1.

We assume that electromagnetic and gravitational interactions can be calculated independently. The effect of the electromagnetic interaction is responsible for the Heisenberg uncertainty principle which obeys the relation,

$$
\begin{equation*}
\text { 66) } 19 \rightarrow \Delta x \geq \frac{\hbar}{\Delta p} \cdot \partial ? 𠃌 \delta \tag{4.3}
\end{equation*}
$$

This relation implies that one cannot find the exact position andmomentum of the electron at the same time. The exact position of the electron can be determined by using the very large photon momentum and this leads to the very large uncertainty for the electron momentum eventually.

In order to determine the gravitational interaction from the in-coming photon on the electron, we will consider the Einstein equation,

$$
\begin{equation*}
G_{\mu \nu}=\frac{8 \pi G}{c^{4}} T_{\mu \nu} . \tag{4.4}
\end{equation*}
$$

For simplicity, one can consider the dimensional estimate in the first place. The left-hand side (LHS) of the Einstein equation can be viewed as the second deriva-
tive of the space-time metric with respect to the space-time coordinate. Thus, one can estimate $L H S \approx \delta g_{\mu \nu} / L^{2} . L$ is the characteristic size of the model which is the approximation radius of the region that the gravitational interaction from the photon can affect the electron. $\delta g_{\mu \nu}$ is the deviation of the flat space metric due to the photon energy and it contributes fractional uncertainty to the electron position at any points in the characteristic region. Dimensionally, one can write $\delta g_{\mu \nu}=\Delta x / L$. Thus, the left-hand side of (4.4) can be written as

$$
\begin{equation*}
L H S \approx \frac{\Delta x}{L^{3}} . \tag{4.5}
\end{equation*}
$$

For the right-hand side (RHS), the energy-momentum tensor represents the energy density of the photon. By using the dimensional estimate, the right-hand side can be written as $R H S \approx G E / c^{4} L^{3}=G p / c^{3} L^{3}$. This photon momentum will contribute to the uncertainty of the electron momentum in the same order of magnitude, and then the right-hand side of (4.4) takes the form

$$
\begin{equation*}
R H S \approx \frac{G \Delta p}{c^{3} L^{3}} . \tag{4.6}
\end{equation*}
$$

From equations (4.5) and (4.6), the uncertainty of the electron position from gravitational effect can be expressed in the form

$$
\begin{equation*}
\Delta x=\frac{G \Delta p}{c^{3}}=l_{p l}^{2} \frac{\Delta p}{\hbar} . \tag{4.7}
\end{equation*}
$$

By combining equation (4.7) with the Heisenberg uncertainty principle (4.3), one obtains the generalized uncertianty principle:

$$
\begin{equation*}
\Delta x \geq \frac{\hbar}{\Delta p}+l_{p l}^{2} \frac{\Delta p}{\hbar} \tag{4.8}
\end{equation*}
$$

This equation implies the maximum accuracy in determining the electron positions which has the limit at the-Planck length. This means that one cannot probe any object which is smaller than the Planck length. However, the above consideration is only the rough approximation. More rigorous calculation can be done by using the linearized perturbation theory in general relativity. The components of the energy momentum tensor are assumed to be small. In this context, one can perturb the space-time metric by adding the small perturbation metric, $h_{\mu \nu}$, to the flat Minkowski metric, $\eta_{\mu \nu}$, such that

$$
\begin{equation*}
g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}, \quad\left|h_{\mu \nu}\right| \ll 1 . \tag{4.9}
\end{equation*}
$$

From the straightforward calculation with the Lorentz gauge condition [5], one obtains the linearized Einstein equation which takes the form

$$
\begin{equation*}
\square h_{\mu \nu}-\frac{1}{2} \eta_{\mu \nu} \square h=-\frac{16 \pi G}{c^{4}} T_{\mu \nu} \tag{4.10}
\end{equation*}
$$

where the D'Alembertian operator $\square=-\partial_{t}^{2}+\partial_{x}^{2}+\partial_{y}^{2}+\partial_{z}^{2}$. By considering the energy-momentum tensor of the radiation in the flat Minkowski space, one obtains

$$
\begin{equation*}
T_{\mu \nu}=F_{\mu \rho} F_{\nu}^{\rho}+\frac{1}{4} F_{\sigma \rho} F^{\sigma \rho} \eta_{\mu \nu} \tag{4.11}
\end{equation*}
$$

where $F_{\mu \rho}$ is the electromagnetic field strength tensor. By assuming the radiation propagates along $x$ direction, the energy-momentum tensor has only four non-zero components and takes the form

$$
T_{\mu \nu}=-\rho\left(\begin{array}{llll}
1 & 1 & 0 & 0  \tag{4.12}\\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

where $\rho$ is the energy density of the radiation which takes the form $\rho=\left(c^{2} E^{2}+\right.$ $\left.B^{2}\right) / 2$. The electromagnetic wave propagating in the $x$ direction can be explained in terms of the wave function $f(x-c t, y, z)$. Therefore, the perturbed metric can be written as

$$
h_{\mu \nu}=f(x-c t, y, z)\left(\begin{array}{cccc}
1 & 1 & 0 & 0  \tag{4.13}\\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

For our convenience, we are only interested in the inhomogeneous solution. Then, the linearized Einstein equation (4.10) can be reduced to the inhomogeneous wave equation of the unknown function, $f$, and takes the form

$$
\begin{equation*}
\square f(x-c t, y, z)=\frac{16 \pi G}{c^{4}} \rho(x-c t, y, z) \text {. } \tag{4.14}
\end{equation*}
$$

The energy density $\rho$ and the unknown function $f$ can be treated separately. Let us appling the separation of variable method such that $f_{f(x-c t, y, z)}^{=}=f_{\|}(x-c t) f_{\perp}(y, z)$,

Substituting these into equation (4.14), one obtains

$$
\begin{align*}
\square f_{\|}(x-c t) f_{\perp}(y, z) & =\frac{16 \pi G}{c^{4}} \rho_{\|}(x-c t) \rho_{\perp}(y, z) \\
f_{\|}(x-c t) \square f_{\perp}(y, z)+f_{\perp}(y, z) \square f_{\|}(x-c t) & =\frac{16 \pi G}{c^{4}} \rho_{\|}(x-c t) \rho_{\perp}(y, z) \\
f_{\|}(x-c t)\left(\partial_{y}^{2}+\partial_{z}^{2}\right) f_{\perp}(y, z) & =\frac{16 \pi G}{c^{4}} \rho_{\|}(x-c t) \rho_{\perp}(y, z) \\
\Rightarrow \quad f_{\|}(x-c t) & =\frac{16 \pi G}{c^{4}} \rho_{\|}(x-c t),  \tag{4.16}\\
\Rightarrow \quad\left(\partial_{y}^{2}+\partial_{z}^{2}\right) f_{\perp}(y, z) & =\rho_{\perp}(y, z) . \tag{4.17}
\end{align*}
$$

For simplicity, one chooses the cylindrical coordinate. We assume that the radiation is enveloped by the moving cylinder of length $L$ and radius $R$. We also assume that $R$ is in the same order magnitude of the characteristic length, $L$. Furthermore, it is assumed that the energy density has a constant value $\rho_{0}$ inside the moving cylinder and vanishes outside the cylinder. Therefore, the equations (4.16) and (4.17) can be reduced to

$$
\begin{align*}
f_{\|}(x-c t) & =\frac{16 \pi G}{c^{4}} \theta(x-c t) \theta(L-x+c t)  \tag{4.18}\\
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial f_{\perp}}{\partial r}\right) & =\rho_{0} \theta(r-R), \tag{4.19}
\end{align*}
$$

where $\theta$ is step function. Note that from the above equation, we assume that the moving cylinder is an azimuthally symmetric cylinder. In order to solve (4.19), we will determine the solutions for inside and outside the cylinder separately. There are four boundary conditions that we need to consider. The first is the non-vanishing of the function at the origin $f(r=0) \neq 0$. The second is the vanishing of the solution at the infinity $f(r \rightarrow \infty)=0$. The requirement that the solutions must be smooth at the surface of the cylinder gives the last two boundary conditions: $\left.f(r<R)\right|_{R}=\left.f(r>R)\right|_{R}$ and $\left.\partial_{r} f(r<R)\right|_{R}=\left.\partial_{r} f(r>R)\right|_{R}$. Thus, after some calculations, we have

$$
f=\frac{4 \pi G}{c^{4}} \theta(x-c t) \theta(L-x+c t) \rho_{0} R^{2}\left\{\begin{array}{cc}
\frac{r^{2}}{R^{2}} & r<R  \tag{4.20}\\
1+\ln \frac{r^{2}}{R^{2}} & r>R
\end{array}\right.
$$

Recall that in our model, the gravitational interaction can only affect the electron if and only if the electron is in the characteristic range $L$ from the photon. While the electromagnetic interaction is assumed to have instantaneous effect. As the gravitational interaction begins to affect the electron at the surface of the cylinder $(r \sim R)$. The electromagnetic interaction will affect the electron at the same time. By replacing $r \sim R$ and $\rho_{0}=E / \pi R^{2} L=p / c \pi R^{2} L$ into the above equation (4.20),
one can approximate $f$ function as

The function $f$ is the amplitude of the perturbed metric which has the same order magnitude as $\delta g_{\mu \nu}$, then the $f$ function can be approximated as $f \sim \Delta x / L$. Thus, the uncertainty of the electron position can be written as

$$
\begin{equation*}
\Delta x \approx \frac{4 G p}{c^{3}}=\frac{4 G \Delta p}{c^{3}}=4 l_{s}^{2} \frac{\Delta p}{\hbar} . \tag{4.22}
\end{equation*}
$$

By combining this equation with the Heisenberg uncertainty principle, one obtains the same result with the dimensional estimate analysis. As we mentioned
at the beginning of this section, the calculation in string theory also yields the same generalized uncertainty principle but, in that case, replacing the Planck length with the string length. Moreover, both Planck and string lengths are the minimum length that one can observe in each theory. This consistency makes string theory one of the most promising candidates for quantum gravity. It implies that the string theory can be a good choice to describe physics at the high-energy scale such as in the early universe. We will come back to discuss this issue in the next chapter.

Another application of the generalized uncertainty principle is the prediction of black hole remnants [23], [24]. Black hole remnants are the object left over after Hawking radiation of the small black hole. The idea of the black hole remnants is in analogous with the stability problem of the hydrogen atom in quantum mechanics. In the latter, the uncertainty principle prevents the collapse of the hydrogen atom. While, in the former case, the generalized uncertainty principle prevents a small black hole to evaporate and vanish. These black hole remnants are one of the candidates for cold dark matter.

### 4.2 Review of Scalar Field Theory

Field theory plays the important roles in many areas of cosmology in particular the inflationary model. We will review some necessary concepts of the classical and quantum field theory. In this thesis, we consider only the real scalar field theory.

### 4.2.1 Scalar Field Theorylย\|ロふ?

Quantum theory of the discrete system is not well defined in the relativistic limit while the propagation amplitude of free particle violates the causality [25]. However, the causality problem can be solved in the continuous system which is described by the field variable. By using the Lagrangian formalism, we can construct the relativistic field theory whose action is invariant under the Lorentz transformation in four-dimensional space-time. Let us consider a real scalar field $\phi(x)=\phi\left(x^{0}, x^{1}, x^{2}, x^{3}\right)$. In this section, we denote the 4 -vector, $x^{\mu}$, by using the Greek indices $\mu, \nu, \sigma$ and the 3-dimensional vector will be denote by the arrow e.g. $\vec{x}$. In general, the action for real scalar field in 4 -dimensional Minkowski
space-time is

$$
\begin{equation*}
S=\int \mathcal{L}\left(\phi, \partial_{\mu} \phi\right) d^{4} x \tag{4.23}
\end{equation*}
$$

where $\mathcal{L}$ is the Lagrangian density. The equation of motion is the Euler-Lagrange equation:

$$
\begin{equation*}
\partial_{\mu}\left(\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \phi\right)}\right)-\frac{\partial \mathcal{L}}{\partial \phi}=0 . \tag{4.24}
\end{equation*}
$$

In order to consider quantum field theory of the scalar field, we need the Hamiltonian which is defined by

$$
\begin{equation*}
H=\int\left(\pi(x) \dot{\phi}(x)-\mathcal{L}\left(\phi, \partial_{\mu} \phi\right)\right) d^{3} x=\int \mathcal{H} d^{3} x \tag{4.25}
\end{equation*}
$$

where $\mathcal{H}$ is the Hamiltonian density. The conjugate momentum is defined by

$$
\begin{equation*}
\pi(x) \equiv \frac{\partial \mathcal{L}}{\partial \dot{\phi}(x)} \tag{4.26}
\end{equation*}
$$

### 4.2.2 Field Quantization

In this subsection, we review the canonical quantization of the scalar field. Let us consider the free scalar field, $\phi$, with the mass " $m$ ". The Lagrangian density can be written as

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi-\frac{1}{2} m^{2} \phi^{2} \tag{4.27}
\end{equation*}
$$

The Hamiltonian density is

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2} \pi^{2}+\frac{1}{2}(\nabla \phi)^{2}+\frac{1}{2} m^{2} \phi^{2} \tag{4.28}
\end{equation*}
$$

In analogy with quantum mechanics, we replace the field variable and the conjugate momentum $(\phi, \pi)$ by their associated operators $(\hat{\phi}, \hat{\pi})$. These operators must obey the equal-time canonical commutation relations

$$
\begin{equation*}
)_{9}\right)^{\circ}\left\{\hat{\phi}(t, \vec{x}), \hat{\phi}\left(t, \vec{x}^{\prime}\right)\right]=\left[\hat{\pi}(t, \vec{x}), \hat{\pi}\left(t, \vec{x}^{\prime}\right)\right] \in 0, \widehat{G} \tag{4.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\hat{\phi}(t, \vec{x}), \hat{\pi}\left(t, \vec{x}^{\prime}\right)\right]=\imath \delta^{3}\left(\vec{x}-\vec{x}^{\prime}\right) \tag{4.30}
\end{equation*}
$$

Moreover, the field operators also obey the Heisenberg equations which take the form

$$
\begin{align*}
& \dot{\hat{\phi}}(x)=\frac{1}{i}[\hat{\phi}(x), \hat{H}]=\hat{\pi}(x)  \tag{4.31}\\
& \dot{\hat{\pi}}(x)=\frac{1}{i}[\hat{\pi}(x), \hat{H}]=\left(\nabla^{2}-m^{2}\right) \hat{\phi}(x) \tag{4.32}
\end{align*}
$$

where $\hat{H}$ is the Hamiltonian operator which is determined by replacing the classical field by the field operator. Combining these two equations of motion, one obtains

$$
\begin{equation*}
\left(\square+m^{2}\right) \hat{\phi}(x)=0, \tag{4.33}
\end{equation*}
$$

which is the Klien-Gordon equation of the field operator. In analogy with the quantum theory, the operator can be written as the superposition of the creation and annihilation operators. One can expand the field operators as

$$
\begin{align*}
& \hat{\phi}(x)=\int \frac{d^{3} k}{(2 \pi)^{3}} \sqrt{\frac{1}{2 E_{k}}}\left(\hat{a}_{k} e^{-i k x}+\hat{a}_{k}^{\dagger} e^{i k x}\right)  \tag{4.34}\\
& \hat{\pi}(x)=\dot{\hat{\phi}}(x)=\int \frac{d^{3} k}{(2 \pi)^{3}}  \tag{4.35}\\
&(-i) \sqrt{\frac{E_{k}}{2}}\left(\hat{a}_{k} e^{-i k x}-\hat{a}_{k}^{\dagger} e^{i k x}\right) .
\end{align*}
$$

The creation and the annihilation operators have to obey the commutation relations

$$
\begin{align*}
& {\left[\hat{a}_{k}, \hat{a}_{k^{\prime}}\right]=\left[\hat{a}_{k}^{\dagger}, \hat{a}_{k^{\prime}}^{\dagger}\right]=0,}  \tag{4.36}\\
& {\left[\hat{a}_{k}, \hat{a}_{k^{\prime}}^{\dagger}\right]=(2 \pi)^{3} \delta^{3}\left(k-k^{\prime}\right) .} \tag{4.37}
\end{align*}
$$

From above discussions, one can state that quantum field theory is the quantum theory with infinite degrees of freedom which is referred from the infinite numbers of the creation and annihilation operators. As we mentioned in the first part of this section, the causality problem can be solved by multiple-particle regime. Therefore, quantum field theory for the scalar field cannot violate the causality by interpreting that "a measurement which is performed at one point cannot affect a measurement at another point which is separated by space-like interval" [25]. Due to this interpretation, one uses the continuous Lorentz transformation which exists only in the continuous system. This is the elegant theory to explain the nature of particle physics. However, in this work, we consider only in the free theory in order to see the difference between noncommutative and commutative field theory. Although, the most important result of the quantum field theory is to explain the interaction of the particles. This result can be determined by adding the interaction term in Lagrangian.

### 4.3 Noncommutative Field Theory

As we mentioned in the first part of this chapter, the idea of noncommutative space-time is inspired by quantum theory. In quantum mechanics, the phase-space
variables, $x_{i}$ and $p_{j}$, are replaced by the Hermitian operators, $\hat{x}_{i}$ and $\hat{p}_{j}$ which obey the commutation relation $\left[\hat{x}_{i}, \hat{p}_{j}\right]=i \hbar \delta_{i j}$. By using the simillar concept, the noncommutivity of space-time can be defined by replacing the space-time coordinates with the space-time Hermitian operators which obey the commutation relation,

$$
\begin{equation*}
\left[\hat{x}^{\mu}, \hat{x}^{\nu}\right]=i \theta^{\mu \nu} \tag{4.38}
\end{equation*}
$$

where $\theta^{\mu \nu}$ is constant real-valued antisymmetric $4 \times 4$ matrix with the dimension of length squared. In analogy with the quantum mechanics, this commutation relation implies the space-time uncertainty relation

$$
\begin{equation*}
\Delta x^{\mu} \Delta x^{\nu} \geq \frac{1}{2}\left|\theta^{\mu \nu}\right| \tag{4.39}
\end{equation*}
$$

This relation implies that the space-time point will be replaced by the Planck cell. One cannot probe anything inside the Planck cell. Moreover, it refers to non-local time coordinate which leads to the causality problem eventually. Since we consider the dynamics of the scalar field in noncommutative space-time, we need the multiplication product of such fields, $\phi(\hat{x}) \phi(\hat{x})$. Note that, we put the "hat notation $\left(^{\wedge}\right) "$ over all parameters that represent the operators for this section. Thus, the mapping between the multiplication of some given functions in noncommutative and commutative space-time is defined, and well known as the Groenewold-Moyal product or "star product".

### 4.3.1 The Star Product

It is convenient to define the operator which maps the field in noncommutative space-time into the function in commutative space-time. The Weyl operator is the significant operator for this mapping because it is the mapping between the algebra of coordinate in classical phase space and the algebra of operator in Hilbert space which is the noncommutative structure. Therefore, in this section, we first consider the Weyl mapping in order to define the star product. And then, the property of the star product will be discussed.

The Weyl operator of any function in commutative space-time can be defined in similar way with Fourier transformation which can be written as

$$
\begin{equation*}
\hat{W}[f(x)]=\int \frac{d^{4} k}{(2 \pi)^{2}} \tilde{f}(k) e^{i k \hat{x}} \tag{4.40}
\end{equation*}
$$

Here $\tilde{f}(k)$ are the Fourier coefficients which take the form

$$
\begin{equation*}
\tilde{f}(k)=\int \frac{d^{4} x}{(2 \pi)^{2}} e^{i k x} f(x) \tag{4.41}
\end{equation*}
$$

Substituting the Fourier coefficient into equation (4.40), one can rewrite the Weyl operator in term of a given function, $f(x)$, and the mapping operator $\hat{M}(x)$,

$$
\begin{equation*}
\hat{W}[f(x)]=\int d^{D} x \hat{M}(x) f(x) \tag{4.42}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{M}(x)=\int \frac{d^{4} k}{(2 \pi)^{4}} e^{-i k x} e^{i k \hat{x}} \tag{4.43}
\end{equation*}
$$

From this context, if one considers in the commutative limit by taking $\theta^{\mu \nu}=0$, the mapping operator will be reduced to the delta-function, $\delta^{4}(\hat{x}-x)$. This yields the Weyl operator taking the form $\hat{W}[f(x)]=f(\hat{x})$. Note that, in the noncommutative case $(\theta \neq 0)$, the mapping operator is no longer written as the delta-function because it is affected by the Baker-Campbell-Hausdorff formular. Now, we already have the definition of the algebraic operator. Therefore, in the next step, the derivative of the operator will be defined. Generally, the derivation can be defined as the anti-Hermitian linear derivation obeying the commutation relations,

$$
\begin{equation*}
\left[\hat{\partial}_{\mu}, \hat{x}^{\nu}\right]=\delta_{\mu}^{\nu} \quad\left[\hat{\partial}_{\mu}, \hat{\partial}_{\nu}\right]=0 . \tag{4.44}
\end{equation*}
$$

Considering the commutation relation for the derivative and the mapping operator, one obtains

$$
\begin{align*}
& {\left[\hat{\partial}_{\mu}, \hat{M}(x)\right] }=\int \frac{d^{4} k}{(2 \pi)^{4}} e^{-i k x}\left[\hat{\partial}_{\mu}, e^{i k \hat{x}}\right] \\
& 66=\int \frac{d^{4} k}{(2 \pi)^{4}} e^{2 i k x}\left(i k_{\mu}\right) e^{i k \hat{x}} \\
& \text { Q9M? } \tag{4.45}
\end{align*}
$$

The second line of this equation is obtained by expanding the exponential as a power series. By using this relation, the translation of the mapping operator can
be expressed as

$$
\begin{align*}
e^{v \hat{\partial} \hat{M}(x) e^{-v \hat{\partial}}} & =\left(1+v \hat{\partial}+\frac{1}{2!}(v \hat{\partial})^{2}+\ldots\right) \hat{M}(x) e^{-v \hat{\partial}} \\
& =\left(\hat{M}+\hat{M} v \hat{\partial}-v \partial \hat{M}+\frac{1}{2!} v \hat{\partial}(\hat{M} v \hat{\partial}-v \partial \hat{M})+\ldots .\right) e^{-v \hat{\partial}} \\
& =\left(\hat{M} e^{v \hat{\partial}}-v \partial \hat{M}-\frac{1}{2!} v \partial \hat{M} v \hat{\partial}-\frac{1}{2!} v \hat{\partial} v \partial \hat{M}+\ldots .\right) e^{-v \hat{\partial}} \\
& =\left(\hat{M} e^{v \hat{\partial}}-v \partial \hat{M} e^{v \hat{\partial}}+\frac{1}{2!}(v \partial)^{2} e^{v \hat{\partial}}+\ldots .\right) e^{-v \hat{\partial}} \\
& =\left(\hat{M}-v \partial \hat{M}+\frac{1}{2!}(v \partial)^{2}+\ldots .\right) e^{v \hat{\partial}} e^{-v \hat{\partial}} \\
& =\hat{M}(x-v) . \tag{4.46}
\end{align*}
$$

From this relation, it appears that the trace of the mapping operator is independent of the space-time coordinate $\left(x^{\mu}\right), \operatorname{Tr}\left(e^{v \hat{\partial}} \hat{M}(x) e^{-v \hat{\partial}}\right)=\operatorname{Tr} \hat{M}(x)=$ $\operatorname{Tr} \hat{M}(x-v)$. One can choose the mapping operator which has trace normalization, $\operatorname{Tr} \hat{M}(x)=1$. Therefore, the trace of the Weyl operator can be writen as

$$
\begin{equation*}
\operatorname{Tr} \hat{W}[\overline{f(x)}]=\int d^{4} x f(x) \tag{4.47}
\end{equation*}
$$

This property is helpful for us in order to determine the dynamics of scalar field whose action can be expressed in the term of Weyl operator trace. The discussion of this property will be analyzed later in the subject of the property of the star product. Now, we move to the goal of this subsection, the definition of the star product.

The star product is the mapping between the product of the operators that live on the noncommutative space-time and any functions which are the multiplication product of the fields that live on the commutative space-time. Therefore, the star product can be defined in such the way that:

$$
\begin{align*}
\hat{W}[f * g] & =\hat{W}[f] \hat{W}[g] \\
& \left.\left.=\int \frac{d^{4} k}{(2 \pi)^{2}} \frac{d^{4} k^{\prime}}{(2 \pi)^{2}} \tilde{f}(k) \tilde{g}\left(k^{\prime}\right) e^{i k \hat{y}}\right] e^{i k k^{\hat{x}}}\right) \hat{d^{4} k} \frac{d^{4} k^{\prime}}{(2 \pi)^{2}} \frac{(2 \pi)^{2}}{(2)}(k) \tilde{g}\left(k^{\prime}\right) e^{i \hat{x}\left(k+k^{\prime}\right)} e^{-\frac{i}{2} \theta \mu \nu k_{\mu} k_{\nu}^{\prime}} \\
& =\int \frac{d^{4} k}{(2 \pi)^{2}} \frac{d^{4} k^{\prime}}{(2 \pi)^{2}} \tilde{f}(k) \tilde{g}\left(k^{\prime}-k\right) e^{-\frac{i}{2} \theta^{\mu \nu} k_{\mu} k_{\nu}^{\prime}} e^{i \hat{x} k^{\prime}} .
\end{align*}
$$

From the third line of this equation, one uses the Baker-Campbell-Hausdorff formula for the anti-symmetric constant matrix which takes the form

$$
\begin{equation*}
e^{i k_{\mu} \hat{x}^{\mu}} e^{i k_{\nu} \hat{x}^{\nu}}=e^{i \hat{x}^{\mu}\left(k+k^{\prime}\right)_{\mu}} e^{-\frac{i}{2} \theta^{\mu \nu} k_{\mu} k_{\nu}^{\prime}} . \tag{4.49}
\end{equation*}
$$

Using the relation $\hat{W}\left[e^{i k x}\right]=e^{i k \hat{x}}$ from (4.40) and (4.41), one obtains

$$
\begin{align*}
f(x) * g(x) & =\int \frac{d^{4} k}{(2 \pi)^{2}} \frac{d^{4} k^{\prime}}{(2 \pi)^{2}} \tilde{f}(k) \tilde{g}\left(k^{\prime}-k\right) e^{-\frac{i}{2} \theta^{\mu \nu} k_{\mu} k_{\nu}^{\prime}} e^{i x k^{\prime}} \\
& =\int \frac{d^{4} k}{(2 \pi)^{2}} \frac{d^{4} k^{\prime}}{(2 \pi)^{2}} \tilde{f}(k) \tilde{g}\left(k^{\prime}\right) e^{-\frac{i}{2} \theta^{\mu \nu} k_{\mu} k_{\nu}^{\prime}} e^{i x\left(k^{\prime}+k\right)} \\
& =\int\left(\frac{d^{4} k}{(2 \pi)^{2}} \tilde{f}(k) e^{i k x}\right) e^{-\frac{i}{2} \theta^{\mu \nu} k_{\mu} k_{\nu}^{\prime}}\left(\frac{d^{4} k^{\prime}}{(2 \pi)^{2}} \tilde{g}\left(k^{\prime}\right) e^{i x k^{\prime}}\right) \\
& =f(x) e^{\frac{i}{2} \widehat{\partial}_{\mu} \theta^{\mu \nu} \vec{\partial}_{\nu}} g(x) . \tag{4.50}
\end{align*}
$$

where $\overleftarrow{\partial}_{\mu}$ and $\vec{\partial}_{\nu}$ are the derivative from right and the derivative from left, respectively. From this definition, the star product is the ordinary product added by the infinite space-time derivatives of the functions. Comparing the trace of Weyl operator in the star product function in commutative space-time, $\operatorname{Tr} \hat{W}[f * g]=$ $\int d^{4} x f(x) * g(x)$, with the integration of the multiplication product function in the noncommutative space-time, $\int d^{4} x f(\hat{x}) g(\hat{x})$, one obtains

$$
\begin{equation*}
f(\hat{x}) g(\hat{x})=f(x) * g(x) \tag{4.51}
\end{equation*}
$$

This allows us to directly replace the multiplication product in noncommutative space-time by the star product in ordinary space-time. From this context, it promotes us to calculate the object in noncommutative space-time by the object in commutative space-time which is rather easier. From this definition of the star product, it yields some different calculations from the commutative space-time which one can summarize in the context of the properties for the star product in the next subsection.

### 4.3.2 The Properties of the Star Product

In this subsection, we will investigate the properties of the star product by using its definition and the properties of the trace of Weyl operaters. First of all, one considers the star product of two exponential functions which can be written as

$$
\begin{align*}
e^{i k x} * e^{i p x} & =e^{i k x} e^{\frac{i}{2} \overleftarrow{\partial}_{\mu} \theta^{\mu \nu} \vec{\partial}_{\nu}} e^{i p x} \\
& =e^{i k x}\left(1+\frac{i}{2} \overleftarrow{\partial}_{\mu} \theta^{\mu \nu} \vec{\partial}_{\nu}+\frac{1}{2!}\left(\frac{i}{2}\right)^{2} \overleftarrow{\partial}_{\mu} \overleftarrow{\partial}_{\rho} \theta^{\mu \nu} \theta^{\rho \sigma} \vec{\partial}_{\nu} \vec{\partial}_{\sigma}+\ldots\right) e^{i p x} \\
& =e^{i x(k+p)}\left(1+\frac{i}{2} k \wedge p+\frac{1}{2!}\left(\frac{i}{2}\right)^{2}(k \wedge p)^{2}+\ldots\right) \\
& =e^{i x(k+p)} e^{-\frac{i}{2} k \wedge p} \tag{4.52}
\end{align*}
$$

where $\wedge$ is the wedge product which is defined as $k \wedge p=k_{\mu} \theta^{\mu \nu} p_{\nu}$. This property is similar to the Baker-Campbell-Hausdorff formula. Using the Fourier transfor-
mation and property of the exponential star product, one obtains

$$
\begin{align*}
(f(x) * g(x)) * h(x) & =\int \frac{d^{4} k}{(2 \pi)^{2}} \frac{d^{4} p}{(2 \pi)^{2}} \frac{d^{4} q}{(2 \pi)^{2}} \tilde{f}(k) \tilde{g}(p) \tilde{h}(q)\left(e^{i k x} * e^{i p x}\right) * e^{i q x} \\
& =\int \frac{d^{4} K}{(2 \pi)^{2}} \tilde{F}(k) e^{-\frac{i}{2} k \wedge p} e^{i x(k+p)} * e^{i q x} \\
& =\int \frac{d^{4} K}{(2 \pi)^{2}} \tilde{F}(k) e^{-\frac{i}{2} k \wedge p} e^{-\frac{i}{2} q \wedge(k+p)} e^{i x(k+p+q)} \\
& =\int \frac{d^{4} K}{(2 \pi)^{2}} \tilde{F}(k) e^{-\frac{i}{2} p \wedge q} e^{-\frac{i}{2} k \wedge(p+q)} e^{i x(k+p+q)} \\
& =\int \frac{d^{4} K}{(2 \pi)^{2}} \tilde{F}(k) e^{-\frac{i}{2} p \wedge q} e^{i k x} * e^{i x(p+q)} \\
& =\int \frac{d^{4} k}{(2 \pi)^{2}} \frac{d^{4} p}{(2 \pi)^{2}} \frac{d^{4} q}{(2 \pi)^{2}} \tilde{f}(k) \tilde{g}(p) \tilde{h}(q) e^{i k x} *\left(e^{i p x} * e^{i q x}\right) \\
(f(x) * g(x)) * h(x) & =f(x) *(g(x) * h(x)) . \tag{4.53}
\end{align*}
$$

This is the associative property of the star product. Note that, we use the short notation, $\tilde{F}(k)=\tilde{f}(k) \tilde{g}(p) \tilde{h}(q)$ and $\int \frac{d^{4} K}{(2 \pi)^{2}}=\int \frac{d^{4} k}{(2 \pi)^{2}} \frac{d^{4} p}{(2 \pi)^{2}} \frac{d^{4} q}{(2 \pi)^{2}}$, while we derive this property. Next, one considers the trace of the Weyl operator for n -function which takes the form

$$
\begin{align*}
\operatorname{Tr}\left(\hat{W}\left[f_{1}\right] \hat{W}\left[f_{2}\right] \ldots \hat{W}\left[f_{n}\right]\right) & =\operatorname{Tr} \hat{W}\left[f_{1} * f_{2} * \ldots f_{n}\right] \\
& =\int d^{4} x\left(f_{1}(x) * f_{2}(x) * \ldots f_{n}(x)\right) \\
\operatorname{Tr}\left(\hat{W}\left[f_{n}\right] \hat{W}\left[f_{1}\right] \ldots \hat{W}\left[f_{n-1}\right]\right) & =\int d^{4} x\left(f_{n}(x) * f_{1}(x) * \ldots f_{n-1}(x)\right), \tag{4.54}
\end{align*}
$$

This implies that the cyclic property of operator trace yields the cyclic property of the star product under integration over space-time coordinate. For the special case of this property, one considers only two functions,

$$
\begin{align*}
6 \operatorname{Tr} \hat{W}[f * g] & =\operatorname{Tr} \hat{W}[g * f] \\
\int d^{4} x(f(x) * g(x)) & =\int d^{4} x(g(x) * f(x)) \\
& =\int d^{4} k d^{4} p \tilde{f}(k) \tilde{g}(p) e^{-\frac{i}{2} k \wedge p} \delta^{4}(k+p) \\
& =\int d^{4} k \tilde{f}(k) \tilde{g}(-k) \\
& =\int d^{4} x f(x) g(x) \tag{4.55}
\end{align*}
$$

This means that the star product and the ordinary product are the same under integration over space-time coordinate. It is very important property of the star
product because it yields the same result between the free theories in the commutative and that in noncommutative space-time. Therefore, for the free theory, the quantization in noncommutative space-time can be done by replacing with the commutative quantization. Moreover, by using the same action of free theory, it yields the same result for conservation law in order to take into account the Noether theorem. Finally, one can define the commutator which takes into account the star product,

$$
\begin{align*}
{[f, g]_{M B} } & =f(x) * g(x)-g(x) * f(x) \\
& =f(x) e^{\frac{i}{2} \overleftarrow{J}_{\mu} \theta^{\mu \nu} \vec{\partial}_{\nu}} g(x)-g(x) e^{\frac{i}{2} \overleftarrow{\partial}_{\mu} \theta^{\mu \nu} \vec{\partial}_{\nu}} f(x) \\
& =2 i f(x) \sin \left(\frac{1}{2} \overleftarrow{\partial}_{\mu} \theta^{\mu \nu} \vec{\partial}_{\nu}\right) g(x) . \tag{4.56}
\end{align*}
$$

From above equation the even-order terms of $\theta^{\mu \nu}$ vanish because it is the antisymmetric tensor. This commutator is well known as the Moyal bracket. From the property in (4.55), it yields that the integral of this commutator over the space-time coordinate vanishes.

### 4.3.3 Noncommutative Perturbation Theory

In the previous subsection, we conclude that dynamics of the free scalar field is the same for both the noncommutative and commutative space-time. Therefore, in this subsection, we will discuss the different results of the noncommutative and commutative space-time when adding the interaction term in Lagrangian. After using the properties derived in the previous subsection, the action of scalar field in noncommutative space-time can be written as

$$
\begin{equation*}
\overparen{S} S=\int\left(\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi-\frac{1}{2} m^{2} \phi^{2}+\frac{\lambda}{4!} \phi * \phi * \phi * \phi\right) d^{4} x . \tag{4.57}
\end{equation*}
$$

This leads to the equation of motion which takes the form

$$
\begin{equation*}
999 \cap 6 \partial_{\partial_{\mu} \partial^{\mu} \phi+m^{2} \phi}=-\frac{\lambda}{3!} \phi * \phi * \phi . \tag{4.58}
\end{equation*}
$$

In order to see how the noncommutative quantization differs from the commutative case, one considers the conjugate momentum which can be rewritten as

$$
\begin{equation*}
\pi=\frac{\partial \mathcal{L}}{\partial \dot{\phi}}=\dot{\phi}-\frac{\lambda}{3!} \frac{\partial(\phi * \phi * \phi)}{\partial \dot{\phi}} . \tag{4.59}
\end{equation*}
$$

From this conjugate momentum, the difference occurs due to the second term which contains the infinite number of time derivatives. This infinite number of
derivative suggests that the theory is non-local in time. Therefore, the causality may be violated and the unitarity is not preserved at the quantum level [17]. However, in the special case which time and space are commute ( $\theta^{0 i}=0$ ), the conjugate momentum in noncommutative space-time is as same as that in commutative space-time because the time derivatives in the interaction term are vanish. Thus, we can roughly state that the quantization of the interacting scalar field in noncommutative space-time can be done only in the context of space-space noncommutivity.

We should also discuss the Noether theorem and see how the noncommutative space-time affects the conservation law. Generally, the energy momentum tensor can be written in noncommutative space-time as

$$
\begin{align*}
T_{\nu}^{\mu} & =\frac{1}{2}\left(\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu}\right)} * \partial_{\nu} \phi+\partial_{\nu} \phi * \frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu}\right)}\right)-\eta_{\nu}^{\mu} \mathcal{L} \\
& =\frac{1}{2}\left(\partial^{\mu} \phi * \partial_{\nu} \phi+\partial_{\nu} \phi * \partial^{\mu} \phi\right)+\eta_{\nu}^{\mu}\left(\frac{1}{2} \partial_{\rho} \phi * \partial^{\rho} \phi-\frac{1}{2} m^{2} \phi^{* 2}-\frac{\lambda}{4!} \phi^{* 4}\right), \tag{4.60}
\end{align*}
$$

where $\phi^{* n}$ is the number, $n$, of $\phi$ with the star product. Considering the divergence of this tensor, one obtains

$$
\begin{align*}
\partial_{\mu} T_{\nu}^{\mu}= & \frac{1}{2}\left(\partial_{\mu} \partial^{\mu} \phi * \partial_{\nu} \phi+\mu \phi * \partial_{\mu} \partial_{\nu} \phi+\partial_{\mu} \partial_{\nu} \phi * \partial^{\mu} \phi+\partial_{\nu} \phi * \partial_{\mu} \partial^{\mu} \phi\right) \\
& +\left(\frac{1}{2} \partial_{\nu} \partial_{\mu} \phi * \partial^{\mu} \phi+\partial_{\mu} \phi * \partial_{\nu} \partial^{\mu} \phi\right)+\frac{1}{2} m^{2}\left(\partial_{\nu} \phi * \phi+\phi * \partial_{\nu} \phi\right) \\
& -\frac{\lambda}{4!}\left(\partial_{\nu} * \phi^{* 3}+\phi * \partial_{\nu} \phi * \phi^{* 2}+\phi^{* 2} * \partial_{\nu} \phi * \phi+\phi^{* 3} * \partial_{\nu} \phi\right) \\
= & \frac{\lambda}{4!}\left(-\partial_{\nu} * \phi^{* 3}+\phi * \partial_{\nu} \phi * \phi^{* 2}+\phi^{* 2} * \partial_{\nu} \phi * \phi-\phi^{* 3} * \partial_{\nu} \phi\right) \\
= & \frac{\lambda}{4!}\left(\left[\phi, \partial_{\nu} \phi\right]_{M B} * \phi^{* 2}-\phi^{* 2} *\left[\phi, \partial_{\nu} \phi\right]_{M B}\right) \\
= & \frac{\lambda}{4!}\left(\left[\left[\phi, \partial_{\nu} \phi\right]_{M B,} \phi^{* 2}\right]_{M B}\right) . \tag{4.61}
\end{align*}
$$

Note that in the second step one uses the equation of motion. The conserved charge can be rewritten as $Q_{\nu}=\int T_{\nu}^{0} d^{3} x$, which is the integration over only spatial coordinate. Thus, it is conserved only in the special case, $\theta^{0 i}=0$. This is consistent with conjugate momentum analysis which the problem occurs in the noncommutivity of the space and time. However, in the next chapter we will consider the effect of noncommutative space-time in a cosmological regime.

As we mentioned, quantum field theory can be constructed in the regime of the noncommutative space. In this regime, the consequence of the noncommutative effect will exist in the Feymann diagram. From the cyclic property of the star product, it yields the difference in the vertex of Feymann diagram which is invariant only under cyclic permutation of four-incoming momentum. This leads to the
loop diagram which cannot be written in the plane. This diagram is known as the "non-planar diagram". Moreover, these non-planar diagrams are responsible for the UV/IR mixing effect. The UV/IR mixing is the effect of the ultraviolet divergence on the infrared behavior which has no analog in the conventional quantum field theory. For the detail of these topics please look at [16] and [17] for a review.


## CHAPTER V

## NONCOMMUTATIVE INFLATION

In Chapter 3, we describe the evolution of the early universe by using the inflationary model. We also assume that inflation took place at the time when the size of the early universe is very small near the Planck scales. In such a small length scale, the effect of quantum gravity cannot be neglected. String theory is the most promising candidate for the quantum gravity. This theory states that the elementary particle is a string which has the minimum length called string length $l_{s}$. As a result of this theory, there is the uncertainty relation in space and time $\Delta x_{p} \Delta t_{p} \geq l_{s}^{2}$, where $t_{p}$ and $x_{p}$ denote the physical time and spatial coordinate, respectively [27]. This relation can be realized by non-commutative space-time $\left[x_{p}, t_{p}\right]=i l_{s}[26]$. However, in string theory, this commutation relation cannot be simply written down because this relation is neither covariant nor meaningful when applied to any degree of freedom [28]. Thus, we must keep in mind that it is just a model that Brandenberger and Ho rose up, and we will follow them in the first part of this chapter.

### 5.1 Dynamics of Fluctuation Scalar Field in Noncommutative Space. Tiuen and and

The main object of this section is to find the action for the fluctuation field in noncommutative space-time. For convenience, we will consider the action of the scalar perturbation field which is deduced from the action of the tensor perturbation field. Usually, we will consider the FRW metric in the context of the conformal time but the stringy space-time uncertainty relation (SSUR) for the conformal time is not well defined due to the uncertainty relation, $\Delta \eta \Delta x \geq \frac{l_{s}^{2}}{a^{2}(\eta)}$. It is not clear when $\Delta \eta$ is large because the scale factor in the right hand side can be changed. Thus, we will modify the FRW metric by defining the new time coordinate $\tau$ which relates to the comoving time by $d t=a^{-1} d \tau$, and the metric
can be written in the form

$$
\begin{equation*}
d s^{2}=a^{-2}(\tau) d \tau^{2}-a^{2}(\tau) d \vec{x}^{2} . \tag{5.1}
\end{equation*}
$$

Note that we consider in spatially flat universe. So the SSUR is written by

$$
\begin{equation*}
\Delta t \Delta x_{p}=\Delta \tau \Delta x \geq l_{s}^{2} . \tag{5.2}
\end{equation*}
$$

The algebra of the noncommutative space-time associating to this relation can be written as

$$
\begin{equation*}
[\tau, x]=2 i l_{s}^{2} . \tag{5.3}
\end{equation*}
$$

In order to avoid the breakdown of cosmological principle by the noncommutative algebra, we will use the tricky technique for this calculation. This trick is that we first calculate the action through the star product in two dimensional space-time. This calculation no longer spoils the cosmological principle. And then we will extend this action to four dimensional space-time later. Furthermore, this trick provides FRW metric preserving both the rotational and translational symmetries which correspond to the cosmological principle as we will see later in the final part of this section.

First, we consider two dimensional space-time. The metric in (5.1) can be written as

$$
\left.\begin{array}{l}
g_{\mu \nu}=\left(\begin{array}{cc}
a^{-2}(\tau) & 0 \\
0 & -a^{2}(\tau)
\end{array}\right) \\
6.6 g^{\mu \nu}=\left(\begin{array}{c}
a^{2}(\tau) \\
0 \\
0
\end{array} \square^{0}-\frac{2}{-2}(\tau)\right. \tag{5.5}
\end{array}\right)
$$

In the case of commutative space-fime, one obtains the action


For noncommutative space-time, we replace the multiplication product of the scalar field by the star product.

$$
\begin{align*}
\tilde{S} & =\int d \tau d x \frac{1}{2}\left(\partial_{\mu} \phi^{\dagger} * g^{\mu \nu} * \partial_{\nu} \phi\right) \\
& =\int d \tau d x \frac{1}{2}\left(\partial_{\tau} \phi^{\dagger} * a^{2} * \partial_{\tau} \phi-\left(\partial_{x} \phi\right)^{\dagger} * a^{-2} * \partial_{x} \phi\right) . \tag{5.7}
\end{align*}
$$

The fourier transform of $\phi$ can be written as

$$
\begin{align*}
\phi(x, \tau) & =\frac{V^{\frac{1}{2}}}{2} \int_{|k|<k_{0}} \frac{d k}{\sqrt{2 \pi}}\left(\phi_{k}(\tau) e^{i k x}+\phi_{k}^{\dagger}(\tau) e^{-i k x}\right),  \tag{5.8a}\\
\phi^{\dagger}(x, \tau) & =\frac{V^{\frac{1}{2}}}{2} \int_{|k|<k_{0}} \frac{d k}{\sqrt{2 \pi}}\left(\phi_{k}^{\dagger}(\tau) e^{-i k x}+\phi_{k}(\tau) e^{i k x}\right), \tag{5.8b}
\end{align*}
$$

where $V$ is the volume in spatial coordinates. Let us consider the first term in (5.7), we obtain

$$
\begin{align*}
\tilde{S}_{1}= & \frac{V}{8} \int \frac{d \tau d x}{2 \pi}\left(\int_{|k|<k 0} d k\left(\partial_{\tau} \phi_{k}^{\dagger} e^{-i k x}+\partial_{\tau} \phi_{k} e^{i k x}\right) * a^{2}\right. \\
& \left.* \int_{|k|<k_{0}} d p\left(\partial_{\tau} \phi_{p} e^{i p x}+\partial_{\tau} \phi_{p}^{\dagger} e^{-i p x}\right)\right) \\
= & \frac{V}{8} \int_{|k|<k_{0}} \frac{d \tau d x d k d p}{2 \pi}\left(\left(\partial_{\tau} \phi_{k}^{\dagger} e^{-i k x}+\partial_{\tau} \phi_{k} e^{i k x}\right) e^{\frac{i}{2} \theta^{i j} \overleftarrow{\partial}_{i} \partial_{j}} a^{2}\right) \\
& *\left(\partial_{\tau} \phi_{p} e^{i p x}+\partial_{\tau} \phi_{p}^{\dagger} e^{-i p x}\right)= \\
= & \frac{V}{8} \int_{|k|<k_{0}} \frac{d \tau d x d k d p}{2 \pi}\left(\left(\partial_{\tau} \phi_{k}^{\dagger} e^{-i k x}+\partial_{\tau} \phi_{k} e^{i k x}\right) e^{i l_{s}^{2}\left(\partial_{\tau} \partial_{x}-\overleftarrow{x}_{x} \vec{\partial}_{\tau}\right)} a^{2}\right) \\
& *\left(\partial_{\tau} \phi_{p} e^{i p x}+\partial_{\tau} \phi_{p}^{\dagger} e^{-i p x}\right) \\
= & \frac{V}{8} \int_{|k|<k_{0}} \frac{d \tau d x d k d p}{2 \pi}\left(\left(\partial_{\tau} \phi_{k}^{\dagger} e^{-i k x} e^{-l_{s}^{2} k \partial_{\tau}}+\partial_{\tau} \phi_{k} e^{i k x} e^{l_{s}^{2} k \partial_{\tau}}\right) a^{2}\right) \\
& *\left(\partial_{\tau} \phi_{p} e^{i p x}+\partial_{\tau} \phi_{p}^{\dagger} e^{-i p x}\right) \\
= & \frac{V}{8} \int_{|k|<k_{0}} \frac{d \tau d x d k d p}{2 \pi}\left(\left(\partial_{\tau} \phi_{k}^{\dagger} \partial_{\tau} \phi_{p} e^{-i x(k-p)}+\partial_{\tau} \phi_{k}^{\dagger} \partial_{\tau} \phi_{p}^{\dagger} e^{-i x(k+p)}\right) e^{-l_{s}^{2} k \partial_{\tau}} a^{2}\right. \\
& \left.+\left(\partial_{\tau} \phi_{k} \partial_{\tau} \phi_{p} e^{i x(k+p)}+\partial_{\tau} \phi_{k} \partial_{\tau} \phi_{p}^{\dagger} e^{i x(k-p)}\right) e^{l_{s}^{2} k \partial_{\tau} \tau} a^{2}\right) \\
= & \frac{V}{8} \int_{|k|<k_{0}} \frac{d \tau d k\left(\left(\partial_{\tau} \phi_{k}^{\dagger} \partial_{\tau} \phi_{k}+\partial_{\tau} \phi_{k}^{\dagger} \partial_{\tau} \phi_{-k}^{\dagger}\right) e^{-l_{s}^{2} k \partial_{\tau}} a^{2}\right.}{} \\
& \left.+\left(\partial_{\tau} \phi_{k} \partial_{\tau} \phi_{-k}+\partial_{\tau} \phi_{k} \partial_{\tau} \phi_{k}^{\dagger}\right) e^{l_{s}^{2} k \partial_{\tau}} a^{2}\right) . \tag{5.9}
\end{align*}
$$

We assume that $\phi$ is the real scalar field. Due to the reality condition of the field $\phi(x, \tau)$, we have $\phi_{k}(\tau)=\phi_{-k}^{\dagger}(\tau)$. Thus, equation (5.9) become

$$
\begin{align*}
\tilde{S}_{1} & =\frac{V}{4} \int_{|k|<k_{0}} d \tau d k\left(\partial_{\tau} \phi_{-k} \partial_{\tau} \phi_{k} e^{-l_{s}^{2} k \partial_{\tau}} a^{2}(\tau)+\partial_{\tau} \phi_{-k} \partial_{\tau} \phi_{k} e^{l_{s}^{2} k \partial_{\tau}} a^{2}(\tau)\right) \\
& \simeq \frac{V}{4} \int_{|k|<k_{0}} d \tau d k\left(a^{2}\left(\tau-k l_{s}^{2}\right)+a^{2}\left(\tau+k l_{s}^{2}\right)\right) \partial_{\tau} \phi_{-k} \partial_{\tau} \phi_{k} \tag{5.10}
\end{align*}
$$

The second term in action (5.7) can be calculated in a similar way as in (5.9) and takes the form

$$
\begin{equation*}
\tilde{S}_{2} \simeq \frac{V}{4} \int_{|k|<k_{0}} d \tau d k\left(a^{-2}\left(\tau-k l_{s}^{2}\right)+a^{-2}\left(\tau+k l_{s}^{2}\right)\right) k^{2} \phi_{-k} \phi_{k} . \tag{5.11}
\end{equation*}
$$

Combining the first and the second terms, the action (5.7) reduces to

$$
\begin{equation*}
\tilde{S} \simeq V \int_{|k|<k_{0}} d \tau d k \frac{1}{2}\left(\beta_{k}^{+} \partial_{\tau} \phi_{-k} \partial_{\tau} \phi_{k}-\beta_{k}^{-} k^{2} \phi_{-k} \phi_{k}\right), \tag{5.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{k}^{ \pm}=\frac{1}{2}\left(a^{ \pm 2}\left(\tau-k l_{s}^{2}\right)+a^{ \pm 2}\left(\tau+k l_{s}^{2}\right)\right) \tag{5.13}
\end{equation*}
$$

From this action, we neglect the effect of SSUR by taking the commutative limit, $l_{s}=0$, and then obtain $\beta_{k}^{ \pm}(\tau)=a^{ \pm}(\tau)$. So, the action in (5.12) becomes the action in commutative space-time as we expect. Note that the action is nonlocal in time through the $\beta_{k}^{ \pm}(\tau)$ function which is the result of the realization of SSUR by noncommutative algebra. Now we already have obtained the action in the context of noncommutative algebra. Generally, the SSUR is not realized by noncommutative algebra. In this context, $\beta_{k}^{ \pm}(\tau)$ can be expanded in the order of $\frac{H}{M_{s}}[29]$ which take the form

$$
\begin{equation*}
\beta_{k}^{ \pm}(\tau)=\left(1+C_{1}^{ \pm} \frac{H p}{M_{s}^{2}}+C_{2}^{ \pm} \frac{\left(\dot{H}+H^{2}\right) p^{2}}{M_{s}^{4}}+\ldots\right) a^{ \pm}(\tau) \tag{5.14}
\end{equation*}
$$

Where $C^{ \pm}$are constants of order $1, p=\frac{k}{a}$ is physical momentum and $M_{s}=\frac{1}{l_{s}}$ is energy scale of string theory, In this case, when we take $l_{s}=0$, it yields the same result as the commutative case.

From the action above, we have an upper bound of integration of $k$ at $k_{0}$ because we need the fluctuation modes $\phi_{k}$ which satisfy SSUR. Therefore, it means that we have an initial time at which the fluctuation modes begin. However, the upper bound of momentum $k_{0}$ is easily calculated by defining the energy in $\tau$ coordinate as $E_{k}=k a^{-2}(\tau)$. But in the context of non-local time, we need the effective scale factor $a_{e}$ which can be defined as $\boldsymbol{T}$

Then the energy can be written as $E_{k}=k a_{e}^{-2}$. By using the relations of uncertainty principle $\Delta x \sim \frac{1}{k}, \Delta \tau \sim \frac{1}{E_{k}}$ and SSUR, we have

$$
\begin{equation*}
\left(\frac{a_{e}(\tau)}{k}\right)^{2} \sim \Delta t \Delta x_{p}=\Delta \tau \Delta x \geq l_{s}^{2} \tag{5.16}
\end{equation*}
$$

Finally, the upper bound of energy scale or momentum scale can be defined as

$$
\begin{equation*}
k_{0} \equiv \frac{a_{e}(\tau)}{l_{s}} . \tag{5.17}
\end{equation*}
$$

In order to calculate the power spectrum, we have to write the action in the term of the conformal time. Since we have seen the metric above, the relation of conformal time and $\tau$ can be written as $d \eta=a^{-2} d \tau$. In the context of non-local time we replace $a$ by $a_{e}$. Note that we put ( ${ }^{\sim}$ ) over the noncommutative parameter in order to be not confused. Then the noncommutative conformal time takes the form $d \tilde{\eta}=a_{e}^{-2} d \tau$. Thus, the action can be written as

$$
\begin{align*}
\tilde{S} & =V \int_{|k|<k_{0}} a_{e}^{2} d \tilde{\eta} d k \frac{1}{2}\left(\beta_{k}^{+} a_{e}^{-4} \partial_{\tilde{\eta}} \phi_{-k} \partial_{\tilde{\eta}} \phi_{k}-k^{2} \beta_{k}^{-} \phi_{-k} \phi_{k}\right) \\
& =V \int_{|k|<k_{0}} d \tilde{\eta} d k \frac{1}{2}\left(\left(\beta_{k}^{+} \beta_{k}^{-}\right)^{1 / 2} \phi_{-k}^{\prime} \phi_{k}^{\prime}-k^{2}\left(\beta_{k}^{+} \beta_{k}^{-}\right)^{1 / 2} \phi_{-k} \phi_{k}\right) \\
& =V \int_{|k|<k_{0}} d \tilde{\eta} d k \frac{1}{2} y_{k}^{2}(\tilde{\eta})\left(\phi_{-k}^{\prime} \phi_{k}^{\prime}-k^{2} \phi_{-k} \phi_{k}\right), \tag{5.18}
\end{align*}
$$

where $y_{k}^{2}(\tilde{\eta})=\left(\beta_{k}^{+} \beta_{k}^{-}\right)^{1 / 2}$, and prime denotes the derivative with respect to noncommutative conformal time $\tilde{\eta}$. To extend the action from two dimensional space-time to four dimensional space-time, we have to compare this action with the action of tensor perturbation in $d+1$ dimensions of commutative space-time (3.126) which can be rewritten as

$$
\begin{equation*}
S=V \int d \eta d^{d} k \frac{1}{2} a^{d-1}\left(\phi_{-k}^{\prime} \phi_{k}^{\prime}-k^{2} \phi_{-k} \phi_{k}\right) . \tag{5.19}
\end{equation*}
$$

From this action, we will see that the difference between the action in noncommutative and commutative space-time is $y_{k}^{2}(\tilde{\eta})$ and $a^{d-1}$. Therefore, we can extend the action in noncommutative space-time from $1+1$ to $d+1$ dimensions by expressing the smeared version of $a^{d-1}$ as $\tilde{a}_{k}^{d-1}=y_{k}^{2}(\tilde{\eta}) a^{d-1}$ for the tensor perturbation. Furthermore, we can extend to the scalar perturbation by writing the smeared version of $z^{d-1}$ in the form of $\tilde{z}_{k}^{d-1} \emptyset=\breve{y}_{k}^{2}(\tilde{\eta}) z^{d-1}$. So, the action of scalar perturbation in four dimensionalcnoncommutative space-time can be written as
where $\tilde{z}_{k}^{2}=y_{k}^{2} z^{2}$. As we have mentioned above, the advantage of this action is that it preserves both translational and rotational symmetries of flat FRW metric. Before we move to the next section to calculate the power spectrum of the fluctuation field, we will emphasize here that first we have smeared version of scale factor or $z$ which depends on $k$. Second we have an upper bound of $k$ which depends on the time when the SSUR is saturated, denoting by $\tilde{\eta}_{0}$.

### 5.2 Power Spectrum in Noncommutative SpaceTime

In this section, we will find the power spectrum of the curvature perturbation in the noncommutative space-time and compare this power spectrum to the commutative case. The quantization is a significant mechanism to yield the power spectrum. Therefore, the first part of this section, we will quantize the scalar perturbation field (normally, this field is called the gauge invariant potential). For convenience, the Heisenberg picture in which the operator depends on time is preferred. In the next subsection, we calculate the power spectrum by using the initial vacuum which minimizes the uncertainty relation at the time $\tilde{\eta}=\tilde{\eta}_{0}$. However, in the last subsection, the result can be compared to another initial vacuum. Furthermore, we will compare the result with the commutative case.

### 5.2.1 Quantization of Scalar Perturbation Field

The metric perturbation can be classified in three components as tensor, vector and scalar perturbations. The vector perturbation can be neglected because there is no rotational velocity field during inflation stage [10]. In this subsection, we will consider only the scalar perturbation because the tensor perturbation can be deduced from scalar perturbation by replacing $a_{k}$ with $z_{k}$. From Chapter 3, the action for the scalar perturbation can be written as

$$
\begin{equation*}
S=\frac{1}{2} \int d^{4} x\left(v^{\prime 2}-\partial_{i} v \partial^{i} v+\frac{z^{\prime \prime}}{z} v^{2}\right) \tag{5.21}
\end{equation*}
$$

To compare with the action in the previous section, we must transform this action by using the Fourier transformation/

$$
\begin{align*}
v(\vec{x}, \eta) & =\frac{1}{2} \int \frac{d^{3} k}{(2 \pi)^{3 / 2}}\left(v_{k}(\eta) e^{i \vec{k} \cdot \vec{x}}+v_{k}^{*}(\eta) e^{-i \vec{k} \cdot \vec{x}}\right),  \tag{5.22a}\\
v^{*}(\vec{x}, \eta) & =\frac{1}{2} \int \frac{d^{3} k}{(2 \pi)^{3 / 2}}\left(v_{k}^{*}(\eta) e^{-i \vec{k} \cdot \vec{x}}+v_{k}(\eta) e^{i \vec{k} \cdot \vec{x}}\right) . \tag{5.22b}
\end{align*}
$$

The action in (5.21) can be written as

$$
\begin{equation*}
S=\frac{1}{2} \int d^{3} k d \eta\left(v_{-k}^{\prime} v_{k}^{\prime}-\left(k^{2}-\frac{z^{\prime \prime}}{z}\right) v_{-k} v_{k}\right) . \tag{5.23}
\end{equation*}
$$

By using the Euler-Lagrange equation, the equation of motion can be written as

$$
\begin{equation*}
v_{k}^{\prime \prime}+\left(k^{2}-\frac{z^{\prime \prime}}{z}\right) v_{k}=0 . \tag{5.24}
\end{equation*}
$$

This equation of motion is equivalent to the equation of motion for the field $\mathcal{R}_{k}=$ $-\phi_{k} / \tilde{z}_{k}$ from the noncommutative action in (5.20) by replacing $\frac{z^{\prime \prime}}{z}$ by $\frac{\tilde{z}_{k}^{\prime \prime}}{\tilde{z}_{k}}$. For the canonical quantization, the Hamiltonian formalism is a significant mechanism, and then we will find the Hamiltonian. Conveniently, the action in (5.21) can be rewritten as

$$
\begin{equation*}
S=\frac{1}{2} \int d^{4} x\left(v^{\prime 2}-\partial_{i} v \partial^{i} v-2 \frac{z^{\prime}}{z} v v^{\prime}+\left(\frac{z^{\prime}}{z}\right)^{2} v^{2}\right) . \tag{5.25}
\end{equation*}
$$

Thus, the Lagrangian density takes the form:

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left(v^{\prime 2}-\partial_{i} v \partial^{i} v-2 \frac{z^{\prime}}{z} v v^{\prime}+\left(\frac{z^{\prime}}{z}\right)^{2} v^{2}\right) . \tag{5.26}
\end{equation*}
$$

The conjugate momentum can be defined by

$$
\begin{equation*}
\pi=\frac{\partial \mathcal{L}}{\partial v^{\prime}}=v^{\prime}-\frac{z^{\prime}}{z} v \tag{5.27}
\end{equation*}
$$

The Lagrangian density (5.26) can be written in terms of the conjugate momentum as

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left(v^{\prime} \pi-\partial_{i} v \partial^{i} v-\frac{z^{\prime}}{z} v \pi\right) \tag{5.28}
\end{equation*}
$$

We can write the Hamiltonian density as

$$
\begin{align*}
\mathcal{H}=v^{\prime} \pi-\mathcal{L} & =\frac{1}{2}\left(v^{\prime} \pi+\partial_{i} v \partial^{i} v+\frac{z^{\prime}}{z} v \pi\right) . \\
& =\frac{1}{2}\left(v^{\prime} \pi-\frac{z^{\prime}}{z} v \pi+\partial_{i} v \partial^{i} v+2 \frac{z^{\prime}}{z} v \pi\right) \\
& =\frac{1}{2}\left(\pi^{2}+\partial_{i} v \partial^{i} v+2 \frac{z^{\prime}}{z} v \pi\right) . \tag{5.29}
\end{align*}
$$

These lead to Hamiltonian in momentum space as

$$
\begin{align*}
& H=\int d^{3} x \mathcal{H}=\frac{1}{2} \int d^{3} x\left(v^{\prime} \pi+\partial_{i} v \partial^{i} v+\frac{z^{\prime}}{z} v \pi\right) \\
& \text { 6 }=\int d^{3} k\left(\frac{1}{2} \pi_{k} \pi-k+\frac{1}{2} k^{2} v_{k} v_{-k} \frac{z^{\prime}}{2}\left(v_{k} \pi-k+v_{-k} \pi_{k}\right)\right) . \tag{5.30}
\end{align*}
$$

Using the canonical quantization, the fields $v(\vec{x}, \eta)$ and $\pi(\vec{x}, \eta)$ are replaced by the operators $\hat{v}(\vec{x}, \eta)$ and $\hat{\pi}(\vec{x}, \eta)$ which satisfy the standard commutation relations on the $\eta=$ constant hypersurface:

$$
\begin{array}{r}
{\left[\hat{v}(\vec{x}, \eta), \hat{v}\left(\vec{x}^{\prime}, \eta\right)\right]=\left[\hat{\pi}(\vec{x}, \eta), \hat{\pi}\left(\vec{x}^{\prime}, \eta\right)\right]=0} \\
{\left[\hat{v}(\vec{x}, \eta), \hat{\pi}\left(\vec{x}^{\prime}, \eta\right)\right]=i \delta^{3}\left(\vec{x}-\vec{x}^{\prime}\right)} \tag{5.31b}
\end{array}
$$

In Fourier modes, the commutation relations above are

$$
\begin{align*}
{\left[\hat{v}_{k}(\eta), \hat{v}_{k^{\prime}}(\eta)\right]=} & {\left[\hat{\pi}_{k}(\eta), \hat{\pi}_{k^{\prime}}(\eta)\right]=0, }  \tag{5.32a}\\
& {\left[\hat{v}_{k}(\eta), \hat{\pi}_{k^{\prime}}^{\dagger}(\eta)\right]=i . } \tag{5.32b}
\end{align*}
$$

Generally, the operators can be written in the term of composition of the annihilation and creation operators as

$$
\begin{align*}
& \hat{\pi}_{k}=-i \sqrt{\frac{k}{2}}\left(\hat{a}_{k}-\hat{a}_{-k}^{\dagger}\right), \quad \hat{\pi}_{-k}=\hat{\pi}_{k}^{\dagger}=i \sqrt{\frac{k}{2}}\left(\hat{a}_{k}^{\dagger}-\hat{a}_{-k}\right),  \tag{5.33}\\
& \hat{v}_{k}=\sqrt{\frac{1}{2 k}}\left(\hat{a}_{k}+\hat{a}_{-k}^{\dagger}\right), \quad \hat{v}_{-k}=\hat{v}_{k}^{\dagger}=\sqrt{\frac{1}{2 k}}\left(\hat{a}_{k}^{\dagger}+\hat{a}_{-k}\right) . \tag{5.34}
\end{align*}
$$

After substituting (5.33) and (5.34) into (5.30), the Hamiltonian operator takes the form

$$
\begin{equation*}
\hat{H}=\int d^{3} k\left(\frac{k}{2}\left(\hat{a}_{k} \hat{a}_{k}^{\dagger}+\hat{a}_{-k}^{\dagger} \hat{a}_{-k}\right)+i \frac{z^{\prime}}{z}\left(\hat{a}_{-k}^{\dagger} \hat{a}_{k}^{\dagger}-\hat{a}_{k} \hat{a}_{-k}\right)\right) . \tag{5.35}
\end{equation*}
$$

The last piece of this integrand is responsible for the squeezing and effects the time evolution of the system [30].

According to the canonical quantization in quantum field theory, the Heisenberg picture is more useful. From this picture, there is a unique vacuum state $|0\rangle$. The vacuum state can be defined in the Fock representation of Hilbert space of the state that the operators act on. This vacuum state can be expressed as

$$
\begin{equation*}
\hat{a}_{k}\{0\rangle=0, \quad \forall k \text {. } \tag{5.36}
\end{equation*}
$$

However, this vacuum state can be defined only in the flat space-time with the constant mass. Thus, the issue of a vacuum state in the time dependent background such as the cosmological background cannot be well defined [11] because the vacuum state in the later time will no longer be a vacuum state. Nevertheless, we can pick an initial vacuum state $|0\rangle_{\text {in }}$ which satisfy $\hat{a}_{k}\left(\eta=\eta^{0}\right)|0\rangle_{\text {in }}=0, \quad \forall k$. We then transform the operators to what satisfy $\hat{a}_{k}(\eta)|0\rangle=0, \quad \forall k$ which corresponds to commutation celation of the annihilation and creation operators. This transformation is called the Bogoliubov transformation which can be defined as

$$
\text { وq/2 } \begin{align*}
& \hat{a}_{k}(\eta)=\alpha_{k}(\eta) \hat{a}_{k}\left(\eta^{0}\right)+\beta_{k}(\eta) \hat{a}_{-k}^{\dagger}\left(\eta^{0}\right),  \tag{5.37}\\
& \hat{a}_{k}^{\dagger}(\eta)=\beta_{k}^{*}(\eta) \hat{a}_{-k}\left(\eta^{0}\right)+\alpha_{k}^{*}(\eta) \hat{a}_{k}^{\dagger}\left(\eta^{0}\right) .
\end{align*}
$$

The parameters $\alpha_{k}$ and $\beta_{k}$ are called the Bogoliubov coefficients which obey the relation

$$
\begin{equation*}
\alpha_{k} \alpha_{k}^{*}-\beta_{k} \beta_{k}^{*}=1, \quad \forall k . \tag{5.39}
\end{equation*}
$$

The significant treatment is the initial vacuum state that we pick. If we pick the unreasonable vacuum, it may yield the unphysical vacuum state at the later time. However, we have a choice which corresponds to physical states. It is the
adiabatic vacuum, which the initial state is assumed to be an empty vacuum in the infinite past [31]. Thus, it would rather not make sense when we talk about the SSUR which has a finite time. We will follow the idea of Danielsson [31](and also [32]) by choosing the vacuum state which minimizes the space-time uncertainty relation. This vacuum has a condition which takes the form

$$
\begin{equation*}
\hat{\pi}_{k}\left(\eta^{0}\right)|0\rangle_{i n}=i k \hat{v}_{k}\left(\eta^{0}\right)|0\rangle_{i n}, \tag{5.40}
\end{equation*}
$$

and the physical interpretation of this vacuum has been discussed in [30]. Using (5.37), (5.38), (5.33) and (5.34) one obtains

$$
\begin{align*}
& \hat{v}_{k}(\eta)=f_{k}(\eta) \hat{a}_{k}\left(\eta^{0}\right)+f_{k}^{*}(\eta) \hat{a}_{-k}^{\dagger}\left(\eta^{0}\right),  \tag{5.41}\\
& \hat{\pi}_{k}(\eta)=-i\left(g_{k}(\eta) \hat{a}_{k}\left(\eta^{0}\right)-g_{k}^{*}(\eta) \hat{a}_{-k}^{\dagger}\left(\eta^{0}\right)\right), \tag{5.42}
\end{align*}
$$

where

$$
\begin{align*}
f_{k}(\eta) & =\frac{\sqrt{\frac{1}{2 k}}\left(\alpha_{k}(\eta)+\beta_{k}^{*}(\eta)\right),}{} \\
g_{k}(\eta) & =\sqrt{\frac{k}{2}}\left(\alpha_{k}(\eta)-\beta_{k}^{*}(\eta)\right) . \tag{5.43}
\end{align*}
$$

From (5.41), the equation of motion for $f_{k}$ can be written in same form as the equation of motion for $v_{k}$ represented in (5.24):

$$
\begin{equation*}
f_{k}^{\prime \prime \prime}+\left(k^{2}-\frac{z^{\prime \prime}}{z}\right) f_{k} \tag{5.44}
\end{equation*}
$$

As we explained in the end of the previous section, we can express the equation of motion in the context of noncommutative space-time by replacing $\tilde{z}_{k}$ by $z, \tilde{\eta}$ by $\eta$ and keep in mind that the initial time depends on $k$. Thus, the equation of motion of $f_{k}$ in noncommutative space-time takes the form

From Chapter 3 , the power spectrum of the curvature perturbation in noncommutative space-time can be written as

$$
\begin{align*}
\mathcal{P}_{\mathcal{R}}(k) & =\frac{k^{3}}{2 \pi^{2}} \frac{\langle 0| \hat{v}_{k}^{\dagger} \hat{v}_{k}|0\rangle}{\tilde{z}_{k}^{2}\left(\tilde{\eta}_{k}\right)} \\
& =\frac{k^{3}}{2 \pi^{2}} \frac{\left|f_{k}\right|^{2}}{\tilde{z}_{k}^{2}\left(\tilde{\eta}_{k}\right)}, \tag{5.46}
\end{align*}
$$

where $\tilde{\eta}_{k}$ is time when the mode $k$ crosses the Hubble radius. From this power spectrum, we will write it in terms of noncommutative parameter and inflation parameters by finding solution for $f_{k}$.

### 5.2.2 Power Spectrum of Curvature Perturbation

In this subsection, we will find the solution for $f_{k}$ from the differential equation in (5.45). We will expand $\tilde{z}_{k}^{\prime \prime} / \tilde{z}_{k}$ in the term of slow-roll parameter and introduce the noncommutative parameter $\mu$ in this expansion. Conveniently, we will find the relation between the conformal time $\eta$ and the noncommutative conformal time $\tilde{\eta}$

$$
\begin{align*}
d \eta & =a^{-2} d \tau \\
& =\frac{a_{e}^{2}}{a^{2}} d \tilde{\eta} \\
& =\frac{a\left(\tau+l_{s}^{2} k\right) a\left(\tau-l_{s}^{2} k\right)}{a^{2}} d \tilde{\eta} \\
& \simeq \frac{\left(a+l_{s}^{2} k \partial_{\tau} a\right)\left(a-l_{s}^{2} k \partial_{\tau} a\right)}{a^{2}} d \tilde{\eta} \\
& =\frac{a^{2}-\left(l_{s}^{2} k \partial_{\tau} a\right)^{2}}{a^{2}} d \tilde{\eta} \\
& =\left(1-\left(\frac{l_{s}^{2} k \partial_{\tau} a}{a^{2}}\right)^{2}\right) d \tilde{\eta} \\
& =\left(1-\frac{k^{2} H^{2}}{a^{2} M_{s}^{4}}\right) d \tilde{\eta}=(1-\mu) d \tilde{\eta} \tag{5.47}
\end{align*}
$$

where $\mu=\frac{k^{2} H^{2}}{a^{2} M_{s}^{4}}$ is a noncommutative parameter. From $\tilde{z}_{k}=y_{k} z_{k}$, one obtains

$$
\begin{align*}
\frac{\tilde{z}_{k}^{\prime}}{\mathcal{H} \tilde{z}_{k}} & =\left(\frac{a_{e}}{a}\right)^{2} \frac{z^{\prime}}{\mathcal{H} z} \\
& =(1-\mu)(1+\epsilon-\delta)=(1+\epsilon-\delta-\mu) \tag{5.48}
\end{align*}
$$

Note that, the primes over the noncommutative variables represent the derivative respect to $\tilde{\eta}$ and the primes over another variable represent the derivative with respect to $\eta$. From (5.48), we assume that $\mu$ is independent on time then $y_{k}$ is also independent on time. $y_{k}$ can be calculated in similar way as in the calculation of the relation of $\tilde{\eta}$ and $\eta$ which takes the form

Moreover, we assumethat the slow-roll parameters are independent on time. Then the derivative of $\frac{z_{k}^{k}}{\mathcal{H} \tilde{z}_{k}}$ with respect to $\tilde{\eta}$ is zero. This leads to

$$
\begin{equation*}
\frac{\tilde{z}_{k}^{\prime \prime}}{\tilde{z}_{k}}=\left(\frac{\tilde{z}_{k}^{\prime}}{\tilde{z}_{k}}\right)^{2}+\left(\frac{a_{e}}{a}\right)^{2} \frac{\tilde{z}_{k}^{\prime}}{\tilde{z}_{k}} \frac{\mathcal{H}^{\prime}}{\mathcal{H}} . \tag{5.50}
\end{equation*}
$$

By using $\frac{\tilde{z}_{k}^{\prime}}{\tilde{z}_{k}}$ in (5.48), $\left(\frac{a_{e}}{a}\right)^{2}$ in (5.47) and definition of slow-roll parameter $\frac{\mathcal{H}^{\prime}}{\mathcal{H}^{2}}=$ $1-\epsilon$, the equation (5.50) can be written as

$$
\begin{align*}
\frac{\tilde{z}_{k}^{\prime \prime}}{\tilde{z}_{k}} & =(1+\epsilon-\delta-\mu)^{2} \mathcal{H}^{2}+(1-\mu)(1+\epsilon-\delta-\mu)(1-\epsilon) \mathcal{H}^{2} \\
& =2(H a)^{2}\left(1+\epsilon-\frac{3}{2} \delta-2 \mu\right) . \tag{5.51}
\end{align*}
$$

By using the definition of slow-roll parameters in the commutative case, the Hubble parameter for conformal time can be written as

$$
\begin{align*}
\mathcal{H}=H a & =-\frac{1}{\eta}(1-\epsilon)^{-1} \\
& =-\frac{1}{\tilde{\eta}}\left(\frac{a_{e}}{a}\right)^{2}(1+\epsilon) \\
& =-\frac{1}{\tilde{\eta}}(1+\epsilon+\mu) \tag{5.52}
\end{align*}
$$

Conveniently, we will set

$$
\begin{equation*}
\frac{\tilde{z}_{k}^{\prime \prime}}{\tilde{z}_{k}}=\frac{1}{\tilde{\eta}^{2}}\left(\nu^{2}-\frac{1}{4}\right) \tag{5.53}
\end{equation*}
$$

By using (5.51), $\nu$ can be written as a function of slow-roll parameters and takes the form

$$
\begin{equation*}
\nu=\left(\frac{3}{2}+2 \epsilon-\delta\right) \tag{5.54}
\end{equation*}
$$

Thus, the equation of motion for $f_{k}$ takes the form

$$
\begin{equation*}
f_{k}^{\prime \prime}+\left(k^{2}-\frac{1}{\tilde{\eta}^{2}}\left(\nu^{2}-\frac{1}{4}\right)\right) f_{k} \tag{5.55}
\end{equation*}
$$

Generally, the solution of this equation can be written in the term of a combination of Bessel and Neumann functions and take the form of

$$
\begin{equation*}
f_{k}=\sqrt{-\tilde{\eta}}\left(A_{k} J_{\nu}(-k \tilde{\eta})+B_{k} N_{\nu}(-k \tilde{\eta})\right) \tag{5.56}
\end{equation*}
$$

Thus the power spectrum can be written as

$$
\begin{equation*}
\mathcal{P}_{\mathcal{R}}(k)=\frac{k^{3}}{2 \pi^{2}} \frac{\left(-\tilde{\eta}_{k}\right)\left(\left|A_{k}\right|^{2} J_{\nu} J_{\nu}+\left|B_{k}\right|^{2} N_{\nu} N_{\nu}+\left(A_{k} \bar{B}_{k}+\bar{A}_{k} B_{k}\right) J_{\nu} N_{\nu}\right)}{6 \tilde{z}_{k}^{2}\left(\tilde{\eta}_{k}\right)} . \tag{5.57}
\end{equation*}
$$

Now we have the general solution of $f_{k}$, but it is not specific for arbitrary constants $A_{k}$ and $B_{k}$. However, the specific solution can be expressed by determining the constants $A_{k}$ and $B_{k}$. Actually, we must find their multiplication. The constants can be obtained by using the relation for Bogoliubov coefficients. Therefore, in the first step we must find $g_{k}$. Generally, $g_{k}$ is proportional to derivative of $f_{k}$. For simplicity, we choose to multiply it by $-i$. By using the identity of the Bessel function, $g_{k}$ takes the form

$$
\begin{equation*}
g_{k}=-i k \sqrt{-\tilde{\eta}}\left(A_{k} J_{\nu-1}(-k \tilde{\eta})+B_{k} N_{\nu-1}(-k \tilde{\eta})\right) \tag{5.58}
\end{equation*}
$$

Thus, the Bogoliubov coefficients take the form

$$
\begin{align*}
\alpha_{k} & =\sqrt{\frac{k}{2}}\left(f_{k}+\frac{g_{k}}{k}\right) \\
& =\sqrt{\frac{-k \tilde{\eta}}{2}}\left(\left(A_{k} J_{\nu}+B_{k} N_{\nu}\right)-i\left(A_{k} J_{\nu-1}+B_{k} N_{\nu-1}\right)\right) \\
& =\sqrt{\frac{-k \tilde{\eta}}{2}}\left(C_{k}-i D_{k}\right), \tag{5.59}
\end{align*}
$$

and

$$
\begin{align*}
\bar{\beta}_{k} & =\sqrt{\frac{k}{2}}\left(f_{k}-\frac{g_{k}}{k}\right) \\
& =\sqrt{\frac{-k \tilde{\eta}}{2}}\left(\left(A_{k} J_{\nu}+B_{k} N_{\nu}\right)+i\left(A_{k} J_{\nu-1}+B_{k} N_{\nu-1}\right)\right) \\
& =\sqrt{\frac{-k \tilde{\eta}}{2}}\left(C_{k}+i D_{k}\right), \tag{5.60}
\end{align*}
$$

where $C_{k}=\left(\left(A_{k} J_{\nu}+B_{k} N_{\nu}\right)-i\left(A_{k} J_{\nu-1}+B_{k} N_{\nu-1}\right)\right)$ and $D_{k}=\left(\left(A_{k} J_{\nu}+B_{k} N_{\nu}\right)+\right.$ $i\left(A_{k} J_{\nu-1}+B_{k} N_{\nu-1}\right)$ ). From the relation of the Bogoliuibov coefficients in (5.39), we obtain

$$
\begin{align*}
& \frac{\left(\frac{-k \tilde{\eta}}{2}\right)\left(C_{k} \bar{D}_{k}-\bar{C}_{k} D_{k}\right)}{}=1 \\
&\left(\frac{-k \tilde{\eta}}{2}\right)\left(A_{k} \bar{B}_{k}-\bar{A}_{k} \bar{B}_{k}\right)\left(J_{\nu} N_{\nu-1}-J_{\nu-1} N_{\nu}\right)=1 \\
& A_{k} \bar{B}_{k}-\bar{A}_{k} B_{k}=-i \frac{\pi}{2}
\end{align*}
$$

Note that, we use the recurrence relation of Bessel and Neumann functions,

$$
\begin{equation*}
6)^{J_{\nu}(x) N_{V V^{1}}(x)-J_{\nu-\frac{b}{2}}(x) N_{\nu}(x)=-\frac{2}{\pi x} \sigma} \tag{5.62}
\end{equation*}
$$

Using the initial condition of Bogoliubov transformations, $\beta_{k}\left(\tilde{\eta}_{0}\right)=0$, we obtain the second condition of the constants as 8 ? 9 ge?

$$
\begin{align*}
C_{0, k} & =-i D_{0, k} \\
\left(A_{k} J_{0, \nu}+B_{k} N_{0, \nu}\right) & =-i\left(A_{k} J_{0, \nu-1}+B_{k} N_{0, \nu-1}\right) \\
A_{k} & =-\frac{\left(N_{0, \nu}+i N_{0, \nu-1}\right)}{\left(J_{0, \nu}+i J_{0, \nu-1}\right)} B_{k} . \tag{5.63}
\end{align*}
$$

Note that, for short notation, we replace $X_{\nu}\left(\tilde{\eta}_{0}\right)$ by $X_{0, \nu}$. By using these two
conditions and recurrence relation in (5.62), one acquires

$$
\begin{align*}
\left|A_{k}\right|^{2} & =-\frac{\pi^{2} \tilde{\eta}_{0} k}{8}\left(N_{0, \nu}^{2}+N_{0, \nu-1}^{2}\right),  \tag{5.64}\\
\left|B_{k}\right|^{2} & =-\frac{\pi^{2} \tilde{\eta}_{0} k}{8}\left(J_{0, \nu}^{2}+J_{0, \nu-1}^{2}\right),  \tag{5.65}\\
A_{k} \bar{B}_{k} & =-i \frac{\pi}{4}+\frac{\pi^{2} \tilde{\eta}_{0} k}{8}\left(J_{0, \nu} N_{0, \nu}+J_{0, \nu-1} N_{0, \nu-1}\right),  \tag{5.66}\\
\bar{A}_{k} B_{k} & =i \frac{\pi}{4}+\frac{\pi^{2} \tilde{\eta}_{0} k}{8}\left(J_{0, \nu} N_{0, \nu}+J_{0, \nu-1} N_{0, \nu-1}\right) . \tag{5.67}
\end{align*}
$$

Substitute these into (5.57), we obtain the power spectrum can be written as

$$
\begin{align*}
\mathcal{P}_{\mathcal{R}}(k)= & \frac{k^{4} \tilde{\eta}_{k} \tilde{\eta}_{0}}{16 \tilde{z}_{k}^{2}\left(\tilde{\eta}_{k}\right)}\left(\left(N_{0, \nu}^{2}+N_{0, \nu-1}^{2}\right) J_{\nu} J_{\nu}+\left(J_{0, \nu}^{2}+J_{0, \nu-1}^{2}\right) N_{\nu} N_{\nu}\right. \\
& \left.-2\left(J_{0, \nu} N_{0, \nu}+J_{0, \nu-1} N_{0, \nu-1}\right) J_{\nu} N_{\nu}\right) \\
= & \frac{k^{4} \tilde{\eta}_{k} \tilde{\eta}_{0}}{16 \tilde{z}_{k}^{2}\left(\tilde{\eta}_{k}\right)} F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right), \tag{5.68}
\end{align*}
$$

where

$$
\begin{align*}
F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right)= & \left(\left(N_{0, \nu}^{2}+N_{0, \nu-1}^{2}\right) J_{\nu} J_{\nu}+\left(J_{0, \nu}^{2}+J_{0, \nu-1}^{2}\right) N_{\nu} N_{\nu}\right. \\
& \left.-2\left(J_{0, \nu} N_{0, \nu}+J_{0, \nu-1} N_{0, \nu-1}\right) J_{\nu} N_{\nu}\right) . \tag{5.69}
\end{align*}
$$

Now, we have already had the power spectrum in noncommutative spacetime by using the vacuum which satisfies the minimum uncertainty relation. Therefore, this power spectrum can be compared with another power spectrum in two ways. First, we will compare with the power spectrum in the commutative spacetime. According to [33], this power spectrum can be reduced to the power spectrum in commutative space-time by replacing $\tilde{\eta}$ by $\eta$ and $\tilde{z}_{k}$ by $z$. This analysis agrees with the statement that we mentioned in the previous section. Second, we must compare with the power spectrum in another initial vacuum. Indeed there is an adiabatic vacuum. The power spectrum can be reduced to the adiabatic power spectrum by taking the limit $\tilde{\eta}_{0} \rightarrow-\infty$ and $\tilde{\eta}_{k} \rightarrow 0^{\boldsymbol{q}}$. From the approximation of Bessel and Neumann functions,

$$
\begin{align*}
& J_{\nu}(x) \simeq \frac{1}{\Gamma(\nu+1)}\left(\frac{x}{2}\right)^{\nu} ; 0 \leq x \ll \nu  \tag{5.70}\\
& J_{\nu}(x) \simeq\left(\frac{2}{\pi x}\right)^{1 / 2} \cos \left(x-\frac{1}{2} \nu \pi-\frac{\pi}{4}\right) ; x \gg \nu  \tag{5.71}\\
& N_{\nu}(x) \simeq-\frac{\Gamma(\nu)}{\pi}\left(\frac{x}{2}\right)^{-\nu} ; 0 \leq x \ll \nu  \tag{5.72}\\
& N_{\nu}(x) \simeq\left(\frac{2}{\pi x}\right)^{1 / 2} \sin \left(x-\frac{1}{2} \nu \pi-\frac{\pi}{4}\right) ; x \gg \nu \tag{5.73}
\end{align*}
$$

$F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right)$ can be approximated as

$$
\begin{equation*}
F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right) \simeq \frac{2}{\pi^{2}\left(-k \tilde{\eta}_{0}\right)}, \tag{5.74}
\end{equation*}
$$

and the power spectrum takes the form

$$
\begin{equation*}
\mathcal{P}_{\mathcal{R}}(k)=\frac{k^{2}}{4 \pi^{2} \tilde{z}_{k}^{2}\left(\tilde{\eta}_{k}\right)}, \tag{5.75}
\end{equation*}
$$

which is in the same form of the power spectrum in adiabatic vacuum.

### 5.2.3 Power-Law Inflation in Noncommutative Space-Time

In order to compare the results, we must know the exact power spectrum of the curvature perturbation which depends on the slow-roll parameters and the noncommutative parameter. For our convenience, we use the power-law inflation to determine the exact power spectrum. The power-law inflation can be defined in the way that the scale factor is proportional to the power of time, $a(t)=a_{0} t^{p}$, where $p$ is the power-law parameter which relates to the slow-roll parameters by $p=1 / \epsilon$. So, the purpose of this subsection is to find the power spectrum which depends on the slow-roll, power-law and noncommutative parameters. First, we will calculate a $\tilde{\eta}_{0}$, which is the time when the fluctuation modes begin to occur, in the term of the parameters. The $\tilde{\eta}_{0}$ can be calculated by using the saturated uncertainty relation in (5.16). In the first step, we will write the power-law scale factor in the term of noncommutative time, $\tau$. From $d \tau=a d t$, we have

$$
\begin{equation*}
t=\left(\frac{p+1}{a_{0}} \tau\right)^{\frac{1}{p+1}} \tag{5.76}
\end{equation*}
$$

and from $\frac{d a}{d \tau}=a \int^{1} \frac{d a}{d t}$, the seale factor can be written as $\widetilde{d}$
where $\alpha_{0}=(p+1)\left(\frac{a_{0}}{p+1}\right)^{\frac{1}{p+1}}$. By using the definition $d \tilde{\eta}=a_{e}^{-2} d \tau, \tilde{\eta}_{0}$ can be written in term of $\tau_{0}$ as

$$
\begin{align*}
\tilde{\eta} & =\alpha_{0}^{-2} \int\left(\tau^{2}-l_{s}^{4} k^{2}\right)^{\frac{-2 p}{p+1}} d \tau \\
& =\alpha_{0}^{-2} \int \tau^{\frac{-2 p}{p+1}}\left(1-\frac{l_{s}^{4} k^{2}}{\tau^{2}}\right)^{\frac{-p}{p+1}} d \tau \\
& =\alpha_{0}^{-2} \int \tau^{\frac{-2 p}{p+1}}\left(1+\frac{p}{p+1} \frac{l_{s}^{4} k^{2}}{\tau^{2}}\right) d \tau \\
& =\alpha_{0}^{-2} \int \tau^{\frac{-2 p}{p+1}}\left(1+\frac{p+1}{p} \mu\right) d \tau \\
& =\alpha_{0}^{-2}\left(1+\frac{p+1}{p} \mu\right)\left(\frac{1+p}{1-p}\right) \tau^{\frac{1-p}{1+p}} \\
\tilde{\eta}_{0} & =\alpha_{0}^{-2}\left(1+\frac{p+1}{p} \mu\right)\left(\frac{1+p}{1-p}\right) \tau_{0}^{\frac{1-p}{1+p}} \\
& =A_{0} \tau_{0}^{\frac{1-p}{1+p}}, \tag{5.78}
\end{align*}
$$

where

$$
\begin{equation*}
A_{0}=\alpha_{0}^{-2}\left(1+\frac{p+1}{p} \mu_{0}\right)\left(\frac{1+p}{1-p}\right) . \tag{5.79}
\end{equation*}
$$

Substituting (5.77) into (5.78), we get

$$
\begin{equation*}
\mu=\frac{p^{2}}{(p+1)^{2}} \frac{l_{s}^{4} k^{2}}{\tau^{2}} \tag{5.80}
\end{equation*}
$$

Next, we will determine the horizon crossing time which occurs when $\frac{\tilde{z}_{k}^{\prime \prime}}{\tilde{z}_{k}}=k^{2}$. From (5.53), the crossing time takes the form

$$
\begin{equation*}
0 \quad \tilde{\eta}_{k}=\frac{\sqrt{\nu^{2}-\frac{1}{4}}}{k_{1}} \tag{5.81}
\end{equation*}
$$

Finally, we will consider $\tilde{z}_{k}\left(\tilde{\eta}_{k}\right)$ which takes the form

$$
\begin{align*}
\left.จ 9 N \cap \tilde{z}_{k}\left(\tilde{\eta}_{k}\right)\right) & =\widetilde{z(\eta) y_{k}}=a \frac{\dot{\phi} g_{k}}{H}=a \sqrt{2 \epsilon m_{p l}}\left(1+\mu_{k} / 2\right), \\
\tilde{z}_{k}^{2}\left(\tilde{\eta}_{k}\right) & =\frac{2 m_{p l}^{2}}{p}\left(1+\mu_{k}\right) a^{2}\left(\tilde{\eta}_{k}\right) \\
& =\frac{2 m_{p l}^{2}}{p}\left(1+\mu_{k}\right) \alpha_{0}^{2} A_{k}^{\frac{2 p}{p-1}} \tilde{\eta}_{k}^{\frac{2 p}{1-p}} \\
& =\frac{2 m_{p l}^{2}}{p}\left(1+\mu_{k}\right) \alpha_{0}^{2} A_{k}^{\frac{2 p}{p-1}}\left(\nu^{2}-1 / 4\right)^{\frac{p}{1-p}} k^{\frac{2 p}{p-1}} \tag{5.82}
\end{align*}
$$

Substituting these into the power spectrum in (5.68), we obtain

$$
\begin{align*}
\mathcal{P}_{\mathcal{R}}(k)= & \frac{p\left(\nu^{2}-1 / 4\right)^{\frac{1-3 p}{2(1-p)}} A_{k}^{\frac{2 p}{1-p}} A_{0}}{32 m_{p l}^{2} \alpha_{0}^{2}\left(1+\mu_{k}\right)} k^{3-\frac{2 p}{p-1}} \tau_{0}^{\frac{1-p}{1+p}} F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right) \\
= & \frac{p\left(\nu^{2}-1 / 4\right)^{\frac{1-3 p}{2(1-p)}}}{32 m_{p l}^{2} \alpha_{0}^{\frac{4}{1-p}}}\left(\frac{1+p}{1-p}\right)^{\frac{1+p}{1-p}}\left(1+\frac{p+1}{p} \mu_{0}-\frac{3 p+1}{p-1} \mu_{k}\right) \\
& k^{3-\frac{2 p}{p-1}} \tau_{0}^{\frac{1-p}{1+p}} F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right) \\
= & B_{1}\left(1+\frac{p+1}{p} \mu_{0}-\frac{3 p-1}{p-1} \mu_{k}\right) k^{3-\frac{2 p}{p-1}} \tau_{0}^{\frac{1-p}{1+p}} F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right), \tag{5.83}
\end{align*}
$$

where

$$
B_{1}=\frac{p\left(\nu^{2}-1 / 4\right)^{\frac{1-3 p}{2(1-p)}}}{32 m_{p l}^{2} \alpha_{0}^{\frac{4}{1-p}}}\left(\frac{1+p}{1-p}\right)^{\frac{1+p}{1-p}} .
$$

Using the definition of the energy upper bound in (5.17), we obtain the effective scale factor at the beginning time, $\tau_{0}$ as

$$
\begin{align*}
l_{s}^{4} k^{4}=a_{e}^{4}\left(\tau_{0}\right) & =a^{2}\left(\tau_{0}+l_{s}^{2} k\right) a^{2}\left(\tau_{0}-l_{s}^{2} k\right) \\
& =\alpha_{0}^{4}\left(\tau_{0}+l_{s}^{2} k\right)^{\frac{2 p}{p+1}}\left(\tau_{0}-l_{s}^{2} k\right)^{\frac{2 p}{p+1}} \\
& =\alpha_{0}^{4}\left(\tau_{0}^{2}-l_{s}^{4} k^{2}\right)^{\frac{2 p}{p+1}}, \\
\tau_{0} & =\left[\left(\frac{l_{s} k}{\alpha_{0}}\right)^{\frac{2(p+1)}{p}}+l_{s}^{4} k^{2}\right]^{\frac{1}{2}} . \tag{5.84}
\end{align*}
$$

In order to compare the result with the observation, we need to consider two regions, UV and $I R$ regions, separately [26]. The UV region is the region in which the fluctuation modes are generated within the Hubble radius. These correspond to the modes which satisfy the relation $k \gg \alpha_{0}^{p+1} l_{s}^{p-1}$. On the other hand, the region in which the modesoare generated outside the Hubble radius are the IR region corresponding to $k \ll \alpha_{0}^{p+1} \eta_{s}^{p-1}$. Therefore, the first and the second terms in the right-hand side of (5.84) are dominated for the UV and IR regions, respectively. In order to negleet the effect of the second term, the initial time $\tilde{\eta}_{0}$ can be written as

$$
\begin{equation*}
\tilde{\eta}_{0}=-\alpha_{0}^{-2}\left(\frac{p+1}{p-1}\right)\left(1+\frac{p+1}{p} \mu_{0}\right)\left(\frac{l_{s}}{\alpha_{0}}\right)^{\frac{1-p}{p}} k^{\frac{1-p}{p}}, \tag{5.85}
\end{equation*}
$$

and the power spectrum in the UV region takes the form

$$
\begin{equation*}
\mathcal{P}_{\mathcal{R}}(k)=B_{2} k^{\frac{-2}{p-1}+\frac{1}{p}}\left(1-x k^{\frac{-4}{p-1}}+y k^{\frac{-1}{p}}\right) F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right), \tag{5.86}
\end{equation*}
$$

where

$$
\begin{align*}
B_{2} & =\frac{p\left(\nu^{2}-1 / 4\right)^{\frac{1-3 p}{2(1-p)}}}{32 m_{p l}^{2} \alpha_{0}^{\frac{4}{1-p}}}\left(\frac{1+p}{1-p}\right)^{\frac{1+p}{1-p}}\left(\frac{l_{s}}{\alpha_{0}}\right)^{\frac{1-p}{p}}, \\
x & =\left(\nu^{2}-1 / 4\right)^{\frac{p+1}{p-1}} l_{s}^{4} \alpha_{0}^{\frac{2(p+1)}{p-1}}\left(\frac{1+p}{1-p}\right)^{\frac{2(1+p)}{1-p}}\left(\frac{p}{p+1}\right)^{2}\left(\frac{3 p-1}{p-1}\right), \\
y & =\left(\frac{p}{p+1}\right)\left(\frac{\alpha_{0}}{l_{s}}\right)^{\frac{1-2 p}{p}} . \tag{5.87}
\end{align*}
$$

From this power spectrum, the factor $1 / p$ in the power of $k$ will make the spectral index larger than that in adiabatic vacuum and enhances the trend from the red tilt to the blue tilt spectrum. This result can be estimated to the adiabatic vacuum by using the approximation of $F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right)$ in (5.74) which takes the form

$$
\begin{equation*}
F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right)=\frac{2 \alpha_{0}^{2}}{\pi^{2}}\left(\frac{l_{s}}{\alpha_{0}}\right)^{\frac{p-1}{p}}\left(\frac{p-1}{p+1}\right)\left(1-y k^{\frac{-1}{p}}\right) k^{\frac{-1}{p}} \tag{5.88}
\end{equation*}
$$

Form this approximation, it leads to the power spectrum which takes the form

$$
\begin{align*}
\mathcal{P}_{\mathcal{R}}(k) & =B_{3} k^{\frac{-2}{p-1}+\frac{1}{p}}\left(1-x k^{\frac{-4}{p-1}}+y k^{\frac{-1}{p}}\right)\left(1-y k^{\frac{-1}{p}}\right) k^{\frac{-1}{p}} \\
& =B_{3} k^{\frac{-2}{p-1}}\left(1-x k^{\frac{-4}{p-1}}\right) \tag{5.89}
\end{align*}
$$

where

$$
\begin{equation*}
B_{3}=\frac{p\left(\nu^{2}-1 / 4\right)^{\frac{1-3 p}{2(1-p)}} \alpha_{0}^{2}}{16 \pi^{2} m_{p l}^{2} \alpha_{0}^{\frac{1}{1-p}}}\left(\frac{p-1}{p+1}\right)\left(\frac{1+p}{1-p}\right)^{\frac{1+p}{1-p}} \tag{5.90}
\end{equation*}
$$

This power spectrum is equivalent to the power spectrum of adiabatic vacuum in [34]. The differences occur only from the technical calculation in the constants $B_{3}$ and $x$. From this power spectrum, the spectral index takes the form

$$
\begin{equation*}
n-1=\frac{-20}{p-1}+\frac{1}{p}-\left(\frac{4}{p-1} x k^{\frac{-4}{p-1}}+\frac{y}{p} k^{\frac{-1}{p}}\right)+\frac{d \ln F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right)}{d \ln k} . \tag{5.91}
\end{equation*}
$$

Next, we will determine the power spectrum in the IR region which the second term in (5.84) dominates over the first term. The initial time $\tilde{\eta}_{0}$ can be written as

$$
\begin{equation*}
\tilde{\eta}_{0}=-\alpha_{0}^{-2}\left(\frac{p+1}{p-1}\right)\left(1+\frac{p+1}{p} \mu_{0}\right) l_{s}^{2} k \tag{5.92}
\end{equation*}
$$

and the power spectrum takes the form

$$
\begin{equation*}
\mathcal{P}_{\mathcal{R}}(k)=B_{4} k^{\frac{2}{p+1}-\frac{2}{p-1}}\left(1-\frac{2 p+1}{p+1} x k^{\frac{-4}{p-1}}\right) F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right), \tag{5.93}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{4}=\frac{p\left(\nu^{2}-1 / 4\right)^{\frac{1-3 p}{2(1-p)}}}{32 m_{p l}^{2} \alpha_{0}^{\frac{4}{1-p}}} \frac{p+1}{2 p+1}\left(\frac{1+p}{1-p}\right)^{\frac{1+p}{1-p}} l_{s}^{\frac{2(1-p)}{1+p}} . \tag{5.94}
\end{equation*}
$$

This power spectrum provides red tilt spectrum which is very different from the result in adiabatic vacuum that has blue tilt spectrum. However, the result is the same as the adiabatic vacuum when we think of the fluctuation modes are generated and then cross the horizon suddenly, $\tilde{\eta}_{k} \rightarrow \tilde{\eta}_{0}$. In this context, in order to compare with the adiabatic vacuum, one needs the new approximation of $y_{k}$ which takes the form

$$
\begin{equation*}
y_{k}^{2}=2^{\frac{p-1}{p+1}}\left(l_{s} \alpha_{0}\right)^{\frac{2(p-1)}{p+1}} k^{\frac{-2}{p+1}}\left(1+\frac{1}{2} \frac{p}{p+1}\left(l_{s} \alpha_{0}\right)^{\frac{2(1-p)}{p}} k^{\frac{2}{p}}\right) . \tag{5.95}
\end{equation*}
$$

Furthermore, by taking the limit $\tilde{\eta}_{k} \rightarrow \tilde{\eta}_{0}$, one finds that

$$
\begin{equation*}
F_{\nu}\left(\tilde{\eta}_{0}\right)=\frac{4}{\pi^{2} k^{2} \tilde{\eta}_{0}^{2}} \tag{5.96}
\end{equation*}
$$

Substituting these into (5.68), we obtain the power spectrum

$$
\begin{align*}
\mathcal{P}_{\mathcal{R}}(k) & =\frac{k^{2}}{4 \pi^{2} \tilde{z}_{k}^{2}} \\
& =B_{5} k^{\frac{4}{p+1}}\left(1-x^{\prime} k^{\frac{2}{p}}\right), \tag{5.97}
\end{align*}
$$

where

$$
\begin{align*}
& B_{5}=\frac{p 2^{\frac{1-p}{1+p}}}{8 \pi^{2} m_{p l}^{2} \alpha_{0}^{2}}\left(\alpha_{0} l_{s}\right)^{\frac{2(1-p)}{1+p}},  \tag{5.98}\\
& x^{\prime}=\frac{3}{2} \frac{p}{p+1}\left(l_{s} \alpha_{0}\right)^{\frac{2(1-p)}{p}} . \tag{5.99}
\end{align*}
$$

This power spectrum is in the same form as in the adiabatic vacuum which we have mentioned above. Now, we already have analyzed the comparison between the minimized uncertainty and the adiabatic vacuum. Next, we will compare the results with the observation. Since the comparison is rather complicated, the numerical method is the significant tool for this process. In order to avoid this complicity, we deduce the result from [34] and [35] for our analysis. Therefore, the comparison between the observation and the model will be analyzed here only in the adiabatic vacuum. From these two papers, we can conclude that the noncommutative space-time affects the CMB power spectrum only for the low multipoles. In order to obtain the result only for the cosmologically relevant scale, $10^{-4} \mathrm{Mpc}^{-1}<k<10^{-1} \mathrm{Mpc}^{-1}$, they use only the power spectrum in the UV region (5.89) to determine the CMB power spectrum. In [34], by using the result of [36], they pick $p=12$ and then determine the CMB power spectrum which is illustrated in Figure 5.1. The result yields the string length is $l_{s} \cong 2.5 \times 10^{-29} \mathrm{~cm}$. The result from [35]is more accurate than [34] because they calculate the exponent, $p$, by the


Figure 5.1: The CMB angular power spectrum from [34]. The dashing line represents the noncommutative model for the adiabatic vacuum and the green solid line represents the best fit $\Lambda \mathrm{CDM}$ without noncommutative effect.
numerical method and use another approximation for the power spectrum in the intermediate region. This leads to the result which is slightly different from [34] namely $l_{s} \sim 10^{-28} \mathrm{~cm}$. However, The result from both papers yields the similar conclusion: the low multipoles is suppressed by the noncommutative effect.

## CHAPTER VI

## DISCUSSION AND SUMMARY

In this thesis, we have reviewed the idea of noncommutativity of space-time, arisen in the context of string theory, and its applications to cosmological models. We particularly studied the noncommutative inflation model introduced by R . Brandenberger and P. M. Ho [26].

By encoding the stringy space-time uncertainty relation in the star products of the inflaton field, we were able to determine the dynamics of inflaton fluctuations. The effects of space-time noncommutivity on the cosmological observations have been investigated. The latter was discussed in Chapter 5 by following the works by M. Li and Qing Guo Huang [34].

We found that the noncommutative nature of space-time affects the Cosmic Microwave Background power spectrum mostly in the IR region, while the effect in the UV region seems to be very small. The advantage of noncommutative inflation is that it allows us to determine not only the power spectrum, the spectral index, but also the running spectral index of the CMB. We were able to use the CMB observational data from WMAP satellite at one specific length scale to constrain the parameters in our model, and used that constraint to predict the other set of observational data in the different length scale. However, in order to see how SSUR affects the full CMB power spectrum, one needs to calculate the CMB power spectrum numerically by using the package program, such as the CMBFAST. This also involves the modification of the FORTRAN codes which is not in the scope of this thesis. The results are presented in references [34] and [35]. The major difference between the commutative and non-commutative inflation CMB power spectrum is that the low multipoles seem to be suppressed in the latter case as illustrated in Figure 5.1. The authors of [34] and [35] constrained the string length to $l_{s} \sim 10^{-29} \mathrm{~cm}$ and $l_{s} \sim 10^{-28} \mathrm{~cm}$, respectively. Note that the difference between these results is due to the calculation techniques, and both values of sting length are roughly of the same order of magnitude.

Table 6.1: The power spectrum of curvature perturbation for the commutative and noncommutative (NC) space-time.

|  | Power spectrum in UV region | Power spectrum in IR region |
| :---: | :---: | :---: |
| Commutative space-time | $\mathcal{P}_{\mathcal{R}}(k) \sim k^{-\frac{2}{p-1}}$ | $\mathcal{P}_{\mathcal{R}}(k) \sim k^{-\frac{2}{p-1}}$ |
| NC space-time for adiabatic vacuum | $\mathcal{P}_{\mathcal{R}}(k) \sim k^{-\frac{2}{p-1}}\left(1-x k^{-\frac{4}{p-1}}\right)$ | $\mathcal{P}_{\mathcal{R}}(k) \sim k^{\frac{4}{p+1}}\left(1+x^{\prime} k^{\frac{2}{p}}\right)$ |
| NC space-time for minimized uncertainty vacuum | $\left(1-x k^{-\frac{4}{p-1}}+y k^{-\frac{1}{p}}\right) F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right)$ | $\begin{array}{r} \mathcal{P}_{\mathcal{R}}(k) \sim k^{-\frac{2}{p-1}+\frac{2}{p+1}} \\ \left(1-x^{\prime \prime} k^{-\frac{4}{p-1}}\right) F_{\nu}\left(\tilde{\eta}_{0}, \tilde{\eta}_{k}\right) \end{array}$ |

However, all calculations that we have mentioned above are determined in the context of the adiabatic vacuum. The calculation in the other vacuum, the minimized uncertainty relation vacuum, is applied to this approach in order to take into account the effect of the finite time. This vacuum is introduced in [30] and then Danielsson applies it to the commutative space-time cosmology [31]. For the noncommutative-regime, it was Rong-Gen Cai who uses this vacuum to calculate the power spectrum [32]. From this regime, one can summarize that the noncommutative effect enhances the trend of the power spectrum from the red tilt to the blue tilt spectrum for UV region and the blue tilt to the red tilt spectrum for the IR region comparing the result from using the adiabatic vacuum. Comparing to the commutative case, the noncommutative effect enhances the trend from the red tilt to the blue tilt for both UV and IR regions. In order to see how the power spectrum is different explicitly, one can see in the Table 6.1. Because $F_{\nu}$ is in the term of the Bessel and Nuemann functions and it is in a very complicate term, we are able to analyze only the trend of power spectrum for the minimized uncertainty relation vacuum. However, one can summarize that the effect of the string theory such as the SSUR provides the explanation for the observed lake of

CMB power spectrum at the low multipoles. The other meaning of this summary is that the effect of string theory at the high-energy scale yields the modification for the large-scale perturbation rather than for the small scale. Nevertheless, this phenomenal effect can be explained by the fact that the large-scale modes are generated outside the horizon and then experience growth due to squeezing for less time than the modes which are generated inside.

In this thesis, we consider only the power-law inflation. The slow-roll parameters and the power of inflaton field in the potential term, $p$, are assumed to be constant. In general case, these parameters should not be constant especially if we want the inflation to end. Some attempts on other models of noncommutative inflation has been done, for example the author in [37]. However, they got the similar results as the results of the power-law noncommutative inflation. For more accurate calculation, the power spectrum can be calculated up to second order of the slow-roll parameters and the noncommutative parameter is not constant [38], [39], [40], [41]. The results of these calculations yield the consistency with our conclusion.


## สถาบันวิทยบริการ



## REFERENCES

1. E. P. S. Shellard. Foundations in Modern Cosmology. Lecture note. Cambridge: Cambridge University Press, 1995.
2. A. P. Liddle and D. H. Lyth. Cosmological Inflation and Large-Scale Structure. Cambridge: Cambridge University Press, 2000.
3. J. A. Peacock. Cosmological Physics. Cambridge: Cambridge University Press, 1999.
4. A. H. Guth. The Inflationary Universe: A Possible Solution to The Horizon and Flatness Problems. Phys. Rev. D23 (1981): 347.
5. S. M. Carroll. Lecture Notes on General Relativity. gr-qc/9712019.
6. W. H. Kinney. Cosmology, inflation, and the physics of nothing. astroph/0301448.
7. P. de Bernardis et al.. Multiple Peaks in the Angular Power Spectrum of the Cosmic Microwave Background: Significance and Consequences for Cosmology. Astrophys. J. 564 (2002): 559-566[astro-ph/0105296].
8. S. Tsujikawa. Introductory Review of Cosmic Inflation. hep-ph/0304257.
9. W. Kinney. Scalar field potentials in inflationary cosmology: general results and módels using pseüdo Nambu-Goldstone bosons, Doctoral Dissertation, Department of Physics, Faculty of Graduate School, University of Colorado, 1996.
10. A. Riotto. Inflation and the Theory of Cosmological Perturbations. hepph/0210162.
11. V. F. Mukhanov, H. A. Feldmann and R. Brandenberger. Theory of Cosmological Perturbations. Phys. Rept. 215 (1992): 203-333.
12. M. White, W. Hu. The Sachs-Wolfe effect. Astron. Astrophys. 321 (1997): 8-9.
13. M. Kunz. The Cosmic Microwave Background Radiation, Proceeding of the Third Thai School on Cosmology in Thailand, 10-19 October 2004: 157187.
14. A. Lewis. CMBFAST [Onlilne]. Available from: http://www.physics. ucsb.edu/ jatila/raap/cmb_edu.html[2004, September 17]
15. H. Goldstin, C. Poole, J. Safko. Classical Mechanics 3rd ed. (New York: Addision-Wesley Publishing Company, 1995).
16. R. J. Szabo. Quantum Field Theory on Noncommutative Space. Phys. Rept. 378 (2003): 207-299[hep-ph/0109162].
17. A. Micu and M.M. Sheikh-Jabbari. Noncommutative $\Phi^{4}$ Theory at Two Loops. JHEP 0101 (2001): 025[hep-ph/0008057].
18. A. Chatrabhuti, Noncommutative Field Theory and Its Applications in Physics. Lecture Note in XI Vietnam School of Physics, Danang, Vietnam 27 December 2004-7 January 2005.
19. H. S. Snyder. Quantized space-time. Phys.Rev. 71 (1947): 38.
20. C. S. Chu, P. M. Ho and Y. C. Kao. Worldvolume uncertainty relations for D-branes. Phys.Rev D60 (1999): 126003.
21. R. Guida, K. Konishi and P. Provero. On the Short Distance Behavior of String Theories. Mod. Phys. Lett. A 6 (1991): 1487-1503.
22. R. J. Adler, D. I. Santiago. On Gravity and Uncertainty Principle. Mod. Phys. Lett. A 14 (1999): 1374-1385[gr-qc/9904026].
23. R. J. Adler, P. Chen and D. I. Santiago. The Generalized Uncertainty Principle and Black Hole Remnants. Gen. Rel. Grav. 33 (2001): 2101-2108[gr-

24. M. Maggiore. A Generalized uncertainty Principle in Quantum Gravity. Phys. Lett. B 304 (1993): 65-69[hep-th/9301067].
25. M. E. Peskin, D. V. Schoeder. An Introduction to Quantum Field Theory. New York: Addision-Wesley Publishing, 1995.
26. R. Brandenberger and P. M. Ho. Noncommutative Spacetime, Stringy Spacetime Uncertainty Principle, and Density Fluctuations. Phys. Rev. D66 (2002): 023517[hep-th/0203119].
27. T. Yonaya. String Theory and the Space-Time Uncertainty Principle. Prog. Theor. Phys. 103 (2000): 1081-1125[hep-th/0004074].
28. M. Li. Cosmic Inflation. Lecture Note in A Short Course on Noncommutative Inflation, Chulalongorn Univesity, Bangkok, 19-30 July 2004.
29. N. Kaloper, M. Kleban, A. Lawrence and S. Shenker. Signatures of Short Distance Physics in the Cosmic Microwave Background. Phys.Rev. D66 (2002): 123510[hep-ph/0201158].
30. D. Polarski, A. A. Starobinsky. Semiclassicality and Decoherence of Cosmological Perturbations. Class.Quant.Grav. 13 (1996): 377-392[grqc/9504030].
31. U. H. Danielsson. A note on inflation and transplanckian physics. Phys.Rev. D66 (2002): 023511[hep-ph/0203198].
32. R. G. Cai. A Note on Curvature Fluctuation of Noncommutative Inflation. phys. Lett. bf B593 (2004): 1-9[hep-ph/0403134].
33. G.L. Alberghi, R. Casadio, A. Tronconi. Trans-Planckian footprints in inflationary cosmology Phys.Lett. B579 (2004): 1-5[gr-qc/0303035].
34. Q. C. Huang and M. Li. Noncommutative Inflation and the CMB Multipoles. JCAP 0311 (2003): 001[astro-ph/0308458].
35. S. Tsujikawa, R. Maartens and R. Brandenberger., Non-Commutative Inflation and the CMB. Phys. Lett. B574 (2003): 141-148[astro-ph/0308169].
36. Q. C. Huang and M.Li. CMB Power Spectrum from Noncommutative Spacetime JHEP 0306 (2003): $014[$ hep-th/0304203]. $\widetilde{6}$
37. Q. C. Huang and M. Li. Power Spectra in Spacetime Noncommutative InflaQ tion. Nucl. Phys. B713 (2005): 219-234[astro-ph/0311378].
38. H. Kim, G. S. Lee and Y. S. Myung, Mod. Noncommutative Spacetime Effect on the Slow-Roll Period of Inflation. Phys. Lett. A20 (2005): 271-284[hepth/0402018].
39. H. Kim, G. S. Lee, H. W. Lee and Y. S. Myung, Mod. Second-order Corrections to Noncommutative Spacetime Inflation. Phys.Rev. D70 (2004): 043521[hep-th/0402198].
40. D. Liu and X. Li. Non-Commutative Power-Law Inflation: Mode Equation and Spectra Index. Phys.Lett. B600 (2004): 1-6[hep-th/0409075].
41. Y. S. Myung. Cosmological Parameters in Noncommutative Inflation. Phys. Lett. B601 (2004): 1-9[hep-th/0407066].


## VITAE

Mr. Pitayuth Wongjun was born in 17 September 1980 and received his Bachelor's degree in physics from Chulalongkorn University in 2003. His research interests are in theoretical physics, particularly cosmology.

## Presentations

1. Inflation Model: XI Vietnam School of Physics, Danang, Vietnam (29 December 2004).
2. Generalized Uncertainty Principle: The Third Thai Physics \& The Universe Symposium, Naresuan University, Thailand (August 15, 2005).

## International Schools

1. Short Course on Cosmology, Chulalongkorn University, Bangkok, 16-27 January 2006.
2. ThaiPhysUniverse III, Naresuan University, Thailand, 13-16 August 2005.
3. XI Vietnam School of Physics, Danang, Vietnam 27 December 2004-7 January 2005.
4. Short Course on Selforganization in Complex Systems, Chulalongkorn University, Bangkok, 13-24 September 2004.
5. Short Course on Conformal Field Theory, Chulalongkorn University, Bangkok, 13-22 September 2004.
6. The Third Thai SchooI\& ThaiPhysUniverse Symposium in Thailand, Konkhan University, Konkhan, 10-20 October 2004.
7. Short Course on Non-commutative Inflation, Chulalongkorn University, Bangkok, 19-30 July 2004.
8. The Bangkok School and Workshop on String Theory, Chulalongkorn University, Bangkok, 10-20 January 2004.
