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Logistic Regression Overview

Odds = P(events)/P(non events)

Log(odds)= Log (P(events/P(nonevents))

Log (odds) = bO+b, X}:— +B PXp

bl >0 ebl>1 1 Odds
<0 ebl<11l Odds
=0 ehl=1 Odds
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Both logistic regression and least squares regression investigate the relationship between

a response variable and one or more predictors. A practical difference between them is

that logistic regression techniques are used with categorical response variables, and

linear regression technigues are used with continuous response variables.

Minitab provides three logistic regression procedures that you can use to assess the

relationship between one or more predictor variables and a categorical response variable

of the following types:

Variable

type  Number of categories Characteristics Examples

Binary 2 two levels success, failure
yes, no
Ordinal 3 or more natural ordering of the levels

fine, medium, coarse

none, mild, severe
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Nominal 3 or more no natural ordering of the levels blue, black, red, yellow
sunny, rainy, cloudy

Both logistic and least squares regression methods estimate parameters in the model so
that the fit of the model is optimized. Least squares minimizes the sum of squared errors
to obtain parameter estimates, whereas logistic regression obtains maximum likelihood

estimates of the parameters using an iterative-reweighted least squares algorithm [19],

stat > Regression > Ordinal Logistic Regression

Use ordinal logistic regression to perform logistic regression on an ordinal response
variable. Ordinal variables are categorical variables that have three or more possible
levels with a natural ordering, such as strongly disagree, disagree, neutral, agree, and
strongly agree. A model with one or more predictors is fit using an iterative-reweighted

least squares algorithm to obtain maximum likelihood estimates of the parameters [19],

Parallel regression lines are assumed, and therefore, a single slope is calculated for each
covariate.  situations where this assumption is not valid, nominal logistic regression,

which generates separate logit functions, is more appropriate.

Dialog box items

Response: Choose if the response data has been entered as raw data or as two columns-

-one containing the response values and one column containing the frequencies. Then

enter the column containing the number response values in the text box.

with frequency (optional): If the data has been entered as two columns--one containing

the response values and one column containing the frequencies--enter the column

containing the frequencies in the text box.

Model: Specify the terms to be included in the model.
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Factors (optional):Specify which of the predictors are factors. Minitab assumes all
variables in the model are covariates unless specified to be factors here. Continuous
predictors must be modeled as covariates; categorical predictors must be modeled as

factors.

Data - Ordinal Logistic Regression

Your data may be arranged in one of two ways: as raw data or as frequency data. See

Entering data for response variables.

Factors, covariates, and response data can be numeric, text, or date/time. The reference
level and the reference event depend on the data type. See Factor variables and

reference levels for details.

The predictors may either be factors (nominal variables) or covariates (continuous
variables). Factors may be crossed or nested. Covariates may be crossed with each other

or with factors, or nested within factors.

The model can include up to 9 factors and 50 covariates. Unless you specify a predictor
in the model as a factor, the predictor is assumed to be a covariate. Model continuous
predictors as covariates and categorical predictors as factors. See Specifying the model

terms for more information.

Minitab automatically omits observations with missing values from ail calculations.

Entering Data for Response Variables

Data used for input to the logistic regression procedures may be arranged in two different

ways in your worksheet: as raw (categorical) data, or as frequency (collapsed) data. For

binary logistic regression, there are three additional ways to arrange the data in your



worksheet: as successes and trials, as successes and failures, or as failures and trials.

These ways are illustrated here for the same data.

The response entered as raw data or as frequency data

Raw Data: one row for eachobservation Frequency Data: one row for each

combination of factor and covariate

Cl Cc2 C3 c4 c1 Cc2 C3 C4

Response Factor Covar Response Count Factor Covar

0 1 12 0 1 1 12

1 1 12 1 19 1 12

1 1 12 0 1 2 12
1 19 2 12
0 5 1 24
1 15 1 24

1 1 12 0 4 2 24

0 2 12 1 16 2 24

1 2 12 0 7 1 50
1 13 1 50
0 8 2 50
1 12 2 50

1 2 12 0 1 1 125
1 2 1 125
0 9 2 125

1 n 2 125

0 19 1 200

1 1 1 200

0 18 2 200

1 2 2 200

The binary response entered as the number of successes, failures, or trials



Enter one row for each combination of factor and covariate.

Successes and Trials

Cl

19

19

15

16

13

Cc2

C3

T

Factor

20

20

20

20

20

20

20

20

20

20

C3
c4

Factor Covar

Covar

1

24

24

50

50

125

125

200

200

C4

24

24

50

50

125

125

200

200

Cl

19

19

15

16

13

Cc2

19

18

Successes and Failures

C3 c4

Factor Covar

1 12
2 12
1 24
2 24
1 50
2 50
1 125
2 125
1 200
2 200

Cl

19

18

Failures and Trials

Cc2

20

20

20

20

20

20

20

20

20

20
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Factor Variables and Reference Levels

Reference levels for factors

Minitab needs to assign one factor level as the reference level, meaning that the
interpretation of the estimated coefficients is relative to this level. Minitab designates the

reference level based on the data type:

For numeric factors, the reference level is the level with the least numeric value.
For date/time factors, the reference level is the level with the earliest date/time.

For text factors, the reference level is the level that is first in alphabetical order.

You can change the default reference level the Options subdialog box.
If you have defined a value order for a text factor, the default rule above does not apply.
Minitab designates the first value  the defined order as the reference value. See

Ordering Text Categories.

Logistic regression creates a set of design variables for each factor the model. If there
are k levels, there will be k-1 design variables and the reference level will be coded as 0.

Flere are two examples of the default coding scheme:

Factor A with 4 levels Factor B with 3 levels

@234 (Temp PressureHumidity)

reference

level 1234 A10100 A20010 A30001 reference level
is Humidity HumidityPressureTemp B1010 B2001

Reference event for the response variable

Minitab needs to designate one of the response values as the reference event. Minitab

defines the reference event based on the data type:

87
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For numeric factors, the reference event is the greatest numeric value.
For date/time factors, the reference event is the most recent date/time.

For text factors, the reference event is the last in alphabetical order.

You can change the default reference event in the Options subdialog box.

If you have defined a value order for a text factor, the default rule above does not apply.
Minitab designates the last value in the defined order as the reference event. See

Ordering Text Categories.

Example of Ordinal Logistic Regression

Suppose you are a field biologist and you believe that adult population of salamanders in
the Northeast has gotten smaller over the past few years. You would like to determine
whether any association exists between the length of time a hatched salamander survives
and level of water toxicity, as well as whether there is a regional effect. Survival time is

coded as 1if < 10 days, 2 = 10 to 30 days, and 3 = 31 to 60 days.

1 Open the worksheet EXH_REGR.MTW.
2 Choose Stat > Regression > Ordinal Logistic Regression.
3 Response, enter Survival.  Model, enter Region ToxicLevel.  Factors

(optional), enter Region.
4 Click Results. Choose addition, list of factor level values, and tests for terms

with more than 1 degree of freedom. Click OK in each dialog box.

Session window output

Ordinal Logistic Regression: Survival versus Region, ToxicLevel Link Function:
LogitResponse InformationVariable Value
CountSurvival 1 15

2 46

3 12



89

Total 73
Factor InformationFactor Levels Values Region 2
12

Logistic Regression Tade

Qs PBoAPeddoa G FECe z p RAio Loner Ugper
Ge() -7043 160 419 0000
Q2 353 1471 23 0017
Rgan 2 0215 04%2 04 065 12 046 32
Todclev 01219 0034® 3% 000 113 16 12

LoHikelihood =-50.290Test thet al dapes arezara: G= 14.713 OF=2, P\due =0001 Goodhess-of-Fit TestsVithod
Ch-Spere OF FRasn 12279 12 0463Daviace 10088 122 0918Veesures o

Assodation: (Between the Resparse Variakle and Predided Prabatilities)Pairs Nnber Pt Simary
MeesresCocodat 1127 3%  SomersD O050iscodat 288 203%  CGoodhvenkusa
Gamra. 059Ties 7 0% KeddilsTara OFTad 142 1000%

Interpreting the Results - Ordinal Logistic Regression

The Session window contains the following five parts:

Response Information displays the number of observations that fall into each of the
response categories, and the number of missing observations. The ordered response
values, from lowest to highest, are shown. Here, we use the default coding scheme which
orders the values from lowest to highest: 1is < 10 days, 2 = 10to 30 days, and 3 =31 to

60 days (see Reference event for the response variable on page).

Factor Information displays all the factors in the model, the number of levels for each
factor, and the factor level values. The factor level that has been designated as the
reference level is first entry under Values, region 1 (see Reference event for the response

variable on page).

Logistic Regression Table shows the estimated coefficients (parameter estimates),
standard error of the coefficients, z-values, and p-values. When you use the logit link
function, you see the calculated odds ratio, and a 95% confidence interval for the odds

ratio.
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The values labeled Const(1) and Const(2) are estimated intercepts for the logits of
the cumulative probabilities of survival for <10 days, and for 10-30 days, respectively.
Because the cumulative probability for the last response value is 11there is not need to
estimate an intercept for 31-60 days.

The coefficient of 0.2015 for Region is the estimated change in the logit of the
cumulative survival time probability when the region is 2 compared to region being 1lwith
the covariate ToxicLevel held constant. Because the p-value for this parameter estimate is
0.685, there is insufficient evidence to conclude that region has an effect upon survival

time.

There is one parameter estimated for each covariate, which gives parallel lines for
the factor levels. Here, the estimated coefficient for the single covariate, ToxicLevel, is
0.1211with a p-value of < 0.0005. The p-value indicates that for most a-levels, there is
sufficient evidence to conclude that the toxic level affects survival. The positive coefficient,
and an odds ratio that is greater than one indicates that higher toxic levels tend to be

associated with lower values of survival.

Next displayed is the last Log-Likelihood from the maximum likelihood iterations
along with the statistic G. This statistics tests the null hypothesis that all the coefficients
associated with predictors equal 0 versus them not all being zero.  this example, G =
14.713 with a p-value of 0.0011lindicating that there is sufficient evidence to conclude that

at least one of the coefficients is different from zero.

Goodness-of-Fit Tests displays both Pearson and deviance goodness-of-fit tests.  our
example, the p-value for the Pearson test is 0.463, and the p-value for the deviance test is
0.918, indicating that there is insufficient evidence to claim that the model does not fit the
data adequately. If the p-value is less than your selected a-level, the test rejects the null

hypothesis of an adequate fit.
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Measures of Association display a table of the number and percentage of concordant,
discordant and tied pairs, and common rank correlation statistics. These values measure

the association between the observed responses and the predicted probabilities.

The table of concordant, discordant, and tied pairs is calculated by pairing the
observations with different response values. Here, we have 15 1’ , 46 2's, and 12 3’s,
resulting 15x46 + 15x12 + 46x12 = 1422 pairs of different response values. For
pairs involving the lowest coded response value (the 1-2 and 1-3 value pairs in the
example), a pair is concordant if the cumulative probability up to the lowest response
value (here 1) is greater for the observation with the lowest value. This works similarly for
other value pairs. For pairs involving responses coded as 2 and 3 in our example, a pair is
concordant if the cumulative probability up to 2 is greater for the observation coded as 2.
The pair is discordant if the opposite is true. The pair is tied if the cumulative probabilities
are equal, in our example, 79.3% of pairs are concordant, 20.3% are discordant, and
0.5% are ties. You can use these values as a comparative measure of prediction. For

example, you can use them in evaluating predictors and different link functions.

Somers’ , Goodman-Kruskal Gamma, and Kendall’s Tau-a are summaries of the
table of concordant and discordant pairs. The numbers have the same numerator: the
number of concordant pairs minus the number of discordant pairs. The denominators are
the total number of pairs with Somers’ , the total number of pairs excepting ties with
Goodman-Kruskal Gamma, and the number of all possible observation pairs for Kendall's
Tau-a. These measures most likely lie between 0 and 1 where larger values indicate a

better predictive ability of the model.
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