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4.2 ONIOM binding energies with and without BSSE corrections for 

CO2/MOF-5 in perpendicular (⊥) configuration for all systems. For 

the linker and corner calculations, the distances were measured from 

the C atom of CO2 to Cg and O1, respectively. . . . . . . . . . . . . . . . . . .  
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4.3 (a)-(b) Radial distribution functions (RDF) for the 5 loadings of CO2, 

centered at O1 of MOF-5 (see Figure 1 for atomic labels) to O and C 

atoms of CO2, respectively. (c) Distribution of the corresponding 

coordination number calculated up to the first minimum of 4.90 Å of 

the O1-O RDF where the average coordination numbers ( CN ) were 

also shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
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4.4 (a)-(b) Radial distribution functions (RDF) for the 5 loadings of CO2, 

centered at the middle of benzene ring of the MOF-5 linker, Cg (see 

text for definition), to O and C atoms of CO2, respectively. (c) 

Distribution of the corresponding coordination number averaged up 

to the first minimum of 6.00 Å of the Cg-O RDF where the average 

coordination numbers ( CN ) were also shown. . . . . . . . . . . . . . . . . . .  
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4.5 Distribution of the angles θ and φ representing orientation of CO2 

lying under the first peak of the O1-O RDF (a) and the Cg-O RDF 

(b) where the plots for the 2 peaks of the O1-C RDF at the loading of 

512 MPC was given separately (b) (see text for more details).  

 

 

 

41 

4.6 (a)-(b) C-C and C-O Radial distribution functions (RDF) for the 5 

loadings of CO2. (c) Distribution of the corresponding coordination 

number averaged up to the first minimum of 5.50 Å of the C-C RDF 

where the average coordination numbers ( CN ) were also shown. . . . 
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LIST OF ABBREVIATIONS 
  

 B3LYP = Beck’s three parameter hybrid functional using  

    the LYP correlation function 

 BDC  = Benzene dicarboxylate 

BSSE  = Basis set superposition error 

 BTB  = 1,3,5-benzenetribenzoate 

CN  = Coordination number 

CP  = Counterpoise method 

 DFT  = Density functional theory 

HF  = Hatree-Fock 

IMOMM = Integrated molecular orbital and molecular mechanics 

IMOMO = Integrated molecular orbital and molecular orbital  

method 

IRMOFs = Isoreticular metal organic frameworks 

 KS  =  Kohn-Sham 

 LCAO  = Linear combination of atomic orbitals 

LYP  = Lee-Yang-Parr functional 

MO  = Molecular orbital  

MOFs  = Metal organic frameworks 

MP2  = Møller-Plesset perturbation theory second order. 

MPC  = Molecular per simulation cubic 

ONIOM = Our own n-layered integrated molecular orbital  

and molecular mechanics 

 RDF  = Radial distribution function 

 SBUs  = Secondary building units 

STO  = Slater type orbital 

 STO-3G = Slater type orbital approximated by 3 gaussian  

    type orbitals 



CHAPTER I 

 

INTRODUCTION 

 

1.1 Research Rationale 

 

Natural fuel such as coal, petroleum oils and natural gases are mainly used by 

human in many activities, e.g., transportation, industry and electric power station. 

These lead activities not only gain desired products, heat, energy and electricity, but 

also undesired ones, greenhouse gas such as carbon dioxide (CO2) etc. Amount of 

CO2 released to atmosphere causes serious environment problem, consequently, 

global warming. Gas storage application is initiated and continuously developed to 

reduce amount of undesired gas like CO2 in atmosphere. The materials which have 

high surface areas and stability are required to construct the best storage. 

As promising candidates to fulfill these requirements, the metal organic 

frameworks (MOFs) have attracted attention of scientists because of their unique 

properties, i.e., very well defined structure as well as high surface area and stability 

under 300 K. Moreover, their structure is able to be modified in order to provide the 

larger volume in gas storage application. The basic understanding of gas behavior 

inside MOF such as the adsorption site and preferential gas orientation is one of the 

key factors to improve and develop gas storage technology. The obtained basic 

information is expected to be the guideline for designation of the new material with 

high capability in gas storage application. 

 

1.2 Carbon Dioxide Emission 

 

 Since Industrial revolution in 18th century, energy resources such as coal, 

petroleum oil and natural gas were used as fuel in manufactory and burned in power 

plant to produce electricity. Due to those activities, the amount of carbon dioxide 

released into the atmosphere has been rising extensively during last 150 years. The 

major cause of global warming is the emission of green house gasses like carbon 

dioxide, methane, etc. into the atmosphere. The large amount of carbon dioxide 

emission plays the important role in global warming. The reduction of CO2 emission 
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have been initiated and developed. Options for decreasing greenhouse gas emission 

include reducing energy consumption, increasing energy efficiency and use, adopting 

lower or zero carbon fuels and reducing greenhouse gas from non-energy sources. A 

further option for reducing carbon dioxide emission from energy production is capture 

and storage, permitting the production of carbon dioxide but preventing its emission. 

Until now, many materials were attended to study in carbon dioxide storage, e.g., 

carbonnanotube [1], zeolite [2-3] and metal organic frameworks [4-5]. The amount of 

carbon dioxide uptake depends on surface area of each material. In this study, metal 

organic framework was applied because it has a high surface area and pore volume. 

 

1.3 Metal Organic Frameworks 

 

Metal organic frameworks (MOFs) are a new class of nanoporous materials 

which become a promising material for gas storage, gas separation and catalysis 

applications. In 1999, Omar Yaghi and co-worker were firstly discovered a novel 

material called MOF-5 with high surface area approximately at 2900 m2/g as shown 

in Figure 1.1 [6]. The unit cell of MOFs is consisted of zinc oxide cluster (pink circle) 

linked with dicarboxylate group (blue circle) in three-dimensional cubic framework 

providing a crystalline structure. It is a strong bond providing a high robust 

framework with well-defined structure. For example, resulting in a MOF-5 structure 

was demonstrated that it has higher surface area and pore volume than most porous 

crystalline material. The first target of this material was used in hydrogen storage 

application for increase in hydrogen storage capacity [7]. Both linker and oxide 

cluster can be modified by synthesis with different organic linkage and metal oxide, 

respectively. In my thesis, MOF-5 was interested because it is a prototype of MOFs 

with the simple secondary building unit (SBU) providing sufficient MOFs material 

for binding energy calculation. 
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Figure 1.1 Unit cell of MOF-5 or IRMOF-1. 

 

1.4 A Series of Isoreticular Metal Organic Framewroks  

 

A large series of isoreticular metal organic frameworks (IRMOFs) [8-9] has 

been produced in which each member shares the same cubic topology adopted by the 

prototype MOF-5 as shown in Figure 1.2. Cluster size and surface area of these 

materials depend on organic linker which made from various derivative of 

carboxylate group as shown in Figure 1.3.  When carboxylate group was more steric 

hindrance, surface area was decreased, for instance, IRMOF-1 to IRMOF-7.  The pore 

expansion was founded in case of long linkage molecule. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.2 A series of isoreticular metal organic frameworks. 

Zinc oxide 
cluster

Organic 
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Figure.1.3 Various derivative of carboxylate group. 

 

1.5 Industrial Applications 

 

More than 100 kinds of metal organic framework has been synthesized [10] 

with high surface area, it becomes a promising material applied in various field of 

industry applications. 

 

1.5.1 Catalysis 

 

Generally, catalysts can be classified into two groups; the homogeneous and 

heterogeneous one. Homogeneous catalysts are ones which are in the same phase as 

the reactants while heterogeneous catalysts are ones which are in a different phase. In 

industrial applications, heterogeneous catalysts are often preferred over homogeneous 

catalysts. One reason for that is product/catalyst can be easier to separate after the 

process. The porous material becomes a promising target as catalyst in petrochemical 

industry because it has a high surface area. The common material, zeolite [11], was 

used as heterogeneous catalyst in olefin polymerization industrial. The invention 

related to a porous heterogeneous catalyst material leads to interesting in a metal 

organic frameworks [12]. One of its application is hydrocarbon transformation. In 

framework, inorganic cornerstones connected by organic bridges, characterized in that 

as organic bridges are used ligands having a complexed catalytically active metal. The 

metals are preferably palladium and platinum. The ligands preferably contain nitrogen 
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donor groups for complexing the catalytically active metal and carboxylate groups 

connecting to the inorganic cornerstones. 

One member of IRMOFs series, IRMOF-3, consists of amino group in linker, 

which shows basic catalyst in Knoevenagel condensation of benzaldehyde with two 

methylene active compounds of different pKa, viz. ethyl cyanoacetate (pKa ≤ 9) and 

ethyl acetoacetate (pKa  ≤ 10.7) [13]. 

  

1.5.2 Gas Separation 

 

Membrane technology is economically competitive with alternative separation 

technologies such as distillation, crystallization, absorption, or solvent extraction for 

many chemical separations. Gas mixtures can be effectively separated by synthetic 

membranes. The performance of MOF-5 membrane separation was investigated in 

various mixture gases. In every case, mixture effects play a crucial role in determining 

the membrane performance [14]. In separation of alkanes with gas chromatography, 

MOF-508 was selected to packing in column. The result can be described that alkane 

can be separated with this method [15]. The Cu-MOF was used in removal of sulfur 

odorant components from natural gas. When compare with Norit-carbon, Cu-MOF is 

a powerful material for the separation of polar components from non-polar gases [16]. 

 

1.5.3 Gas Storage 

 

 Generally, metal organic frame works is high surface area, which is 

appropriate for gas storage application. The world record of the highest surface area 

of MOF is MOF-177 with unprecedented surface area about 4,500 m2/g. MOF-177 

unit cell was fabricated by triangular 1,3,5-benzenetribenzoate (BTB) units 

connecting with octahedral zinc(II) carboxylate clusters, Zn4O(CO2)6, such that each 

zinc cluster is attached to six BTB units. The applications were used in hydrogen [17] 

and carbon dioxide storage [4]. Remarkably in carbon dioxide storage, at 35 bar, a 

container filled with MOF-177 can uptake 9 times the amount of carbon dioxide in a 

container without adsorbent. The MOF-177 framework is shown in Figure 1.4. The 

application of hydrogen storage was applied in hydrogen fuel cell or hydrogen car 

tank fields. Moreover, the new type MOFs was fabricated with high surface area 

concept providing more capacity in light gas storage.  
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Figure 1.4 MOF-177 framework. 

 

1.6 Motivation Background 

 

It was further step of innovation in material science when Omar M. Yaghi and 

co-workers discovered a novel material, so called, metal organic frameworks which 

have a high surface area and large pore volume. With their distinguish properties, 

MOFs were studied by many scientists, mostly in gas storage application, both 

experimental and theoretical fields. 

 In 2001, after MOF was discovered, Jaheon Kim et al. [18] illustrated MOFs 

applicability to rationalizing MOF crystal structures by analysis of nine new MOFs 

with SBU of MOFs structure. The result indicated that SBU approach provides new 

and simplifying principles to classify the complex structures. Symmetrical and simple 

SBUs such as tetrahedra in MOF-31 and -32 and squares and tetrahedral in MOF-35 

are easier to prediction, and they lead to predictable geometry of whole structures. 

 In 2003, Tina Düren et al. [19] investigated in the adsorption characteristics of 

novel metal-organic materials and compare them with the characteristics of two 

zeolites, MCM-41, and different carbon nanotubes for CH4 by using molecular 

simulation. The factors of influencing methane adsorption are depend upon the 

surface area, the capacity or free volume, the strength of the energetic interaction, and 

the pore size distribution. 

 In 2003, Nathaniel L. Rosi et al. [7] indicated the binding site of hydrogen 

storage in MOF-5 by  neutron scattering spectroscopy of the rotational transitions. 

The hydrogen binding sites are located at corner and linker unit of MOF-5 with 4.5 

weight percent of hydrogen loading at 78 K. 

In 2005, Claudia F. Braga and Ricardo L. Longo [20] calculated molecular 

structure of the IRMOFs based on Zn4O(RCOO)6, R = CH3 and Ph, and 



 7

(CH3COO)5(Zn4O)(OOC–C6H3X–COO)6(Zn4O)(CH3COO)5, X = H, Br and NH2, 

with AM1, PM3, HF/6-31G, HF/6-31G**, B3LYP/6-31G, B3LYP/6-31G** and 

ONIOM(HF/6-31G:PM3) methods. The AM1 and PM3 methods seem appropriate for 

a (semi-) quantitative description of the molecular structures of the IRMOFs based on 

Zn4O(RCOO)6 SBUs. Ab initio (HF) and hybrid DFT (B3LYP) yielded good agree 

with experimental results. The ONIOM(HF/6-31G:PM3) or higher method seem to be 

choice for describing the molecular structure and the interaction of molecule(s) with 

the walls of the IRMOF’s cavity. 

In 2005, Qingyuan Yang and Chongli Zhong [21] performed a molecular 

simulation study on the adsorption and diffusion of hydrogen in MOFs to describe in 

details of the underlying mechanisms. The result shows that metal oxide clusters are 

preferential adsorption sites for hydrogen in MOFs and the effect of the organic 

linkers becomes apparent with increasing pressure. 

In 2006, Sanyue Wang et al. [22] studied on adsorption separation of 

CO2/CH4/C2H6 mixtures in a manganese formate metal organic framework (Mn-

MOF) compare with other materials. The pore size plays the important role in 

adsorption separation of CO2-alkane mixtures. Mn-MOF provides the most 

appropriate pore size, leading to the largest selectivity for these mixtures, especially, 

in ternary mixture. It’s promising material for gas separation in petrochemical 

industry. 

In 2006, Qingyuan Yang and Chongli Zhong [23] used MOF-5 and Cu-BTC 

for purification of synthetic gas with molecular simulation. This work shows that both 

the geometry and pore size affect the separation characteristics of MOFs largely. The 

Cu-BTC is better in separation efficiency than MOF-5. 

In 2007, Jonathan L. Belof et al. [24] modeled hydrogen sorption in MOF. 

The simulations demonstrate that hydrogen interacts with the MOF via three principle 

attractive potential energy contributions: Van der Waals, charge-quadrupole, and 

induction. Indeed, polarization interactions in the MOF lead to two distinct 

populations of dipolar hydrogen that are identified from the simulations that should be 

experimentally discernible using, for example, Raman spectroscopy. Since 

polarization interactions are significantly enhanced by the presence of a charged 

framework with narrow pore, MOFs are excellent hydrogen storage candidates. 

In 2008, Qingyuan Yang et al. [25] investigated the effects of organic linker, 

pore size and topology, and the electrostatic fields on the adsorption and diffusion 
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behaviors of CO2 in nine types of MOFs.  Comparison with other material, MOFs 

have the highest CO2 adsorption capacity and the suitable pore size is between 1.0 and 

2.0 nm. Although the CO2-MOF electrostatic interaction can contribute as large as 

30% to the total adsorption capacity at low pressures, it decreases monotonically with 

increasing pressure and contributes only a few percent at high pressures. 

In 2008, Jeffery A. Greathouse and Mark D. Allendorf [26] designed to 

validate the flexible force field for IRMOF-1 compare with rigid force field. The 

simulations were also carried out with adsorbed guests, including ethanol, 

cyclohexane, and several chloromethanes. A rigid force field with slight modified is 

much poorer agreement with experimental data. Additionally, a flexible force field 

approach is required when simulating framework stability because of physical 

changes or the presence of adsorbates. 

 

Previous studies were interest in efficiency of each MOFs in term of 

qualitative and quantitative without describing in structure property of guest molecule 

in pore of MOFs. Then in this study was pay attention to understand the structure 

property of guest molecule in MOFs by using computational method. 

 

1.7 Scope of This Study 

 

 The investigation of behavior of CO2 in absorbate MOF-5 can be classified 

into two of computational calculations. 

 Firstly, quantum calculation, because of whole unit cell of MOF-5 was not 

calculated with high accuracy method, and then MOF-5 was modified in 3 models. To 

seeking adequate model of CO2/MOF-5 binding, ONIOM method was approached 

with BSSE correction. The binding site of CO2 and optimal orientation into MOF-5 

were examined as well.  

Secondly, the behavior of CO2 in MOF-5 was examined by using molecular 

dynamic simulation.  The number of CO2 loading, i.e., 8, 64, 128, 256 and 512 

molecules per simulation cube were determined at 300 K, for instant, radial 

distribution function was used to describe structure property of these systems. 

 



CHAPTER II 

 

THEORY BACKGROUND 
 

The theoretical chemistry may be defined as a mathematical description of 

chemistry, whereas computational chemistry is usually used when a mathematical 

method is sufficiently well developed that it can be automated for implementation on 

a computer. Note that the words exact and perfect do not appear here, as very few 

aspects of chemistry can be computed exactly. However, almost every aspect of 

chemistry can be described in a qualitative or approximate quantitative computational 

scheme. 

2.1 Computational Quantum Mechanics 

 
2.1.1 Quantum Mechanics  

 
Classical mechanics [27, 28] is inadequate form describing systems composed 

of small particles such as electrons, atoms and molecules. Therefore the missing from 

classical mechanics is the description of wavelike properties of matter that 

predominates with small particles. Quantum mechanics takes into account the 

wavelike properties of matter when solving mechanical problems.  

The word quantum comes from Latin (quantus, “how much?”, plural quanta) 

and was first used in our sense by Max Planck in 1900, as an adjective and noun, to 

denote the constrained quantities or amounts in which energy can be emitted or 

absorbed.  Although the term quantum mechanics was apparently first used by Born 

(of the Born–Oppenheimer approximation, section 2.1.3) in 1924, in contrast to 

classical mechanics, the matrix algebra and differential equation techniques that we 

now associate with the term were presented in 1925 and 1926. The mathematics and 

laws of quantum mechanics that must be used to explain wavelike properties cause a 

dramatic change in the way mechanical problems must be solved. In quantum 

mechanics, the mathematics that yields physically measurable properties is obtained 

from mathematical operations with an indirect physical correlation. 
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Molecules are made of nuclei and electrons, and quantum chemistry deals, 

fundamentally, with the motion of electrons under the influence of the 

electromagnetic force exerted by nuclear charges. An understanding of the behavior 

of electrons in molecules, and thus of the structures and reactions of molecules, rests 

on quantum mechanics and in particular on that adornment of quantum chemistry, the 

Schrödinger equation. 

 

2.1.2 Schrödinger Equation 

 

Quantum mechanics describe molecules in terms of interactions among nuclei 

and electrons, and molecular geometry in terms of minimum energy arrangements of 

nuclei. All quantum mechanical methods ultimately trace back to the Schrödinger 

equation [29-31], which for the special case of hydrogen atom may be solved exactly. 

Solutions to Schrödinger's equation describe not only atomic and subatomic systems, 

electrons and atoms, but also macroscopic systems, possibly even the whole universe. 

Schrödinger's equation can be mathematically transformed into Heisenberg's matrix 

mechanics, and into Feynman's path integral formulation. The Schrödinger equation 

describes time in a way that is inconvenient for relativistic theories, a problem which 

is not as severe in Heisenberg's formulation and completely absent in the path 

integral. 

The total energy for this kind of system has five contributions: kinetic energies 

of each nuclei and electron (Te and Tn), attraction between each electron and nuclei 

(Ven), internuclear and interelectronic repulsion potential energy (Vee and Vnn).  

The many-electron Schrödinger equation cannot be solved exactly (or at least 

has not been solved) even for a simple two-electron system such as helium atom or 

hydrogen molecule. Approximations need to be introduced to provide practical 

methods. 

 

2.1.3 Born-Oppenheimer approximation 

 

The Born-Oppenheimer approximation is central to quantum chemistry. In 

many-particle molecular systems, accurate wave functions for such systems are 

extremely difficult to express because of the correlated motions of particles. Under 

typically physical conditions, the nuclei of molecular systems are moving much more 
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slower than the electrons. Due to the great difference in motion between the nuclei 

and the electrons, the electrons are capable of instantaneously adjusting to any change 

in position of the nuclei. The Born-Oppenheimer approximation is the assumption that 

the electronic motion and the nuclear motion in molecules can be separated. It leads to 

a molecular wave function in terms of electron positions and nuclear positions. 

Hence, one way to simplify the Schrödinger equation for molecular systems is 

to assume that the nuclei do not move. It means that the electron motion is determined 

for a fixed position of the nuclei making the constant distances between nuclei-nuclei.  

It implies that the nuclear kinetic energy term is taken to be independent of the 

electrons, correlation in the attractive electron-nuclear potential energy term is 

eliminated and the repulsive nuclear-nuclear potential energy term becomes a simply 

evaluated constant for a given geometry. This is called the Born-Oppenheimer 

approximation [27, 30]. 

 

2.1.4 Hartree-Fock Approximation 

 

 Finding and describing approximate solution to the electronic Schrödinger 

equation has been a major preoccupation of quantum chemists since the birth of 

quantum mechanics. Except for the very simplest cases like one-electron problem, 

quantum chemists are faced with many-electron problems. Individual electrons are 

confined to functions termed molecular orbitals, each of which is determined by 

assuming that the electron is moving within an average field of all the other electrons. 

The simplest antisymmetric wave function is written in the form of a single 

determinant (a so-called Slater determinant), which can be used to describe the ground 

state of an N-electron system. The essential of the Hartree-Fock approximation [32] is 

to replace the complicated many-electron problem by a one-electron problem in which 

electron-electron repulsion is treated in an average way. The procedure for solving the 

Hartree-Fock equation is called the self-consistent-field (SCF) method. 

 

2.1.5 Density Functional Theory 

 

 One approach to the treatment of electron correlation is referred to as density 

functional theory. The Density Functional Theory (DFT) is a computationally 

efficient way of including electron correlation [33]. The system is described by an 
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electron density, rather than a sum of independent electrons, and the Hamiltonian is 

then only dependent on position and atomic number of the nuclei and the total number 

of electrons. The governing equation is still the electronic Schrödinger equation but 

the total energy of the system is expressed as a function of the electron density. 

DFT is an exact theory and the only approximation in term of exchange 

correlation energy is unknown. The basis sets for these Kohn-Sham (KS)-orbitals 

have fewer requirements than those in Hartree-Fock. They are not needed for 

calculating exchange and Coulomb interaction which are the most work consuming 

part of the Hartree-Fock method. This, and the fact that DFT account for electron 

correlation, make DFT very useful for larger systems. However, the crucial task in 

DFT is to find an accurate exchange correlation functional. The most popular 

exchange-correlation functional is the B3LYP functional [34, 35]. It consists of 

several functionals, including the HF exact exchange energy in a three-parametric 

scheme. 

 

2.1.6 Møller-Plesset Pertubation Theory  

 
 Møller-Plesset perturbation theory [36, 37] is a tool of perturbation theory, 

which provides a method for adding excitations to the Hatree-Fock wave function and 

therefore including the effect of electron correlation. A perturbation theory is 

developed for treating a system of n electrons in which the Hartree-Fock solution 

appears as the zero-order approximation. It is shown by this development that the first 

order correction for the energy and the charge density of the system is zero. The 

expression for the second-order correction for the energy greatly simplifies because of 

the special property of the zero-order solution. This level of theory is referred to as 

MP2. To obtain an improvement on the HF energy it is therefore necessary to use 

Møller-Plesset perturbation theory at least second order. It is pointed out that the 

development of the higher approximation involves only calculations based on a 

definite one-body problem. 

Systematic studies of MP perturbation theory have shown that it is not 

necessarily a convergent theory at high orders. The convergence properties can be 

slow, rapid, oscillatory, regular, highly erratic or simply non-existent, depending on 

the precise chemical system or basis set. 

2.1.7 Basis Set 
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The set of mathematical functions that constructs the molecular orbital (MO) 

in the linear combination of atomic orbitals (LCAO) is called a basis set, which is 

expanded as a linear combination of such functions with weights or coefficients to be 

determined. Usually these functions are atomic orbitals, in that they are centered on 

atoms, but functions centered in bonds or lone pairs, and pairs of functions centered in 

the two lobes of a p orbital, have been used. Additionally, basis sets compose of sets 

of plane waves down to a cutoff wavelength are often used, especially in calculations 

involving systems with periodic boundary conditions [30, 38]. 

 

2.1.7.1 Single-ζ, Multiple-ζ, and Split-Valence 

 

The STO-3G basis set is what is known as a “single- ζ” basis set, or, more 

commonly, a “minimal” basis set. This nomenclature implies that there is one and 

only one basis function defined for each type of orbital core through valence. Thus for 

H and He, there is only a 1s function. For Li to Ne, there are five functions, 1s, 2s, 2p, 

2p , and 2p. For Na to Ar, 3s, 3px, 3py, 3 pz are added to the second-row set, making a 

total of nine functions, etc. Because the minimal basis set is so small, it is so small, it 

is not recommended for consistent and accurate predictions of molecular energies. 

However, their simple structure provides a good tool for visualizing qualitative 

aspects of chemical bonding. 

One way to increase the flexibility of a basis set is to “decontract” it. That is, 

we might imagine taking the STO-3G basis set, and instead of constructing each basis 

function as a sum of three Gaussians, we could construct two basis functions for each 

AO, the first being a contraction of the first two primitive Gaussians, while the second 

would simply be the normalized third primitive. This prescription would not double 

the size of our basis set, since we would have all the same individual integrals to 

evaluate as previously, but the size of our secular equation would be increased. A 

basis set with two functions for each AO is called a “double-ζ” basis. Of course, we 

could decontract further, and treat each primitive as a full-fledged basis function, in 

which case we would have a‘triple-ζ’ basis, and we could then decide to add more 

functions indefinitely creating higher and higher multiple- ζ basis sets. 

 The reason for this is that core orbitals are only weakly affected by chemical 

bonding. Valence orbitals, on the other hand, can vary widely as a function of 
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chemical bonding. Atoms bonded to significantly more electronegative elements take 

on partial positive charge from loss of valence electrons, and thus their remaining 

density is distributed more compactly. The reverse is true when the bonding is a more 

electropositive element. From a chemical standpoint, then, there is more to be gained 

by having flexibility in the valence basis functions than in the core, and recognition of 

this phenomenon led to the development of so-called “split-valence” or “valence-

multiple-ζ” basis sets. The core orbitals are represented by minimal basis set whereas 

the valence shell orbitals are represented by more than one basis function such as 3-

21G, 6-21G, 4-31G, 6-31G, and 6-31G, which have one contracted that is a linear 

combination of three primitive Gaussian for each inner-shell atomic orbital and two 

basis function, one contracted Gaussian function that is a linear combination of two 

primitive Gaussian function, for each valence orbital. If there is valence-triple- ζ, like 

6-311G, use there sizes of contracted functions for each orbital-type. 

 

2.1.7.2 Polarization Function 

 

Polarized basis sets allow some small contributions from the unfilled orbital, 

which is required for the ground state for atomic description by adding orbitals with 

angular momentum beyond. Pople and co-workers introduced a simple nomenclature 

scheme to indicate the presence of these functions, the “*” (star). Thus, 6-31G* 

implies a set of d functions added to polarize the p functions in 6-31G. A second star 

** implies p functions on H and He, e.g., 6-31G**. To use more than one set of 

polarization functions in modern calculation, the standard nomenclature for the Pople 

basis sets now typically includes an explicit enumeration of those functions instead of 

the star nomenclature. 

 

2.1.7.3 Diffuse Function 
 

When a basis set does not have the flexibility necessary to allow a weakly 

bound electron to localize far from the remaining density (such as molecular with lone 

pairs, anions and other systems with significant negative charge, systems in their 

excited states, and system with low ionization potentials), significant errors in 

energies and other molecular properties can occur. In the Pople family of basis sets, 

the presence of diffuse function is indicated by a “+”in the basis set name. The 6-
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31+G(d) indicates that heavy atoms have been augmented with an additional one s 

and one set of p functions having small exponents. 

 

2.1.8 Basis Set Superposition Error  
 

  Suppose we wish to calculate the energy or formation of a bimolecular 

complex, such as the energy of formation of a hydrogen-bond water dimmer. [39] 

Such complexes are sometimes referred to as “supermolecule”. One might expect that 

this energy value could be obtained by first calculating the energy of a single water 

molecule, then calculating the energy of the dimmer, and finally subtracting the 

energy of the two isolated water molecules (the reactant) from that of the dimmer (the 

product). However, the energy difference obtained by such an approach will 

invariably be an overestimate of the true value. The discrepancy arises from a 

phenomenon known as basis set superposition error (BSSE). As the two water 

molecules approach each other, the energy of the system falls not only because of the 

favorable intermolecular interactions but also because the basis function on each 

molecule provide a better description of the electronic structure around the other 

molecule. It is clear that the BSSE would be expected to be particularly significant 

when small, inadequate basis sets are used which do not provide fro an adequate 

representation of the electron distribution far from the nuclei, particularly in the 

region where non-covalent interactions are strongest. One way to estimate the basis 

set superposition error is via the counterpoise correction method of Boys and 

Bernardi, in which the entire basis set is included in all calculations. Interaction 

energies between two atoms or molecules A and B are typically calculated as the 

energy difference between the product complex AB and its components A and B as 

followed. 

A + B   →   AB                                            [2.1] 

ΔE  =  E(AB) – [E(A) +E(B)]                                   [2.2]    

The calculation of the energy of the individual species A is performed in the present of 

“ghost” orbitals of B; that is, without the nuclei or electrons of B. A similar 

calculation is performed for B using ghost orbitals on A. An alternative approach is to 

use a basis in which the orbital exponents and contraction coefficients have been 

optimized for molecular calculations rather than for atoms. The relevance of the basis 
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set superposition error and its dependence upon the basis set and the level of theory 

employed. 

 

2.1.9 The ONIOM Approach 

 

The standard ab initio molecular orbital (MO) approach, especially one 

including electron correlation to the highest level, is well-known to be 

computationally expensive. The high dependency of the computation time on the 

number of atoms in the molecule makes it impossible to study most chemical systems 

at this level of theory. Furthermore, in theoretical studies of larger systems, it’s 

impossible to calculate the whole system with high theory level as well.  

To solve their problems, the ONIOM [40-42] (our own n-layered integrated 

molecular orbital and molecular mechanics) approach has been proposed and shown 

to be successful in reproducing benchmark calculations and experimental results. It’s 

an onion skin-like extrapolation method which is developed by Morokuma and co-

workers that enables different levels of theory to be applied to different parts of a 

molecule in system and combined to produce a consistent energy expression. 

According to Morokuma and co-workers proposed the Integrated Molecular Orbital 

and Molecular Mechanics (IMOMM) method, the system is partitioned into 2 parts. 

Afterwards, it was realized that the extrapolation scheme in a combined MO + MO 

method, which was referred to as the Integrated Molecular Orbital and Molecular 

Orbital Method (IMOMO). Subsequently, the integration of more than two methods 

was succeeded, and the whole series of integrated methods was named the ONIOM 

method. Hence, IMOMO encompasses both two-layered ONIOM2 (MO:MO) and 

three-layered ONIOM3 (MO:MO:MO) and IMOMM is in principle equivalent to 

ONIOM2 (MO:MM) and ONIOM3 (MO:MO:MM). Thus, interesting or difficult part 

of the system is treated with more accurate method while he remains of the system are 

treated with the less accurate method. By this approach, a lot computational time can 

be saved. Finally, the main idea of this method is to perform a high-level calculation 

on just a small part of the system and to include the effects of the remainder at lower 

levels of theory, with the end result being of similar accuracy to a high-level 

calculation on the full system.  
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2.1.9.1 Hybrid Calculation with ONIOM 

 

In the two-layered ONIOM method requires a high and low level of theory and 

a real and model molecular geometry. The energy at the high-level of theory for the 

real geometry is estimated as 

E(High,Real) = E(Low,Real) + [E(High,Model) - E(Low,Model)]                     [2.3] 

Using the terminology of Morokuma et al., the full molecular geometry including all 

atoms is referred to as the real geometry and it is treated using a low-level of theory. 

A subset of these atoms, referred to as the model geometry, is treated using both the 

low-level and a high-level of theory. A three-layer model also introduces intermediate 

model geometry and a medium level of theory. The concept of the ONIOM method is 

represented schematically in Figure 2.1.  For instance, ONIOM2, beginning at 

E(Low,Model), the extrapolation to the high-level calculation (E(High,Model) - E(Low,Model)) and 

the extrapolation to the real system (E(Low,Real) - E(Low,Model)) are assumed to produce an 

estimate for E(High,Real). 

 

 

 

 

 

 

 

 

Figure 2.1 The two and three layered ONIOM extrapolation scheme. 

As same as ONIOM2, E(High,Real) for ONIOM3 was procedured. 
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2.2 Molecular Dynamic Simulations 

 

2.2.1 Introduction  

 

Molecular dynamics [43] is a simulation of the time-dependent behavior of a 

molecular system, such as vibrational motion or Brownian motion. It requires a way 

to compute the energy of the system, most often using a molecular mechanics 

calculation. This energy expression is used to compute the forces on the atoms for any 

given geometry. The steps in a molecular dynamics simulation of an equilibrium 

system are as follows: 

1. Choose initial positions for the atoms. For a molecule, this is whatever geometry is 

available, not necessarily an optimized geometry.  

2. Choose an initial set of atom velocities. These are usually chosen to obey a 

Boltzmann distribution for some temperature, then normalized so that the net 

momentum for the entire system is zero (it is not a flowing system). 

3. Compute the momentum of each atom from its velocity and mass. 

4. Compute the forces on each atom from the energy expression. This is usually a 

molecular mechanics force field designed to be used in dynamical simulations. 

5. Compute new positions for the atoms a short time later, called the time step. This is 

a numerical integration of Newton's equations of motion using the information 

obtained in the previous steps. 

6. Compute new velocities and accelerations for the atoms. 

7. Repeat steps 3 through 6. 

8. Repeat this iteration long enough for the system to reach equilibrium. In this case, 

equilibrium is not the lowest energy configuration; it is a configuration that is 

reasonable for the system with the given amount of energy. 
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9. Once the system has reached equilibrium, begin saving the atomic coordinates 

every few iterations. This information is typically saved every 5 to 25 iterations. This 

list of coordinates over time is called a trajectory. 

10. Continue iterating and saving data until enough data have been collected to give 

results with the desired accuracy. 

11. Analyze the trajectories to obtain information about the system. This might be 

determined by computing radial distribution functions, diffusion coefficients, 

vibrational motions, or any other property computable from this information. 

 

2.2.2 Molecular Interactions 

 

2.2.2.1 Non-bonded Interaction 

 

The non-bonded energy represents the pair-wise sum of the energies of all 

possible interacting non-bonded atoms. The non-bonded terms are usually considered 

in two groups, one comprising van der Waals attractions and the other electrostatic 

interactions [44]. 

 

Electrostatic Interactions 

 Each element can attract electrons differently, giving rise to an unequal 

distribution of charge in a molecule. This charge distribution can be represented in a 

number of ways, one common approach being an arrangement of fractional point 

charges throughout the molecule. These charges are designed to reproduce the 

electrostatic properties of the molecule. If the charges are restricted to the nuclear 

centers they are often referred to as partial atomic charges or net atomic charges. The 

electrostatic interaction between two molecules (or between different parts of the 

same molecule) is then calculated as a sum of interactions between pairs of point 

charges, using Coulomb's law. 
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Van Der Waals Interactions 

 

Electrostatic interactions cannot account for all of the non-bonded interactions 

in a system. The rare gas atoms are an obvious example; all of the multipole moments 

of a rare gas atom are zero and so there can be no dipole-dipole or dipole-induced 

dipole interactions. But there clearly must be interactions between the atoms, how else 

could rare gases have liquid and solid phases or show deviations from ideal gas 

behavior? Deviations from ideal gas behavior were famously quantitated by van der 

Waals, thus the forces that give rise to such deviations are often referred to as van der 

Waals forces. The van der Waals attraction occurs at short range, and rapidly dies off 

as the interacting atoms move apart by a few Angstroms. Repulsion occurs when the 

distance between interacting atoms becomes even slightly less than the sum of their 

contact radii. Repulsion is modeled by an equation that is designed to rapidly blow up 

at close distances. The energy term that describes attraction/repulsion provides for a 

smooth transition between these two regimes. These effects are often modeled using a 

Lennard-Jones equation, as shown in the following plot: where i and j were 

represented as atom i and j. 

 

Figure 2.2 The Lennard-Jones potential. 

 

2.2.2.2 Bonding Potential 

 

 Consider covalent bond atom, energy of molecule is described in terms of a 

sum of contributions arising from three distortions from ideal bond distances, bond 

angles and torsion angles [28, 38]. Firstly, bond energy is a function for stretching a 
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bond between two atoms which is most simply given in term of quadratic Hook’s law 

form. The second, the energy required for bending angle formed by three atoms, 

where this is a bond between A and B, and between B and C, is a basic function in 

term of Hook’s law as well as bonding term. Finally, the energy change associated 

with rotation around B-C bond in a four atom sequence A-B-C-D, where A-B, B-C 

and C-D are bonded, which represent is a function of combination of sine and cosine 

functions. 

 

2.3 Periodic Boundary Conditions 

The computer simulation programs were applied to predict and study the 

properties of a system in bulk. In the real system, we are not interested in surface 

effects. But our simulations track only a small number of particles in order not to slow 

down the computation. As a result, most molecules are near the edge of the sample 

that is near its surface. Therefore, it looks like we cannot avoid surface effects in our 

computations. The system size would have to be extremely large to ensure that the 

surface has only a small influence on the bulk properties, but this system would be too 

large to simulate.  

Surface effects can be ignored for all computational system sizes if we use 

periodic boundary conditions [44]. In periodic boundary conditions, the cubical 

simulation box is replicated throughout space to form an infinite lattice. In the course 

of the simulation, when a molecule moves in the central box, its periodic image in 

every one of the other boxes moves with exactly the same orientation in exactly the 

same way. Thus, as a molecule leaves the central box, one of its images will enter 

through the opposite face. There are no walls at the boundary of the central box, and 

the system has no surface. The central box simply forms a convenient coordinate 

system for measuring locations of the N molecules. For example, a two-dimensional 

of periodic system is shown in Figure 2.. As a particle moves through a boundary, all 

its corresponding images move across their corresponding boundaries. The number of 

particles in the central box (and hence in the entire system) is conserved.  

 



  22

 

 

 

 

 

 

Figure 2.3 Periodic boundary conditions. The central box is outlined by a thicker line. 

 

2.4 Radial Distribution Function 

 

Radial distribution function (RDF) [44] is one of statistic mechanic that 

describes how the density of surrounding matter varies as a function of the distance 

from a particular point. Suppose, for example, when there are two solutes dissolved in 

water, the Brownian motion separates them by different distances r at different times. 

The RDF gives the probability of finding a particle in the distance r from another 

particle which is a useful tool to describe the structure of a system, particularly of 

liquids. In experimental, RDF can be measured using X-ray diffraction which is 

compared with the results obtained from the simulation. The basic RDF is the ratio 

between average density at distance from any determined atom r and the overall 

number density. The evaluation of RDF was represented in g(r) which shows in 

Equation 2.4. 

( )( )
( )

N rg r
V rρ

=
Δ

                                                [2.4] 

where ΔV(r) is a volume of spherical shell of thickness δr at distance r from a chosen 

atom. ρ is a number of particles per unit volume. A number of particles in the volume 

ΔV(r) are collected as N(r). 
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Figure 2.4 Radial distribution functions use a spherical shell of thickness δr. 

 

2.5 Cut-off [38] 

 

In the limit of large molecules, the computational time for calculating the force 

filed energy grows approximately as the square of the number of atoms. The majority 

of these non-bonded energy contributions are numerically very small, as distance of 

atom pair is large. A considerable saving in computer time can be achieved by 

truncating the van der Waals potential at some distance. If the distance is larger than 

this cutoff, the contribution is neglected which avoids the calculation of distances 

between all pair of atoms. The introduction of a cut-off distance, beyond which Evdw 

is set to zero, is quite reasonable as the neglected contributions are small. This is not 

true for the other part of the non-bonded energy, the Coulomb interaction. Contrary to 

the van der Waals energy, which falls of as R-6, the charge-charge interaction varies as 

R-1. This is actually true only for the interaction between molecules carrying a net 

charge. The charge distribution in neutral molecules or fragments makes the long-

range interaction behave as a dipole-dipole interaction.  

 In this study, quantum chemical calculation and molecular dynamic simulation 
were performed with Gaussian 03 [46] and DL POLY 2 [47] packages, respectively. 

 

 

r 

δr 



CHAPTER III 

 

 METHODOLOGY 

 

In this chapter, the optimal structure of MOF-5 lattice and preferential 

adsorption site of CO2 in MOF-5 were investigated using quantum chemical 

calculations. In addition, the adsorption behavior of CO2 in MOF-5 at different 

loading was examined by molecular dynamic simulations. 

 

3.1 Quantum Chemical Calculations 

 

3.1.1 Initial Structure of MOF-5 model 

 

A column consisting of two corners connected by a linker, 

(Zn4O)2(COOCH3)10(COO)2C6H4, was generated (Figure 3.1a). It was, then, used to 

build up the whole MOF-5 unit cell (Figure 3.1b). Aimed to get reliable geometries of 

the MOF-5 relative to experimental data [5], the two fragments (Figure 3.1a and 3.1b) 

were fully optimized using various quantum mechanical methods (semi-empirical, HF 

and DFT) and basis sets. All optimization and energy calculation were performed 

using Gaussian03 [45]. 

 
Figure 3.1 (a) A single fragment of MOF-5 consisting of two corners and one linker 

and (b) the whole MOF-5 unit cell which were generated as initial structure to be used 

in this study where Cg donates center of mass of the benzene ring. 

(a) (b) 
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3.1.2 The Models 

  

Seeking for an optimal compromise between fragment size vs. the required 

computer time, different quantum mechanical methods and fragment sizes were 

examined. The MOF-5 was represented by the three models shown in Figure 3.2a. 

The fragments consisting of 1, 2 and 3 columns were named, for simplicity, as 

SINGLE, DOUBLE and TRIPLE, respectively.  

For interaction at the linker, CO2 was generated to move along the vector 

perpendicular to the molecular plane of the benzene ring at the Cg (see Figure 3.1a for 

definition). Here, two possible orientations of guest molecules were taken into 

account, parallel (||) and perpendicular (⊥) to the MOF fragments as shown in Figure 

3.2b1. For the SINGLE model, the optimal C-Cg distant related with binding energy 

was searched with 2 steps. Firstly, C-Cg distant starts from 3 to 4 Å and 4 to 5 Å of || 

and ⊥ orientations, respectively with 0.1 Å of interval. Secondly, C-Cg distant was 

searched again with 0.01 Å of interval in range of first minimum binding energy from 

the first step. For the DOUBLE and TRIPLE models, calculations were carried out 

only for one wing of the fragments as same procedure as the SINGLE model. For the 

MOF corner, CO2 molecule, also in the two configurations, was generated to move 

along the vector pointing to O1 (see Figure 3.1a) with the same procedure as the 

linker but different starting distance. Note that the vector denotes the C3 symmetry 

axis of the three O1-Zn bonds of the corner. 

 

 

 

 

 

 

 

 

 

 

 

 

(a) 

(Zn4O)2(CH3COO)10(COO)2(C6H4) 
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x y 
z 
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Figure 3.2 Representation of the calculation models where rectangular and filled-

circle represent linker and corner, respectively, and dot-circle denotes the model part 

for which high level of accuracy in the ONIOM calculation was applied. (a) Models 

SINGLE, DOUBLE and TRIPLE represent the MOF fragments containing one, two 

and three units as oriented, where one unit of the model is compose of two corners 

connected by a linker (Figure 1a). Orientation of CO2 molecule binds in parallel and 

perpendicular to the linker (b1) and corner (b2) binding sites. 

 

3.1.3 ONIOM Calculations including BSSE  

 

Referred to these three SINGLE, DOUBLE and TRIPLE models defined in 

section 3.1.2, the ONIOM interaction energy (ΔEONIOM) of each system is derived as 

   

ΔEONIOM = E(real,low) + E(model,high) – E(model,low)                            (3.1) 

 

CORNER

(b2) CORNER⊥

CORNER||

LINKER

(b1)
LINKER⊥

LINKER||

,   O=C=O

=    =C
O

O=    =C
O

O

,   
O=C=O

=    =C
O

O=    =C
O

O

CORNER

(b2) CORNER⊥

CORNER||

LINKER

(b1)
LINKER⊥

LINKER||

,   O=C=O

=    =C
O

O=    =C
O

O

,   O=C=O

=    =C
O

O=    =C
O

O

,   
O=C=O

=    =C
O

O=    =C
O

O ,   
O=C=O

=    =C
O

O=    =C
O

O



 27

Where E(real,low) is the total energy of the real system using the low level method, 

while E(model,high)  and E(model,low) denote the total energies of  the model part calculated 

with high and low level methods,  respectively. The method used for the high : low 

levels was treated by MP2/6-31G** : HF/6-31G**. The high accurate (model) 

MP2/6-31G** part covers the compositions (C6H4) and (Zn4O)(CO2)6 for the linker 

and corner domains, respectively, labeled as dot-circles in Figure 3.2. Discrepancies 

due to an unbalance of the basis set used, known as basis set superposition error 

(BSSE) were examined and take into account for all data points reported in this study.  

 

3.2 Molecular Dynamic Simulations 

 

3.2.1 Initial Lattice Structure 

 

Figure 3.3 The 2×2×2 unit cells of MOF-5 lattice structure used in the simulation. 

  

The initial atomic coordinates of MOF-5 used in molecular dynamic 

simulation were taken form x-ray crystal structure [48], which has a cubic unit cell 

with Fm3m space group and lattice length of 25.8 Å, then, using it as prototype to 

build up 8 unit cells of MOF-5 in 2x2x2 grid. The obtained simulation cube contains 

3,392 atoms with the lattice length of 51.78 Å. 
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3.2.2 Force Field Parameters 

 

CO2 and MOF-5 were represented as rigid models, in which the intermolecular 

interaction between MOF-5 and CO2 was calculated using Coulomb and Lennard-

Jones pair potential. The L-J potential parameters of CO2 consisting of 2 species of 

atom(x), where x represents C or O atom, were given by σx and εx/kB. The parameters 

for Oxygen atom (O) (σo=3.064 Å and εo/kB = 82.997 K) and carbon atom (C) 

(σc=2.785 Å and εo/kB = 28.999 K) with C-O bond length of 1.161 Å were taken form 

the EPM model force field developed by Harris and Yung. [49] The partial charges 

are +0.66450e on C atom and -0.33225e on O atom. The MOF-5 structure containing 

8 atom types were labeled in Figure 3.1a. Description of potential parameters for non-

bonded interaction of MOF-5 were shown in Table 3.1 [26].  

 

Table 3.1 Potential parameters for non-bonded interaction in MOF-5 [26]. 

 

Atom type Definition 
q 

(e) 

σ 

(Å) 

ε 

(kJ/mol)

     

Zn zinc atom 1.200 2.3110 0.006 

O1 Oxygen bonded to zinc -1.200 3.0882 3.548 

O2 Oxygen of carboxylate group -0.600 2.9861 3.548 

C1 carbon bonded to O2 0.600 3.6170 0.619 

C2 carbon bonded to C1 0.000 3.6170 0.619 

C3 carbon bonded to H -0.100 3.6170 0.619 

H hydrogen bonded to C atom 0.100 2.4500 0.159 
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3.2.3 Molecular Dynamic Simulation Details 

 

With 8 unit cell of MOF5 as described in 3.2.1, the simulations were carried 

out at 8, 64, 128, 256 and 512 molecules of CO2 per simulation cube (MPC). In each 

system, the CO2 loading was applied by random program. Periodical boundary 

condition was applied to avoid finite size effect. The simulations were performed with 

NVT ensemble which is suitable for rigid system [26]. The time step was 0.05 fs and 

the equilibration length of each run was 1 ps, corresponds to 1 ns of simulation time. 

The average temperature of the system was 300 K. All simulations were performed 

with DL_POLY 2 package [47]. 



CHAPTER IV 

 

RESULTS AND DISCUSSION 

 
4.1 Quantum Chemical Calculations 

 

4.1.1 Geometries of the MOF-5 

 

Starting from the two clusters, one column (Figure 3.1a) and the whole unit 

cell (Figure 3.1b) of the MOF-5, their intramolecular geometries (bond lengths and 

bond angles) were fully optimized using different methods and levels of accuracy. 

The results were summarized in Table 4.1.  

Relative to experimental geometries [6], discrepancies were, as expected, 

found among the results obtained from different methods and basis sets used. The 

MPW1PW91/6-31G** geometries for the one column cluster are in excellent 

agreement with the experimental data. Due to the fact that the MPW1PW91/6-31G** 

is highly time consuming, it is practically impossible to apply it for the full unit cell 

cluster. Therefore, the optimal choice shifts to the next lower-accurate B3LYP/6-

31G* and B3LYP/6-31G** methods. As shown in Table 4.1, no significant difference 

was found on the geometries of the clusters yielded from these two methods. Then 

B3LYP/6-31G** is sufficient method for geometry optimization. In previous study, 

the weak binding site is located on benzene ring at the linker. In this study, the 

sufficient method of binding energy calculation was observed at this position. 

However, the MP2/6-31G** binding energy (-2.70 kJ/mol) is slightly lower than that 

of MP2/6-31G* (-2.40 kJ/mol) although the time required is also slightly longer. 

Taking into account all the data mentioned earlier, the MP2/6-31G**, with BSSE 

corrections, was chosen to represent the high accurate part of the ONIOM calculation. 

Note that the results yielded from the two clusters, one column and one unit 

cell, are in good agreement. This indicates that size of the one column cluster is 

sufficient to represent intramolecular geometries of the MOF-5. In addition, our 

results, especially Zn–O1 and Zn–O2 distances, are closer to the experimental data [5] 

in comparison to those reported in refs. 50, 51. 
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Table  4.1  Selected bond distances and bond angles obtained from the geometry 

optimizations for the two clusters shown in Figure 3.1 where the experimental data [6] 

and  the  other  theoretical  calculations  [50,51]  were  also  given  for  comparison  

(see Figure 3.1 for atomic labels). 

 
method/basis set bond length (pm) Bond angle (°) 

 Zn-O1 Zn-O2 O2-C1 C1-C2 O1-Zn-O2 Zn-O2-C1 O2-C1-C2 

a. One column cluster (Figure 3.1a) 

AM1 205.5 212.4 128.5 148.5 110.1 134.172 119.0 

PM3 195.1 205.3 127.6 150.7 112.4 131.2 118.2 

HF/6-31G* 197.8 196.9 124.5 149.7 110.1 132.8 117.7 

HF/6-31G** 197.8 196.9 124.5 149.7 110.1 132.8 117.7 

B3LYP/6-31G* 195.4 195.0 127.0 149.6 111.2 131.1 117.2 

B3LYP/6-31G** 195.3 195.1 127.0 149.6 111.1 131.2 117.2 

B3LYP/6-311G** 196.1 195.7 126.4 149.6 109.7 131.1 117.3 
B3LYP/6-311G** [50] 197.2 195.3 126.2 151.0 110.8 131.7 117.8 

GULP [50] 212.6 195.7 127.2 138.8  134.5 120.3 

MPW1PW91/6-31G** 194.0 194.0 126.4 149.1 111.2 131.0 117.2 

b. One unit cell cluster (Figure 3.1b) 

AM1 205.4 212.1 128.5 148.5 110.2 134.2 119.0 

PM3 195.1 205.4 127.5 150.7 112.1 130.7 117.6 

B3LYP/6-31G** 195.3 194.8 127.0 149.6 111.4 131.1 117.3 

AM1 [51] 205.5 212.4 128.4 148.5 110.1 134.2 119.0 

PM3 [51]  195.1 205.6 127.5 150.7 112.1 130.6 117.5 

Experimental data 193.6 194.1 125.2 149.8 111.1 132.3 118.1 
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4.1.2 Effect of an Unbalance of the Basis Sets 

 
 Figure 4.1 and 4.2 show ONIOM binding energies with and without BSSE 

corrections between CO2 in parallel (||) and perpendicular (⊥) configuration, 

respectively and the three clusters, SINGLE, DOUBLE and TRIPLE, of MOF-5. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 ONIOM binding energies with and without BSSE corrections for 

CO2/MOF-5 in parallel (||) configuration for all systems. For the linker and corner 

calculations, the distances were measured from the C atom of CO2 to Cg and O1, 

respectively. 
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Figure 4.2 ONIOM binding energies with and without BSSE corrections for 

CO2/MOF-5 in perpendicular (⊥) configuration for all systems. For the linker and 

corner calculations, the distances were measured from the C atom of CO2 to Cg and 

O1, respectively. 

 
It was surprisingly found from the plots that BSSE leads to dramatic changes 

of the calculated results. Distance to the minimum changes from 4.24 to 4.64 Å for 

the SINGLE LINKER⊥ and from 4.55 to 5.06 Å for the SINGLE CORNER⊥ 

clusters. The corresponding interaction energy differences for the linker and corner 

are 3.7 and 16 kJ/mol, respectively, shifted to weaker interactions. The observed 

results indicate obviously that the investigated systems requires BSSE corrections. 

 

SINGLE 

DOUBLE 

TRIPLE 

LINKER CORNER 

Distance (Å) Distance (Å) 

B
inding energy (kJ/m

ol) 

5.06

4.55

5.04

5.03

4.55

4.56

5.06

4.55

5.04

5.03

4.55

4.56

5.06

4.24

5.04

5.03

4.25

4.26

5.06

4.24

5.04

5.03

4.25

4.26



 34

4.1.3 MOF-5 and CO2 Binding 
 

ONIOM binding energy between MOF-5 in the three cluster models, SINGLE, 

DOUBLE and TRIPLE (Figure 3.2a) and CO2 molecule in the two orientations, || and 

⊥, were calculated separately for the linker and corner parts (Figures 3.2b1 and 3.2b2) 

and summarized in Tables 4.2 and 4.3. The distances were measured from Cg (for 

linker) and O1 (for corner) to C atom of CO2. The BSSE corrections were applied in 

all data points. 

Considering the binding energies at the same configuration of guest molecules 

(|| or ⊥) at the linker part (Table 4.2). The difference was found for the CO2 

complexes of different cluster sizes, SINGLE, DOUBLE and TRIPLE. The cluster 

size effect was slightly found, i.e., increasing of the MOF-5 cluster from SINGLE to 

TRIPLE leads to weaker binding energy (from -5.32 to -5.08 kJ/mol) for the || 

whereas this change was opposite (from -1.61 to -2.02 kJ/mol) for the ⊥ 

configurations. For the effects of molecular orientation, the binding energy of the || 

configuration for the CO2/MOF-5 complexes is about three times more stable than 

that in the ⊥ configuration. 

In contrast to what was observed for the linker, the calculated results at the 

MOF-5 corner (Table 4.3) lead to the following two main conclusions: (i) CO2 prefers 

to approach O1 (defined in Figure 3.1b) at the corner of the MOF-5 in the ⊥ 

configuration, i.e., the binding energies of the || configuration of -4.94, -3.55 and         

-2.25 kJ/mol are obviously less stable than those of the ⊥ configuration of -6.72, -8.14 

and -9.27 kJ/mol, respectively. (ii) Effects of cluster size were found to be strong for 

the CO2/MOF-5 complexes. As shown, an increasing of the cluster size from SINGLE 

to TRIPLE decreases the binding energy of the || configuration from -4.94 to -2.25 

kJ/mol. In contrast, this change leads to an increasing of the binding energy of the ⊥ 

configuration from -6.72 to -9.27 kJ/mol. The detected data let us conclude that for 

CO2, the minimum cluster size to represent the MOF corner must contain at least three 

SINGLE MOF units (see Figure. 3.2a). 

Taking into account all the data discussed above for CO2 molecules, 

interactions at the MOF’s corner are stronger than those at the linker. This can be due 

to the fact that the interaction with the arene ring (see Fig. 3.1) of the linker unit is 

dominated by the dispersion forces. This is not the case for the MOF’s corner where 

the interaction is influenced by electronic forces due to the (Zn4O)2(COOCH3)10 unit. 
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In summary, the optimal binding sites of guest molecules as well as their 

orientations in the cavity of the MOF-5 based on the binding energies shown in Table 

4.2 and 4.3 are CORNER⊥ for CO2 complexes. In addition, the binding energies of 

the MOF-5 with the CO2 molecule complexe are in the following order: CO2:        

CORNER⊥ < LINKER|| < CORNER|| < LINKER⊥. 

 
 
Table 4.2 ONIOM binding energies with BSSE corrections and the corresponding 

distances between Cg point of MOF-5 in the three cluster models (SINGLE, 

DOUBLE and TRIPLE in figure 3.2a) and CO2 in two orientations (|| and ⊥)  in 

which the distance was measured from Cg of linker to C atom of CO2. 

 

Model  
Distance Cg-C (Å) Binding energy (kJ/mol) 

MOF-5 Orientation  

SINGLE 
||  3.59 -5.32 

⊥  4.64 -1.61 

DOUBLE 
||  3.58 -5.16 

⊥  4.65 -1.84 

TRIPLE 
||  3.59 -5.08 

⊥  4.66 -2.02 
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Table 4.3 ONIOM binding energies with BSSE corrections and the corresponding 

distances between Cg point of MOF-5 in the three cluster models (SINGLE, 

DOUBLE and TRIPLE in figure 3.2a) and CO2 in two orientations (|| and ⊥)  in 

which the distance was measured from O1 of corner to C atom of CO2. 

 

Model  
Distance O1-C (Å) Binding energy (kJ/mol) 

MOF-5 Orientation  

SINGLE 
||  5.03 -4.94 

⊥  5.06 -6.72 

DOUBLE 
||  5.01 -3.55 

⊥  5.04 -8.14 

TRIPLE 
||  5.04 -2.25 

⊥  5.03 -9.27 

 

4.2 Molecular Dynamic Simulations 

 

4.2.1 Structure of CO2 at the MOF-5 Corner 

 

 To monitor structural data of CO2 in MOF-5, atom-atom radial distribution 

functions (RDF), expressed as gij(r), the probability of finding a particle of type j in a 

sphere of radius, r, around a particle of type i, were calculated. The MOF-CO2 RDFs 

were evaluated separately for all systems where i denotes O1 of MOF-5 and middle of 

the benzene ring of the MOF-5 linker (Cg that generated as an average of the 

coordinates of the 6 carbon atoms of the benzene ring) and j is C and O atoms of CO2 

(see Figure 3.1 for atomic labels). The corresponding O1-C, O1-O, Cg-C and Cg-O 

RDFs were given in Figures 4.3 and 4.4. In addition, distribution of the corresponding 

coordination number calculated up to the first minimum of the O1-O and the Cg-O 

RDFs were also examined and plotted in Figures 4.3c and 4.4c, respectively. 

 Characteristics of CO2 adsorption at the MOF-5 corner can be understood 

from the O1-C and O1-O RDFs (Figures 4.3a and 4.3b). The plots for all 

concentrations of the O1-C and O1-O RDFs show a first sharp peak centered at 4.70 

Å and 3.82 Å, respectively. This indicates that CO2 adsorbs firmly to the MOF-5 
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corner in which the average distances from O1 of MOF-5 (see Figure 3.1 for 

definition) to C and O atoms of CO2 are 4.70 Å and 3.82 Å, respectively. The two 

peaks of the O1-O RDFs centered at 3.82 Å and 5.70 Å denote the distances from O1 

to the two oxygen atoms of CO2 whereas the distance between the two maxima of 

1.88 Å is approximately the same as that of the length of the CO2 molecule (2.32 Å). 

This feature suggests us to preliminary conclude that CO2 points, somehow, its 

molecular axis to the MOF-5 corner, O1 atoms. Precise orientations of the CO2 was 

calculated and discussed again in section 4.2.3. Interest is focused to the O1-C RDF 

for the loading of 256 MPC shown in Figure 4.3b where the RDF shoulder at ~5.6 Å 

starts to be detected. This shoulder is more pronounce at 512 MPC whereas position 

of the first peak remains unchanged, compared to the other concentrations. This 

indicates a structural formation of the CO2 in the MOF-5 cavity. More details 

investigations and discussions were given in the next section. 

 To examine number of CO2 molecules coordinated to the MOF-5 corner, the 

results were displayed in Figure 4.3c in terms of their distributions, evaluated up to 

the first minimum of 4.90 Å of the O1-O RDFs of the five concentrations. The plots 

represent number of the first O atom of CO2 molecules lying under the first peak 

centered at 3.82 Å of the O1-O RDF (Figure 4.3a). Broad distribution of the 

coordination numbers shown in Figure 4.3c as well as non-zero of the peak height at 

the first minimum of the O1-O RDF indicates weak interactions of CO2 at the MOF-5 

corner and mobility of the coordinated CO2 molecules lying under the first two peaks 

of the O1-O RDF, respectively.  As expected, the average coordination number was 

observed to increase as a function of loading, from 0.07 to 0.6, 1.2, 2.2 and 2.9 CO2 

molecules when the loading increases from 8 to 64, 128, 256 and 512 MPC. 

 

 

 

 

 

 

 

 

 

 

(b) 
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(a) 
O1-C 

r  r
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Figure 4.3 (a)-(b) Radial distribution functions (RDF) for the 5 loadings of CO2, 

centered at O1 of MOF-5 (see Figure 1 for atomic labels) to O and C atoms of CO2, 

respectively. (c) Distribution of the corresponding coordination number calculated up 

to the first minimum of 4.90 Å of the O1-O RDF where the average coordination 

numbers ( CN ) were also shown.  

 

4.2.2 Structure of CO2 at the MOF-5 Linker 

 

As defined above, the Cg-C and Cg-O RDFs representing the distribution of C 

and O atoms of CO2 around the Cg (center of the benzene ring) of the MOF-5 linker 

were calculated and plotted in Figures 4.4a and 4.4b, respectively. Here, distribution 

of the corresponding coordination number calculated up to the first minimum of 6.00 

Å of the Cg-O RDF (Figure 4.4a) were shown in Figure 4.4c. 

The Cg-C and Cg-O RDFs for all concentrations show sharp first peak at 4.76 

Å and 5.25 Å, respectively. An apparent of the two maxima of the two RDFs at 

almost the same distance indicate free orientation of the CO2 coordinated to the MOF-

5 linker. This conclusion was also supported by an emerge of single Cg-O peak due to 

the two oxygen atoms of CO2 molecule. Because of such weakly binding, not much 

structural data can be extracted from these RDFs.  

 

 

 

 

 

 

(c) 
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Figure 4.4 (a)-(b) Radial distribution functions (RDF) for the 5 loadings of CO2, 

centered at the middle of benzene ring of the MOF-5 linker, Cg (see text for 

definition), to O and C atoms of CO2, respectively. (c) Distribution of the 

corresponding coordination number averaged up to the first minimum of 6.00 Å of the 

Cg-O RDF where the average coordination numbers ( CN ) were also shown.  

 

4.2.3 Orientation of CO2 Around the MOF-5 Binding Site 

 

 To visualize orientation of CO2 which coordinate to the corner and the linker 

binding sites, distribution of the angle θ, defined by the three atoms O1-O-C, was 

evaluated. Here, O1 still denote the MOF-5 atom (Figure 3.1) while O and C are the 

two atoms of CO2. The plots for all concentrations were given in Figure 4.5a for the 

CO2 lying under first peak of the O1-O RDF (0.0 Å ≤ r ≤ 4.90 Å) except 512 MPC 
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was plotted with 0.0 Å ≤ r ≤ 6.50 Å under 2 peaks. For the loading of 512 MPC, the 

results were also plotted separately again (Figure 4.5b) for the CO2 located under the 

first peak (0.0 Å ≤ r ≤ 5.20 Å) and the second peak (5.20 Å < r ≤ 6.50 Å) of the O1-C 

RDF (maximum and minimum limits of r were assigned regarding the minima of the 

focused peaks shown in Figure 4.2). In addition, the same plots were given in Figure 

4.5c for the CO2 coordinated to the MOF-5 linker (locate under the first peak of the 

Cg-O RDF at 0.0 Å ≤ r ≤ 6.00 Å) where the angle φ was defined by the Cg-O-C 

atoms. 

 Exclude the loading of 512 MPC, the distribution plots for all concentrations 

of the MOF-5 corner representing orientation of the CO2 lying within the first peaks 

of the O1-O RDF show two maxima at θ = ~35o and ~130o. This indicates orientation 

of the nearest neighbors of O1, and hence the MOF-5 corner, in the manner to tilt 

their molecular axis by 35o to 50o (180o-130o due to the second peak) from the O1-C 

axis (see also an inset of Figure 4.5a). Interest is focused to the distribution plots for 

the 512 MPC as shown in Figure 4.5b. This is in connection with the change of the 

structural property in which the RDF for the 512 MPC loading was found to form 

pronounced shoulder at ~5.6 Å (Figure 4.3a). Whereas the two pronounced peaks at θ 

= ~35o and ~130o (solid line of Figure 4.5b) which are the characteristic of the nearest 

neighbors remain unchanged, the other peak at ~80o (dot line in Figure 4.5b) was 

additional yielded. The newly detected peak indicates the formation of another layer 

of CO2 (located under the shoulder of the O1-C RDF) which aligns their molecular 

axis perpendicular to the O1-C axis. The observed data suggest us to conclude that the 

CO2 lying in this layer behave as the first shell coordination numbers of the CO2 

located under the O1-C RDF first peak. Simultaneously, they are also proposed to 

coordinate weakly to fill in the rest space around the MOF-5 corner. Note that the 

distance of ~0.9 Å from the first peak (at 4.70 Å) to its shoulder (at ~5.6 Å) of the O1-

C RDF (Figure 4.3a) is too short to claim that this layer of CO2 is the second 

coordination shell of O1. 

 For the MOF-5 linker, the plots for all concentrations show broad distribution 

ranging from 0o to 180o with the maxima at φ  = ~80o (Figure 4.5c). This indicates a 

free orientation of the CO2 molecules which coordinate to the MOF-5 linker. 

Although the favorite alignment is to point their molecular axis perpendicular to the 

Cg-O axis (an inset of the Figure). 



 41

 

 

 

 

 

 

 

 

 

 

 

Figure 4.5 Distribution of the angles θ and φ representing orientation of CO2 lying 

under the first peak of the O1-O RDF (a) and the Cg-O RDF (c) where the plots for 

the 2 peaks of the O1-C RDF at the loading of 512 MPC was given separately (b) (see 

text for more details).  

 

4.2.4 CO2-CO2 Radial Distribution Functions 

 

 Figures 4.6a and 4.6b, the RDFs centered at C atom of one CO2 to C and O 

atoms of the other CO2 were monitored and represented as C-C and C-O, respectively. 

As can be clearly seen, no significant difference was found in terms of the peak 

position. The C-C RDFs for all concentrations show sharp first peak at 4.13 Å 

indicating structural formation of CO2 clusters in the MOF-5 cavity. Due to a weak 

interaction between the CO2 molecules, therefore, preferential orientation can not be 

formed, and hence, no sharp peaks were found for the C-O RDF. In addition, the 

average coordination numbers of CO2 for the loadings of 8 to 64, 128, 256 and 512 

MPCs calculated up to the first minimum of 5.50 Å of the C-C RDF are 1.02, 1.14, 

1.27, 1.67 and 2.76 molecules, respectively.  
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Figure 4.6 (a)-(b) C-C and C-O Radial distribution functions (RDF) for the 5 loadings 

of CO2. (c) Distribution of the corresponding coordination number averaged up to the 

first minimum of 5.50 Å of the C-C RDF where the average coordination numbers 

( CN ) were also shown. 
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CHAPTER V 

 

CONCLUSIONS 
 

Quantum chemical calculations were carried out to examine the optimal 

binding site and orientation as well as the binding energy of CO2 molecule in the 

cavity of MOF-5. CO2 molecule was assigned to lie in the configurations parallel (||) 

and perpendicular (⊥) to the linker (LINKER) and corner (CORNER) domains. The 

ONIOM (MP2/6-31G** : HF/6-31G**) method was found to be a compromise 

between the accuracy and computer time required for the investigated system. 

Unbalance of the basis set used, known as basis set superposition errors (BSSE), was 

found to effect the calculated results, both binding distance and energy, significantly. 

However, the results indicate that the minimum cluster size to represent the MOF 

corner must contain at least one corner of (Zn4O)(COO)6 and three edges of 

((Zn4O)(COO)6(C6H4))3 unit in perpendicular orientation of CO2 and the optimal 

binding site for the CO2 molecule is at the MOF corner. In addition, it prefers to 

approach the corner by using its molecular axis moving along the C3-symmetry axis of 

the corner of the MOF unit cell. The obtained BSSE corrected binding energy is -9.27 

kJ/mol.  

In the second part, molecular dynamic simulations of 2×2×2 lattice units of 

MOF-5 with the loading of 8, 64, 128, 256 and 512 molecules of CO2 per simulation 

cube (MPC) were performed at 300 K. The obtained results are in agreement with 

those found from ONIOM calculations that CO2 prefers to absorb at the MOF-5 corner 

site. To visualize orientation of CO2 which coordinate to the corner and the linker 

binding sites, distribution of the angle θ, defined by the three atoms O1-O-C, was 

evaluated, where O1 denotes oxygen atom at the MOF corner, O and C are the two 

atoms of CO2. Exclude the loading of 512 MPC, the distribution plots for all 

concentrations of the MOF-5 corner take place at θ = ~35o and ~130o. Interestingly, 

conclusion at MPC=512, the CO2 was also found to form second layer coordinated 

where the corresponding θ = 90o. The observed data suggest us to conclude that the 

CO2 lying in this layer behave as the first shell coordination numbers of CO2 located 

in the first layer (where θ = ~35o and ~130o). Simultaneously, they are also proposed 

to coordinate weakly to fill the rest space around the MOF-5 corner as the second 
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layer. For the MOF-5 linker, the result indicates free orientation of the CO2 molecules. 

The average coordination numbers of CO2 at the corner and the linker sites are 2.9 and 

3.1 molecules, respectively. 
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Abstract 

The excess emission of carbon dioxide (CO2), e.g., releasing from manufactory 

and power plant generator is the major cause of global warming. Metal-Organic 

Frameworks (MOFs) become a primary target for CO2 storage production. MOFs consist 

of zinc oxo acetate clusters and various aromatic organic linkers providing a series of 

Isoreticular MOFs (IRMOFs). Molecular dynamic simulations of 2×2×2 lattice units of 

MOF-5 with the loading of 8, 64, 128, 256, 512 molecules of CO2 per simulation cube 

(MPC) were performed at 300 K. The obtained results are in agreement with those found 

previously from ONIOM calculations that CO2 prefers to absorb at the MOF-5 corner site. 

Interestingly, conclusion at MPC=512, the CO2 was found to form second layer 

coordinated weakly to fill the rest space around the MOF-5 corner. The average 

coordination numbers of CO2 at the corner and the linker sites are 2.9 and 3.1 molecules, 

respectively. 

 

Keywords: gas storage, carbon dioxide, MOF-5, MD simulation, binding site. 
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1. Introduction 

Natural fuel such as coal, petroleum oils and natural gases are mainly used by 

human in many activities, e.g., transportation, industry and electric power station. These 

lead not only gain desired products, heat, energy and electricity, but also undesired ones, 

greenhouse gas such as carbon dioxide (CO2) etc. Amount of CO2 released to atmosphere 

causes serious environment problem, consequently, global warming. Gas storage 

application is initiated and continuously developed to reduce amount of undesired gas 

like CO2 in atmosphere. The materials which have high surface areas and stability are 

required to construct the best storage.     

Metal-organic frameworks (MOFs) were firstly discovered by Yaghi et al. (1) and 

become a promising target for gas storage, separation and catalysis application (1-6). The 

MOF-5 is one candidate in series of the iso-reticular metal-organic frameworks 

(IRMOFs). The unit cell of MOF-5 consists of zinc oxide cluster linked with 

dicarboxylate group in three-dimensional cubic framework providing a crystalline 

structure as shown in Figure 1. Both oxide cluster and linker can be modified by 

synthesis with different organic linkage and metal oxide, respectively. Resulting in a 

structure was demonstrated that it has higher surface area and pore volume than most 

porous crystalline material.  

The basic understanding of gas behavior inside MOF such as the adsorption site 

and preferential gas orientation is one of the key factor to improve and develop gas 

storage technology. The obtained basic information is expected to be the guideline for 

designation of the new material with high capability in gas storage application. In this 

study the molecular dynamic (MD) simulation were perform to CO2-MOF-5 system. The 

loading of CO2 molecule inside the MOF-5 lattice was varied in order to study the 

preferred adsorption site and gas behavior. Moreover, the obtained results were compared 

to the one yielded from ONOIM calculation, previously.  
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2. Calculation details 

2.1 Initial lattice structure 

Zn
O1

O2C1

C2
C3

H
Cg

 

Figure 1.   The 2×2×2 unit cells of simulation lattice used and atom type in the MOF-5. 

Cg is an average of the coordinates of the 6 carbon atoms of the benzene ring.  

The initial atomic coordinates of MOF-5 used in molecular dynamic simulation 

were taken form x-ray crystal structure (7), which has a cubic unit cell with Fm3m space 

group and lattice length of 25.8 Å. It was, then, used as prototype to build up 8 unit cells 

of MOF-5 in 2x2x2 grid. The obtained simulation cube contains 3,392 atoms with the 

lattice length of 51.78 Å. 

2.2 Force field parameters 

Carbon dioxide and MOF-5 were represented as rigid models, in which the 

intermolecular interaction between MOF-5 and CO2 was calculated using Coulomb and 

Lennard-Jones pair potential. The LJ potential parameters for carbon dioxide were taken 

from the EPM model force field developed by Harris and Yung (8). The MOF-5 structure 

contains 8 atom types were labeled in Figure 1. Potential parameters for non-bonded 

interaction of MOF-5 were taken from Greathouse et al. (7) 

2.3 Molecular dynamic simulations 

With 8 unit cells of MOF-5 as described in section 2.1, the simulations were 

carried out at 8, 64, 128, 256 and 512 molecules of CO2 per simulation cubic (MPC). 

Periodical boundary condition is applied to avoid finite size effect. The simulations were 

performed with NVT ensemble which is suitable for rigid system (7). The time step was 
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0.05 fs and the production part of 1 ns was achieved after the equilibration period of 1 ps 

The average temperature of the system is 300 K. All simulations were performed with 

DL_POLY 2 package (9).  

3. Results and discussion 

3.1 Structure of CO2 at the MOF-5 corner 

 To monitor structural data of CO2 in MOF-5, atom-atom radial distribution 

functions (RDF), expressed as gij(r), the probability of finding a particle of type j in a 

sphere of radius, r, around a particle of type i, were calculated. The MOF-CO2 RDFs 

were evaluated separately for those where i denotes O1 of MOF-5 and middle of the 

benzene ring of the MOF-5 linker (Cg that generated as an average of the coordinates of 

the 6 carbon atoms of the benzene ring) and j is C and O atoms of CO2 (see Figure 1 for 

atomic labels). The corresponding O1-C, O1-O, Cg-C and Cg-O RDFs were given in 

Figures 2 and 3. In addition, distribution of the corresponding coordination number 

calculated up to the first minimum of the O1-O and the Cg-O RDFs were also examined 

and plotted in Figures 2c and 3c, respectively. 

 Characteristics of CO2 adsorption at the MOF-5 corner can be understood from 

the O1-C and O1-O RDFs (Figures 2a and 2b). The plots for all concentrations of the O1-

C and O1-O RDFs show a first sharp peak centered at 4.70 Å and 3.82 Å, respectively. 

This indicates that CO2 adsorbs firmly to the MOF-5 corner in which the average 

distances from O1 of MOF-5 (see Figure 1 for definition) to C and O atoms of CO2 are 

4.70 Å and 3.82 Å, respectively. The two peaks of the O1-O RDFs centered at 3.82 Å and 

5.70 Å denote the distances from O1 to the two oxygen atoms of CO2 whereas the 

distance between the two maxima of 1.88 Å is almost the same as that of the length of the 

CO2 molecule (2.32 Å). This feature suggests us to preliminary conclude that CO2 points, 

somehow, its molecular axis to the MOF-5 corner, O1 atoms. Precise orientations of the 

CO2 was calculated and discussed again in section 3.3. Interest is focused to the O1-C 

RDF for the loading of 256 MPC shown in Figure 2b where the RDF shoulder at ~5.6 Å 

starts to be detected. This shoulder is more pronounce at 512 MPC whereas position of 

the first peak remains unchanged, compared to the other concentrations. This indicates a 

structural formation of the CO2 in the MOF-5 cavity. More details investigations and 

discussions were given in the next section. 
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 To examine number of CO2 molecules coordinated to the MOF-5 corner, the 

results were displayed in Figure 2c in terms of their distributions, evaluated up to the first 

minimum of 4.90 Å of the O1-O RDFs of the five concentrations. The plots represent 

number of the first O atom of CO2 molecules lying under the first peak centered at 3.82 Å 

of the O1-O RDF (Figure 2a). Broad distribution of the coordination numbers shown in 

Figure 2c as well as non-zero of the peak height at the first minimum of the O1-O RDF 

indicates weak interactions of CO2 at the MOF-5 corner and mobility of the coordinated 

CO2 molecules lying under the first two peaks of the O1-O RDF, respectively.  As 

expected, the average coordination number was observed to increase as a function of 

loading, from 0.07 to 0.6, 1.2, 2.2 and 2.9 CO2 molecules when the loading increases 

from 8 to 64, 128, 256 and 512 MPC. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. (a)-(b) RDFs for the 5 loadings of CO2, centered at O1 of  MOF-5 (see Figure 1 

for atomic labels) to O and C atoms of CO2, respectively. (c) Distribution of the 
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corresponding coordination number calculated up to the first minimum of 4.90 Å of the 

O1-O RDF where the average coordination numbers ( CN ) were also shown.  

3.2 Structure of CO2 at the MOF-5 linker 

As defined above, the Cg-C and Cg-O RDFs representing the distribution of C 

and O atoms of CO2 around the Cg (center of the benzene ring) of the MOF-5 linker were 

calculated and plotted in Figures 3a and 3b, respectively. Here, distribution of the 

corresponding coordination number calculated up to the first minimum of 6.00 Å of the 

Cg-O RDF (Figure 3a) were shown in Figure 3c. 

The Cg-C and Cg-O RDFs for all concentrations show sharp first peak at 4.76 Å 

and 5.25 Å, respectively. An appearing of the two maxima of the two RDFs at almost the 

same distance indicates free orientation of the CO2 coordinated to the MOF-5 linker. This 

conclusion was also supported by an emerge of single Cg-O peak due to the two oxygen 

atoms of CO2 molecule. Because of such weakly binding, not much structural data can be 

extracted from these RDFs.  
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Figure 3. (a)-(b) RDFs for the 5 loadings of CO2, centered at the middle of benzene ring 

of the MOF-5 linker, Cg (see text for definition), to O and C atoms of CO2, respectively. 

(c) Distribution of the corresponding coordination number averaged up to the first 

minimum of 6.00 Å of the Cg-O RDF where the average coordination numbers ( CN ) 

were also shown.  

3.3 Orientation of CO2 around the MOF-5 binding site 

 To visualize orientation of CO2 which coordinate to the corner and the linker 

binding sites, distribution of the angle θ, defined by the three atoms O1-O-C, was 

evaluated. Here, O1 still denote the MOF-5 atom (Figure 1) while O and C are the two 

atoms of CO2. The plots for all concentrations were given in Figure 4a for the CO2 lying 

under first peak of the O1-O RDF (0.0 Å ≤ r ≤ 4.90 Å). For the loading of 512 MPC, the 

results were also plotted separately (an inset of the Figure) for the CO2 located under the 

first peak (0.0 Å ≤ r ≤ 5.20 Å) and the second peak (5.20 Å < r ≤ 6.50 Å) of the O1-C 

RDF (maximum and minimum limits of r were assigned regarding the minima of the 

focused peaks shown in Figure 2). In addition, the same plots were given in Figure 4b for 

the CO2 coordinated to the MOF-5 linker (locate under the first peak of the Cg-O RDF at 

0.0 Å ≤ r ≤ 6.00 Å) where the angle φ was defined by the Cg-O-C atoms. 

 Exclude the loading of 512 MPC, the distribution plots for all concentrations of 

the MOF-5 corner representing orientation of the CO2 lying within the first peaks of the 

O1-O RDF show two maxima at θ = ~35o and ~130o. This indicates orientation of the 

nearest neighbors of O1, and hence the MOF-5 corner, in the manner to tilt their 

molecular axis by 35o to 50o (180o -130o due to the second peak) from the O1-C axis (see 

also an inset of Figure). Interest is focused to the distribution plots for the 512 MPC as 

shown in an inset. This is in connection with the change of the structural property in 

which the RDF for the 512 MPC loading was found to form pronounced shoulder at ~5.6 

Å (Figure 2a). Whereas the two pronounced peaks at θ = ~35o and ~130o (solid line of an 

inset) which are the characteristic of the nearest neighbors remain unchanged, the other 

peak at ~90o (dot line in an inset) was additional yielded. The newly detected peak 

indicates the formation of another layer of CO2 (located under the shoulder of the O1-C 

RDF) which aligns their molecular axis perpendicular to the O1-C axis. The observed 

data suggest us to conclude that the CO2 lying in this layer behave as the first shell 
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coordination numbers of the CO2 located under the O1-C RDF first peak. 

Simultaneously, they are also proposed to coordinate weakly to fill in the rest space 

around the MOF-5 corner. Note that the distance of ~0.9 Å from the first peak (at 4.70 Å) 

to its shoulder (at ~5.6 Å) of the O1-C RDF (Figure 2a) is too short to claim that this 

layer of CO2 is the second coordination shell of O1. 

 For the MOF-5 linker, the plots for all concentrations show broad distribution 

ranging from 0o to 180o with the maxima at φ  = ~80o (Figure 4b). This indicates a free 

orientation of the CO2 molecules which coordinate to the MOF-5 linker. Although the 

favorite alignment is to point their molecular axis perpendicular to the Cg-O axis (an 

inset of Figure) 

 

 

 

 

 

 

 

Figure 4. Distribution of the angles θ and φ representing orientation of CO2 lying under 

the first peak of the O1-O RDF (a) and the Cg-O RDF (b) where the plots for the 2 peaks 

of the O1-C RDF at the loading of 512 MPC was given separately in an inset (see text for 

more details).  

3.4 CO2-CO2 radial distribution functions 

 Figures 5a and 5b, the RDFs centered at C atom of one CO2 to C and O atoms of 

the other CO2 were monitored and represented as C-C and C-O, respectively. As can be 

clearly seen, no significant difference was found in terms of the peak position. The C-C 

RDFs for all concentrations show sharp first peak at 4.13 Å indicating structural 

formation of CO2 clusters in the MOF-5 cavity. Due to a weak interaction between the 

(a) (b) 

O
=C

=Oφ
Cg

O1

=    =C
O

O=    =C
O

O

θ

······· 8 MPC, − − 64 MPC, − · − 128 MPC, - - - - 256 MPC, ── 512 MPC 



 67

CO2 molecules, therefore, preferential orientation can not be formed, and hence, no sharp 

peaks were found for the C-O RDF. In addition, the average coordination numbers of 

CO2 for the loadings of 8 to 64, 128, 256 and 512 MPCs calculated up to the first 

minimum of 5.50 Å of the C-C RDF are 1.02, 1.14, 1.27, 1.67 and 2.76 molecules, 

respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. (a)-(b) C-C and C-O Radial distribution functions (RDF) for the 5 loadings of 

CO2. (c) Distribution of the corresponding coordination number averaged up to the first 

minimum of 5.50 Å of the C-C RDF where the average coordination numbers (       ) were 

also shown.  
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4. Conclusion 

Molecular dynamic simulations of 2×2×2 lattice units of MOF-5 with the loading 

of 8, 64, 128, 256 and 512 molecules of CO2 per simulation cube (MPC) were performed 

at 300 K. The obtained results are in agreement with those found from ONIOM 

calculations in ref. [xx] that CO2 prefers to absorb at the MOF-5 corner site. To visualize 

orientation of CO2 which coordinate to the corner and the linker binding sites, 

distribution of the angle θ, defined by the three atoms O1-O-C, was evaluated, where O1 

denotes oxygen atom at the MOF corner, O and C are the two atoms of CO2. Exclude the 

loading of 512 MPC, the distribution plots for all concentrations of the MOF-5 corner 

take place at θ = ~35o and ~130o. Interestingly, at MPC=512, the CO2 was also found to 

form second layer coordinated where the corresponding θ = 90o. The observed data 

suggest us to conclude that the CO2 lying in this layer behave as the first shell 

coordination numbers of CO2 located in the first layer (where θ = ~35o and ~130o). 

Simultaneously, they are also proposed to coordinate weakly to fill the rest space around 

the MOF-5 corner as the second layer. For the MOF-5 linker, the result indicates free 

orientation of the CO2 molecules. No preferential configuration was detected. The 

average coordination numbers of CO2 at the corner and the linker sites are 2.9 and 3.1 

molecules, respectively. 
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