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 As optical wavelength division multiplexing (WDM) networks are now widely recognized as the core of 
next generation broadband networks and multicasting is also increasingly becoming important in modern 
communication networks, this thesis investigates two significant problems of optical WDM networks on which 
multicast traffic is supported.  

                As the first research problem, the multicast routing and wavelength assignment (MC-RWA) problem that 
refers to the problem of routing multicast traffic and assigning wavelengths to it on WDM networks is systemically 
analyzed. For the MC-RWA problem, mesh and multi-ring design approaches are intensively studied. Key aspects that 
are taken into consideration and comparison of those two design approaches include fiber requirements, fiber 
utilization, and complexity of network operation and management. Moreover, the influences of the maximal 
wavelengths multiplexed per fiber, splitting degree of optical power splitters, and wavelength conversion on fiber 
requirements are investigated in this thesis. Integer linear programming (ILP) formulations are derived and used as a 
solution technique to obtain the fiber requirement of each studied design approach. Finally, heuristic algorithms to 
perform wavelength allocation and a lower bound on the fiber requirement are discussed.  

                As the second research problem of this thesis, the multicast optical protection problem that refers to the 
problem of provisioning protection systems to multicast traffic on WDM mesh networks is investigated. To solve this 
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strategies against single link failures are designed and introduced. For another protection category, an extension of 
point-to-point protection techniques to protect multicast traffic is presented. In this category, five protection strategies 
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terms among studied protection approaches. Moreover, techniques for wavelength allocation and spare capacity 
placement for restorable WDM networks are comprehensively studied. To achieve the main objectives, ILP 
mathematical models are developed to minimize the working and/or spare fiber requirement. Finally, this thesis 
introduces wavelength allocation and ILP-based heuristic algorithms as alternative tools to obtain the working and 
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are compensated by a single and simpler network protection control plane. This is in contrast to a network using a 
multicast protection system that requires an extra control plane for link restoration of multicast traffic. In addition, the 
network design outcomes show that the proposed ILP-based heuristic algorithm potentially generates near-optimal 
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Chapter 1 

Introduction 
 

1.1 Background and Signification of the Research 

Problems 

Optical fibers have been globally recognized as the most effective transmission 

medium to transport data information in telecommunication networks, especially in 

high-capacity long-haul networks where they must serve application services among 

national and/or continental domains. The main good characteristics of optical fibers 

are huge bandwidth, low signal attenuation, low power requirement, and also low 

space requirement for installation [1-2]. Thus, under this condition, we have 

witnessed a wide deployment of optical fibers in numerous communication 

technologies which to date became available in marketplace, several of which are 

fiber distributed data interface (FDDI), synchronous digital hierarchy (SDH), and 

synchronous optical network (SONET) technologies.   

Although optical fibers have potentially large bandwidth and have been 

deployed in existing networks to meet large traffic volume requirements, network 

operators are still facing the problem of bandwidth shortage in their networks. This 

causes from the fact that the growth rate in data and voice traffic on communication 

networks, particularly in parts of Internet, is explosively exponential [3-6]. As 

dictated in [6], leading service providers reported that the amount of traffic on their 

backbones will be double every six to nine months. This is largely in response to the 
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300% growth per year in Internet traffic (data traffic), while traditional voice traffic 

grows at a annual rate of only 13%; see Figure 1.1. 

 Therefore, to handle this problem effectively, network operators have 

introduced wavelength division multiplexing technology (WDM) [7-13] to their 

networks as an instrument to increase the existing network capacity. The WDM 

technology refers to as an optical technology that allows a network to transmit several 

information streams, each of different wavelengths, simultaneously on a single optical 

fiber. With the advancement in optical technology [14-15], it is practically feasible to 

multiplex 100 wavelengths in a fiber with each wavelength modulated at 10 Gb/s to 

provide a throughput of 1 Tb/s [16].    
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Figure 1.1: Past and projected future growth of data and voice traffic. 

 In the early stage of using the WDM technology, it was utilized to expand 

bandwidths of existing point-to-point fiber links of networks. This result has been a 

creation of opaque optical networks [17] in which the optical data signal undergoes 

optical-to-electrical-to-optical (OEO) conversion at every intermediate node. Hence, 

all networking processes are entirely done at higher transport layers (e.g., SONET, 
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SDH, asynchronous transfer mode (ATM), and internet protocol (IP)) in order to 

guarantee that the optical data signal reaches its destination. However, as the recent 

advances in optical amplifiers and optical cross-connects (OXCs), it is possible to put 

the networking works to the optical WDM layer in stead of higher transport layers and 

the network can be operated in all-optical domain. Thus, this results in no requirement 

of OEO conversion at intermediate nodes and also a significant increment in 

network’s throughput with respect to that of opaque networks. This new network 

architecture is called the all-optical network. An OXC has the main functions to 

switch the incoming optical signal of an input fiber link to the same wavelength on an 

output fiber link. The main service in all-optical networks is called the lightpath that 

refers to as an optical connection on a particular wavelength that may span a number 

of fiber links from the source to the destination.  

 Due to the introduction of WDM technology and OXCs, it has created a need 

for routing wavelength demands over optical networks. This is one of main crucial 

aspects of designing optical networks. In conventional term, this aspect is regarded as 

the problem of routing and wavelength assignment (RWA) [17-21]. How the RWA 

problem is significant can be explained through a simple example [22] as follows.  

 In an N-node network, if each node is equipped with N-1 transceivers (optical 

transmitters and receivers) and if there are sufficient wavelengths on all fiber links, 

then each node pair of the network can set up a light-path to connect each other: thus 

there is no problem to solve in the network. However, as we respect to the practical 

point of view, the cost of transceivers is rather expensive and the number of 

wavelength channels that can be supported in a fiber is limited by technological 

constraints. Hence, under these networking constraints, the RWA problem is 

introduced to the network to determine routes and wavelengths on those routes so that 

all required connections can be established, while all networking constraints are 

satisfied.  

Apart from this scenario, another signification of RWA problem is that in the 

phase of network dimensioning, solutions of RWA problem are basically utilized to 

evaluate network resources and also costs to implement networks. Thus, under this, 

the RWA problem is more crucial and challenges network designers to find effective 

algorithms to cope with the RWA problem.            



 4

 In literature, there are numerous research papers that aim to handle the RWA 

problem [18-21, 23-28]. For example, reference [23] provided an RWA study 

minimizing the number of transceivers used in networks. In [25-27], the researchers 

computed the minimum number of fibers needed to support given traffic demands by 

using the RWA heuristic algorithms and also integer linear programs (ILP). In [18], 

the researchers proposed several techniques to obtain lower bounds on the minimum 

number of wavelengths and also proposed the ILP mathematical model and its duality 

to solve the RWA problem. 

 As considered, although many research studies have been conducted to 

examine the RWA problem, such research studies would not be sufficient for 

application to real telecommunication networks. This is because those research 

studies have focused on the RWA problem only with point-to-point communications 

(unicast), while for multicast communications, they have not been addressed. As 

reported in [22, 29], service providers said that due to the popularity of Internet, 

traffic patterns carried on networks have been changed considerably. In stead of 

requiring only point-to-point connections to serve service applications, many 

customers initially request service providers to support new emerged applications 

(especially data applications developed on IP standard) in the form of multicast 

communications. Examples of new applications are distributed game, multimedia 

conferencing, software/file distribution, internet news distribution, and video on 

demand.  

 Moreover, the researchers in [30] have demonstrated other signification 

advantages of multicast communications. Namely, multicast services not only 

efficiently support natural multicast traffic applications but also provide the improved 

performance for unicast traffic by substantially reducing the number of hops a packet 

has to transverse, thus upgrading the quality of service (QoS). In [31], the author has 

further shown other important advantages of the multicasting in optical networks. For 

instance, the traffic grooming in generalized multi-protocol label switching networks 

(GMPLS) [32, 33] and virtual private networks (VPNs) [34] can be enhanced by 

using the multicasting.  

Therefore, with respect to the advantages of the multicasting in optical WDM 

networks, this thesis has a main objective to take the problem of routing and 
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wavelength assignment with multicast traffic in consideration with an expectation that 

studying results in the thesis would be beneficial for optical network design. In 

addition, since unicast and broadcast communications can be considered as special 

cases of multicast communications, all of the major findings in the thesis are also 

expected to be well applied to study unicast and broadcast communications.  

Here, it should be noted that the problem of routing and wavelength 

assignment with multicast traffic conventionally refers to as the multicast routing and 

wavelength assignment (MC-RWA) problem [18, 31, 35].  

 In addition to addressing the MC-RWA problem in this thesis, there is another 

research issue that is equally important and should be included in the thesis, that is, 

the problem of optical network protection or providing survivability [16, 36] to 

multicast WDM networks. How this issue is important can be described as follows. 

Since optical WDM networks are in most cases designed to be the core of 

transmission systems, such networks carry an enormous quantity of demands, usually 

operated at a bit rate of more than 100 Gb/s. Therefore, a single element (fiber link or 

node) failure in a core network can lead to a large amount of data loss, even for a few 

seconds. Moreover, with many business customers becoming increasingly dependent 

on telecommunication networks [36], this failure could further result in the 

signification losses in revenue. Hence, with the catastrophic consequences, it is 

essential that certain network protection measures must be provided at the network so 

that service continuity can be maintained despite failures. In particular, for multicast 

services, a single element failure on a multicast service may have a larger impact 

because several destinations become disconnected as apposed to a failure on a unicast 

connection. Consequently, under this scenario, it is here worth to study the problem of 

optical protection in WDM networks on which multicast services are being supported.  

1.2 Multicasting in Optical WDM Networks     

In this section, we describe the fundamental knowledge of implementing the 

multicasting in optical WDM networks. This includes the architecture of multicast 

optical WDM networks and also hardware devices necessary for the multicasting. 

 Multicast communication refers to as the requirement of transmitting 

information from a source node to a set of destination nodes in a network. The basic 
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structure to support the multicast communication is the tree [37, 38]. For a WDM 

networks, the tree spanning on it is technically called the light-tree [30], which is a 

generalized extension of lightpath as described in the previous section. 

Figure 1.2 shows a multicast optical WDM network in which a light-tree is 

being supported for serving a multicast demand. As demonstrated, the multicast 

optical WDM network consists of some of nodes interconnected by fiber links. Each 

optical fiber in a network link is capable of supporting a limited number of WDM 

wavelength channels and each network node is equipped with an OXC. The OXC has 

the functions to transmit, terminate, and also pass through optical signals. Which 

function is active depends on the OXC acting as the source, destination, or 

intermediate nodes of the data signal.  
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Figure 1.2: Multicast WDM network with a light-tree. 

  To realize the multicasting in the network, OXCs must be enhanced to have an 

extra capability, namely, multicast-capable (MC-OXC) and a key hardware device for 

MC-OXCs is an optical power splitter [1]. Optical power splitters are capable of 

splitting an incoming optical signal arriving at an input port to identical optical signals 

at multiple output ports. Because these are passive devices, after passing a ∆ -way 

optical splitter each output signal has the power less than or equal to 1/∆  times the 

input signal power. Technically, the value of ∆  of optical splitters, which is specified 

for invention, is called the fanout [31, 39].      
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 Figure 1.3 illustrates a possible architecture of MC-OXCs [22]. It is worth 

noting that we select this architecture for study because it is easy to understand the 

implementation of the multicasting in optical networks. The reader is advised to see 

[40] for more detail of MC-OXCs.  

As shown in Figure 1.3, when the data information arrives at an input port of 

the MC-OXC, it is fist demultiplexed into separate wavelengths, each carrying a 

different signal. If signals are not used for transporting multicast messages, they are 

then directly guided to the optical space switch for switching them to the 

corresponding output ports. If otherwise, the signals are sent to the ports connected 

with optical power splitters so as to be duplicated and further routed to the optical 

space switch for going out to the appropriate output ports. In addition, due to the 

decrease of power after passing optical splitters, optical amplifiers may be equipped 

within optical splitters to boot the power of signals. 
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Figure 1.3: MC-OXC architecture. 

 As an alternative architecture, the MC-OXC in Figure 1.3 is possibly operated 

with wavelength converters which are established at MC-OXC input ports; this 

switching architecture is shown in Figure 1.4. The main purpose for introducing 

wavelength converters to the MC-OXC is to decrease the wavelength collision [41] 

that arises when two optical signals with the same wavelength need to leave at the 

same output fiber. Thus, with using wavelength converters, it can lead to the reduction 

of wavelength collision and also the reduction of number of fibers needed for 
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connecting MC-OXCs. As a result, the total number of fibers needed for serving 

traffic demands for the whole network could be decreased.  

Note that in this thesis, we further investigate this alternative MC-OXC with 

the aim to clarify the effectiveness of wavelength converters to the network 

performances, especially to the wavelength capacity required for serving traffic 

demands.  

O
pt

ic
al

 S
pa

ce
 D

iv
is

io
n 

Sw
itc

h

O
pt

ic
al

 P
ow

er
 S

pl
itt

er
B

an
k

O
pt

ic
al

 S
pa

ce
 D

iv
is

io
n

Sw
itc

h

DEMUX MUX

W
av

el
en

gt
h 

C
on

ve
rte

rs

 

Figure 1.4: MC-OXC architecture with wavelength conversion capability. 

1.3 Literature Review 

As described, this thesis addresses two main problems for research, i.e., the MC-

RWA problem and the optical protection problem. In this section, we review the 

research papers that were published in conferences and journals and also relevant to 

the above two main problems. Furthermore, how the research work in the thesis 

differs from the research works in the pervious papers is identified here. 

1.3.1 MC-RWA Problem 

For the study of MC-RWA problem, it actually involves different network 

environments depending on the construction and the types of network, namely, local 

area networks (LANs), wide area networks (WANs), or core networks. A summary of 

survey contents is given and illustrated in Table 1.1. 
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In order to construct a LAN with the WDM technology, it is typically 

implemented based on the broadcast-and-select optical network (BSON) architecture 

as shown in Figure 1.5. A BSON architecture basically consists of a passive star 

coupler and a number of network nodes. Each network node is connected with the 

passive star coupler by using a pair of optical fibers, one for transmitting and the other 

one for receiving.  

Table 1.1: Summary contents of MC-RWA problem in optical WDM networks. 

Broacast-and-select (BSON) LANs

- Minimize blocking
probability

- Maximize bandwidth
sharing

-Wavelength assigment
scheduling algorithms
- Mulicast multimedia

access protocols (MACs)

[42-46]

Wavelength-routed networks
with mesh and multi-ring

designs
WANs, MANs

- Minimize session
blocking probability

- Minimize the number of
hops of trees

- Minimize the number of
transceivers

- Dynamic multicast
routing and wavelength

assignment
(dynamic MC-RWA)

[47], [48]

Wavelength-routed transport/
backbone networks with mesh

and multi-ring designs

-Core and backbone
networks

-International and
Intercontinental areas

- Minimize the number of
wavelengths per link

-Minimize the network
cost

- Minimize the number of
hops of packets

- Satisfy Qos agreement
- Optimize wavelegnth
converter and power
splitter placements

- Static multicast routing
and wavelength

assignment
(static MC-RWA)

[29], [30],
[40], [51-55]

WDM Network Archetectures Application Areas Major research issues ApproachesReferences

 

As demonstrated in Figure 1.5, all the network nodes in the BSON are directly 

connected with the passive star coupler and the passive star is itself devised by 

employing combiners and splitters. Thus, for the BSON mechanism, if a node in the 

network needs to send information to the other one, the information on a particular 

wavelength will be first sent to the passive start coupler and the passive star coupler 

will then broadcast that information to all other nodes in the network. At the 

destination node, the information can be received by tuning the wavelength of optical 

receiver to match with the wavelength of the information. Due to the broadcast 

capability of the passive start coupler, the multicasting and broadcasting in BSONs 

are inherently very efficient. 
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Since optical data signals share the fiber infrastructure, the number of distinct 

wavelengths required is theoretically equal to the number of nodes (N) in the BSON 

so that no traffic demand is blocked due to the lack of wavelength resources. 

However, BSONs naturally deal with LANs in which the traffic pattern is quite 

dynamic (namely, traffic demand requests arrive and departure in a random manner) 

and also the cost of transmitters and receivers established at nodes of BSONs is rather 

expensive. Therefore, from these reasons, it is not effective to allocate as large as N 

wavelengths to support traffic demands. Consequently, the MC-RWA problem will 

arise in BSONs.  

Work Station

Work Station

Work Station

Work Station

Work Station

Passive Star
Coupler

 

Figure 1.5: Broadcast-and-select optical network (BSON) architecture. 

The definition of MC-RWA problem in BSONs is to, given the multicast 

traffic characteristic and the number of transceivers of each node, design multicast 

wavelength assignment scheduling algorithms so that the blocking probability is 

minimized. Note that the multicast routing assignment is not concerned with this 

problem definition because in BSONs, only a single path exists between each node 
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pair. In addition, with this problem, it further leads to the problem of designing 

multicast multimedia access protocols in BSONs.  

In literature, the MC-RWA problem in BSONs has been investigated in many 

research papers, for examples [42-46]. In [42, 43], multicast sessions are set up with 

the concept of single hop, while references [44-46] use the concept of multi-hop 

instead of single hop to carry multicast demands. With the single hop concept, if a 

multicast session arrives at a node and there are wavelength resources sufficient for it, 

the BSON then establishes a light-tree to support it and the data in the session is 

transported to all desired destinations without passing any intermediate node. 

Contrarily, in the multi-hop BSON, if in a part of destinations the corresponding 

receivers are not tuned to the wavelength of source node, the BSON is allowed to 

transmit data passing through some intermediate nodes so that the intermediate nodes 

retransmit data on the different wavelengths which match to the receiving 

wavelengths of that part of destinations. Comparing these two concepts, the research 

papers showed that the multi-hop concept generally provides lower blocking 

probability than the single hop concept, especially in the condition of high traffic 

load. However, the multi-hop concept employed in BSONs results in the higher 

network cost with respect to that of the single hop. This is because an extra cost is 

incurred for running the signaling of multi-hop concept.  

 In this thesis, we do not deal with the MC-RWA problem in BSONs because 

BSONs are not scalable and cost-effective for building transport optical networks as 

the case considered in the thesis, in which much larger service areas are covered with 

respect to those of BSONs. Being not scalable and cost-effective of BSONs [41] are 

due to the fact that the network size of BSON grows at the rate of the number of 

nodes (N). As N increases, the stability requirements for transmitters and receivers 

become critical since the selected wavelength must be received at the destination. In 

addition, when N increases, the optical signal power at the receiving end dramatically 

decreases because of the 1/N power split of the passive star coupler. Therefore, with 

these reasons, BSONs are not scalable and constrained to local areas, where a limited 

number of nodes can be physically connected.   

Let us now consider the case of WANs. Since WANs are typically designed to 

cover relatively large service areas such as metropolitan domains, the high cost of 
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fiber installation results in a network with low connectivity, where the network 

topology is arbitrarily connected. In this condition, the MC-RWA problem refers to as 

the problem of finding optimal routing and wavelength allocation patterns for given 

multicast sessions. However, since WANs lie in the areas where the traffic behavior is 

still dynamic as in the case of LANs, the MC-RWA problem in WANs thus associates 

with the dynamic traffic condition. In general, this problem is called dynamic MC-

RWA problem.  

Over the last few years, the dynamic MC-RWA problem has been investigated 

in [47, 48]. In [47], the researchers proved that the dynamic MC-RWA problem is a 

hard problem and falls in the class of NP-completeness [38, 49]. However, if the 

dynamic MC-RWA problem is decomposed to the multicast routing problem and the 

wavelength assignment problem, reference [47] showed that only the wavelength 

assignment problem can be solved in linear time. Thus, with these mathematical 

proofs, the researchers in [47] proposed a dynamic programming algorithm for the 

wavelength assignment problem in order to find near-optimal solutions with the 

objectives to minimize the number of hops of multicast trees and to minimize the 

number of transmitters used in a network. In [48], although the researchers decoupled 

the dynamic MC-RWA problem to the multicast routing problem and wavelength 

assignment problem as in [47], an approximation analytical method was alternatively 

presented to find the call-blocking probability. To model the analytical formulation, 

the path decomposition approach [50] is used. The results in [48] showed that the 

analytical method is useful to approximate the call-blocking probability in several 

optical multicast networks such as NSFNet network and 3×3 regular torus network. 

As examined, the dynamic MC-RWA problem for WANs is however not 

relevant to the case of long-haul transport networks as considered in the thesis, where 

multicast traffic demands are inherently quasi-static and any traffic variations take 

place over long timescales. Hence, no traffic blocking is allowed in transport 

networks. In consequent, the dynamic MC-RWA problem for WANs turns out to be 

the static MC-RWA problem for the transport network environment. 

 In the case of transport networks, the static MC-RWA problem is defined as: 

given a set of multicast sessions, design effective algorithms to find optimal multicast 

routing and wavelength assignment for all given multicast sessions. In general, it is 
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desirable to design effective algorithms so as to find MC-RWA solutions that are 

optimal with respect to the network cost or some network performance metrics.   

In literature, the static MC-RWA problem for transport networks has been 

intensively studied in [29, 30, 40, 51-55]. In [30], the static MC-RWA problem is 

formulated as an optimization problem with two possible objective functions, namely, 

minimizing the network average packet hop distance, and minimizing the total 

number of transceivers in the networks. The benefit of using light-trees instead of 

lightpaths to support unicast and broadcast traffic was also quantitatively 

demonstrated in [30]. In [29], the researchers have an objective to assess the 

usefulness of implementing the multicasting in optical networks by comparing the 

results of networks with multicasting with those of network without multicasting. To 

achieve this, an MC-RWA heuristic algorithm was proposed. The simulation results 

in [29] indicated that making the multicasting in optical networks results in the 

average bandwidth saving and also the wavelength resource savings with respect to 

the case without multicasting.  

 In [51], the researchers discussed the QoS multicast in the MC-RWA 

problem. The QoS of multicasting in [51] was characterized by the upper bound on 

delay from a source to any destination along a tree. To find sub-optimal QoS trees, 

reference [51] proposed two heuristic algorithms for solving the MC-RWA problem 

with minimizing the number of wavelengths per link. The simulation results in [51] 

demonstrated that while all given multicast sessions satisfy the QoS agreement, the 

heuristic algorithm based on wavelength reassignment outperforms the one based on 

load balancing. Though the static MC-RWA problem of WDM networks was proved 

to be NP-hard in [56], reference [52] showed that only the problem of static 

wavelength assignment on a multicast tree is not NP-hard. In addition, the total cost to 

be optimized on a multicast tree including the costs of light splitting and wavelength 

conversion was defined and comprehensively investigated. To minimize the defined 

cost, a simple approximation algorithm was proposed and employed.  

In [40], the static MC-RWA problem was examined with a consideration of 

two alternative MC-OXC architectures, i.e., splitter-and-delivery (SaD) and multicast-

only splitter-and-delivery (MOSaD) switches. Given multicast traffic demands, the 

results obtained from the ILP formulations suggested that MOSaD is more effective 
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than SaD. Finally, in [53], the MC-RWA model employed in the study is based on the 

logical topology of network and allows that multiple multicast streams can be 

multiplexed on a light-tree. Moreover, in [53], the MC-RWA model takes the bounds 

on end-to-end delay of light-tree and the placement of wavelength converters and 

power splitters in consideration. In order to study the results of the model, the 

researchers proposed an integer linear program. 

In this thesis, although we consider the static MC-RWA problem similar to 

that in the above references, our MC-RWA model analyzed here has significant 

differences. A network assumption used in all previous works is that there is only a 

single fiber per physical link (namely, a single-fiber system) and the aim is generally 

to determine the minimal number of wavelengths or number of transceivers used in 

networks. Considered in practice, such the assumption would currently be 

inappropriate in design. This is due to the fact that for all types of optical fiber 

available on the market, the maximum number of wavelengths per fiber is still 

restricted by many technical constraints. These constraints are due to: 1) the optical 

fiber itself, e.g., chromatic dispersion, cross-talk, and several types of noise occurring 

from non-linearity; and 2) other devices coupled with optical fibers such as lasers, 

receivers, and optical amplifiers. Under this scenario, the maximum number of 

wavelengths per fiber should thus be included in the model as a new constraint and a 

more appropriate assumption should be a multi-fiber system, i.e., allowing more than 

one fiber per physical link, instead.  

Therefore, in the thesis, we include the multi-fiber system in our MC-RWA 

model and aim to study the effect of multi-fiber system by determining the minimal 

total number of fibers required as a function of the maximum number of wavelengths 

per fiber. To determine the minimal number of fibers, we present new exact ILP 

formulations. As differentiated from previous works, when multicast traffic demands 

are given, our proposed ILP formulations not only optimally route and assign 

wavelengths to light-trees, but also find optimal light-trees simultaneously. Therefore, 

the proposed ILP formulations actually provide optimal-cost solutions. Since the MC-

RWA problem is NP-hard, we additionally present simple heuristic algorithms based 

on our ILP and develop simple lower bound techniques to validate the performance of 

our heuristic algorithms.  
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Moreover, while all research works in the references have focused on the 

static MC-RWA problem in transport networks based on the mesh design approach, it 

is surprise that the study of static MC-RWA problem for networks based on the 

alternative multi-ring design [36, 57-59] have not been addressed. The multi-ring 

design is one of popular network design techniques as prevalent used in several 

existing transport networks because of its simple implementation and low complicated 

operation. Hence, in the thesis, the MC-RWA problem is investigated not only with 

the mesh network design, but also with the multi-ring network design. Employing the 

proposed ILP formulations corresponding to each design method, the thesis presents a 

comparative study between the mesh and multi-ring designs including many design 

aspects such as the network resource requirements, and the complexity of network 

control and management.  

  At the end of this subsection, to complete the literature review of MC-RWA 

problem, there is another research area dealing with this issue. In [60], the researcher 

derived an upper bound on wavelength requirement for the multicasting in all-optical 

networks by employing some properties of expander graphs. In [61], a multicasting 

study for a class of regular optical networks such as linear arrays, rings, tori and 

hypercubes was provided. To be wide-sense non-blocking for multicast 

communications, the necessary and sufficient conditions on the minimum number of 

wavelengths required were also presented and proved. 

1.3.2 Optical Protection Problem 

In the study of protection problem in multicast optical WDM mesh networks, two 

main classes of protection systems are intensively considered here, that is, point-to-

point protection and multicast protection systems. To regard this methodology, this 

section first surveys pervious studies concerned with point-to-point protection 

systems, and followed by the literature review of multicast protection systems.  

1.3.2.1 Point-to-Point Optical Protection Problem 

Point-to-point optical protection refers to as the techniques to recovery affected point-

to-point connections or lightpahts after some network elements failed in optical WDM 

networks. Because the single link failures are the predominant form of failures in 
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optical networks, we primarily focus on pervious works that considers point-to-point 

protection techniques against single link failures. A summary of survey contents is 

given and demonstrated in Figure 1.6. 

Point-to-Point Optical Protection

Dynamic RestorationPreplanned (pre-computed)
Protection

Dedicated Reservation Shared Reservation

Path
Protection

Link (span)
Protection

P-Cycle

([ ]: references)[62, 63] [62-81]

[67, 68]

[81-83]

 

Figure 1.6: Different point-to-point optical protection schemes against single link 

failures. 

As illustrated, the recovery techniques to restore affected lightpaths are 

typically classified into two classes [62]: the preplanned (pre-computed) protection 

and the dynamic restoration. The preplanned protection is that after setting lightpaths, 

a network immediately determines the backup paths for such lighpaths. In events of 

single link failure, the determined backup paths are activated against failures. With 

the preplanned protection, the network has to reserve a part of network resources as 

the spare exclusively used for supporting the backup paths.  

Furthermore, in reserving spare resources for backup paths, the preplanned 

protection can be divided to two types: the dedicated and shared reservations as 

shown in Figure 1.6. In the dedicated reservation, the network will reserve the spare 

resources for backup paths of each working lightpath. Meanwhile, with the shared 

reservation, the spare resources in the network can be shared among several backup 

paths as long as these backup paths are not activated for protection simultaneously.  

In literature, numerous research works have carried out on the preplanned 

protection problem. The work in [63] presented a comparison of capacity requirement 

among several preplanned protection techniques such as the dedicated protection, the 
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shared-span and shared-path protections and also provided the ILP model for each 

protection technique. Moreover, the influence of average nodal degree of network on 

the capacity requirement for protection was quantitatively investigated. In [64], the 

classification of protection/restoration schemes was demonstrated and the 

mathematical models used to minimize the number of working and spare wavelengths 

for the preplanned protections were also presented. In addition, the advantages and 

disadvantages of each protection technique were technically discussed. In [65], the 

path and link protections were carried out. The ILP and stimulated annealing 

algorithm were provided to study the network installation cost required for each 

protection technique. How the designed stimulated annealing algorithm is effective 

was also studied by comparing its results to those obtained from the ILP.  

In [41], the path and link protections were also investigated as in [65]. 

However, total number of working and spare fibers required against the single link 

failures is alternatively measured to qualify the disadvantages and advantages of such 

two protection approaches. The effect of network connectivity on the number of 

wavelengths required and the benefit of using wavelength converters for protection 

were also addressed in [41]. The work in [66] proposed a protection solution that is 

fast, distributed, and scalable. The concepts of demand bundling and optical virtual 

paths to ensure the network scalability both in terms of the traffic volume and network 

size were also investigated. Moreover, a data communication network used to support 

signaling messages of the optical network was discussed in detail. In [67, 68], the 

researchers proposed the concept of “p-cycle” to protect working routes against single 

link failures. With the p-cycle concept, spare optical fibers are formed to be spare 

rings and such spare rings are provided for restoration. The simulation results in [67, 

68] showed that although networks with the p-cycle needs more spare capacity than 

those with path protection approach, the p-cycle approach inherently leads to more 

improved restoration time than the path protection approach.  

As opposed to the preplanned protection, networks based on the dynamic 

restoration do not determine backup paths in advance before a failure occurrence and 

also do not dedicatedly reserve spare resources for the backup paths. When the failure 

arises and is detected, a network with dynamic restoration will calculate the new 

lightpaths to restore the disrupted ones and then choose resources for supporting such 

new lightpaths from available resources. As we can see, this technique is in general 
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more resource utilization than the preplanned protection, but may not guarantee 100% 

restorability. Moreover, networks employing the dynamic restoration typically suffer 

from the disadvantages of long restoration time and complicated signaling system. 

The following is some examples of works related to the dynamic restoration.  

In [81], the researchers proposed the simple formulations to calculate the 

restoration-switching time for several protection techniques and also described how to 

manage the restoration signaling when cables are cut. An efficient distributed 

algorithm to determine backup paths was also presented. The restoration processes 

used to improve the restoration time were introduced and qualitatively studied. 

Moreover, the work in [81] included a comparative study between the distributed 

restoration approach and the centralized protection approach in the aspects of the 

restoration speed and the overall cost to set the protection system. In [82], the capacity 

performance of dynamic provisioning in survivable WDM networks was intensively 

investigated. Three types of lighpahts were considered, that is, the unprotected, 1+1 

protected and mesh-restored lightpaths. Moreover, to obtain the backup lightpaths, the 

discovery of topology information via the network routing protocols was addressed.  

 Apart from the research area demonstrated in Figure 1.6, there are a number of 

research studies concentrating on point-to-point protection approaches to handle node 

failures and dual fiber link failures. The work in [84] studied mesh-restorable 

networks with complete dual failure restorability. The computational results in [84] 

indicated that the spare capacity established to full protect against single link failures 

can be naturally used to protect a high average part of working demands against dual 

link failures. In [85], the researchers investigated networks that are in the state of 

maintenance. How to route some working paths out of maintained links was studied 

by using the span-protection approach.      

 Since optical WDM networks are usually designed as the optical layer to 

support different higher-layer services such as SDH/SONET connections, ATM 

virtual circuits, and IP datagram traffic, there are thus some studies focusing on the 

incorporation of protection approaches among the optical layer and the higher 

network layers. For example, the work in [86] presented two interaction techniques to 

decide which network layer should be first activated to handle the failure. The 

researchers in [87] used the simulation results to assess the attractiveness of each 
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interaction technique. In [87], the researchers reviewed various protection and 

restoration techniques in an IP-over-WDM network. In addition, the work in [87] 

formulated the ILP program and developed the heuristic program to investigate the 

protection and restoration performances of IP-over-WDM networks.    

 In this thesis, while all the point-to-point protection approaches proposed in 

literature have been conducted to protect the point-to-point connections or lightpaths, 

we here alternatively propose the study of how to apply those point-to-point 

protection schemes to protect multicast traffic or light-trees against single link 

failures. Moreover, in the thesis, we shall provide the disadvantages and advantages 

of employing this protection idea in multicast WDM networks in such aspects as the 

capacity requirement, and the ease of fault operation and management.   

 In the study of optical protection problem, we investigate the protection 

approaches based on only the preplanning protection. This is because in transport 

networks considered here, it is preferable to use the preplanning protection to 

guarantee the restoration time and 100% survivability as opposed to the dynamic 

restoration.   

1.3.2.2 Multicast Optical Protection Problem 

Prior to surveying multicast optical protection problem in literature, the definition of 

multicast optical protection used in the thesis should be described first. The multicast 

optical protection refers to here as the protection techniques that are specifically 

designed for protecting multicast sessions or light-trees against single link failures on 

optical WDM networks.   

In literature, specific protection systems for multicast services have been 

initially studied in ATM networks. With the benefit of management overhead, the 

virtual path (VP) is typically utilized for the restoration of ATM networks. In [88], the 

authors studied how to build multicast trees in self-healing ATM networks and 

presented a multicast restoration technique against single link failures. In [89], it is a 

continuous work of [88]. Several backup path schemes for multicast trees were 

provided and assessed. The backup bandwidth usage and the average restoration time 

are the simulation results to evaluate the restoration performance. Moreover, the 

capacity sharing techniques were discussed in [89].  
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Although we examine the multicast protection problem similar to the above 

references, the network technology studied in the thesis is however the WDM not the 

ATM. Therefore, the environment of network model to design multicast protection 

approaches between the WDM and ATM is considered different in several features 

such as the types of network capacity, the routing constraints, and the placement of 

multicast trees on networks to achieve the performance targets.     

Let us now turn back to WDM networks. At the time of writing the thesis and 

under the literature available, we found two papers that directly researches the 

protection problem of WDM networks with multicast traffic. In [90], the authors 

aimed to protect multicast sessions in WDM networks by using the concept of 

directed-link disjointnees as originally proposed in [91]. This protection idea is 

considered similar to the dual-tree scheme for fault-tolerant multicast in [92]. With 

this idea, it is possible to set up a backup tree for recovering a disrupted tree. The ILP 

formulations were derived to minimize the cost to establish both working and backup 

trees. In addition, the work in [90] includes the limits of splitting fanout and the 

number of optical splitters in consideration of network design. 

In [93], it is a continuous work of [90]. The authors proposed two new 

protection approaches for protecting multicast sessions against a single fiber cut. 

These two approaches are the segment and path-pair protection methods. Both 

methods allow spare capacity to be shared among backup disjoint paths of a multicast 

session on a network. As considered, these methods employ a limited spare resource 

sharing technique in computation of the protection cost. In addition, [93] introduces 

an ILP program and several heuristic algorithms to compute the cost to provision 

protection systems to optical networks. A study of dynamic provisioning of survivable 

multicast connections in WDM networks is also provided in [93]. 

However, our work in the thesis significantly differs from the work in [90, 93]. 

This is because the thesis proposes and studies the new multicast protection strategies 

that consider the fully spare resource sharing in determining the total network 

capacity. This is in contrast to [90, 93] that takes only the spare resource dedication 

and limited spare resources sharing in determination. While the single fiber system is 

generally assumed in [90, 93], we study more sophisticated optical networks where 

the multiple fiber system is employed. Moreover, the thesis studies three techniques to 

place the spare wavelength channels to achieve 100% survivability against single link 
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failures. With these techniques, they let us understand a tradeoff between the spare 

fiber requirement and the spare fiber management. All the protection approaches 

studied in the thesis and their classification are summarized and shown in Figure 1.7.    

Light-Tree Based Protection

Point-to-Point Protection ApproachesMulticat Protection Approaches

Shared Reservation

LR LIR OB

Dedicated Reservation

OMP

OBF PBF

Shared Reservation

PRR SLB DJP

Dedicated Reservation

1+1
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Figure 1.7:  Classification of light-tree based protection schemes studied in the thesis. 

1.3.3 Multicast Routing under Optical Layer Constraints 

To route light-trees and their backup trees for protection on optical WDM networks, 

network designers should establish them not only to meet network performance 

targets such as the minimum cost or the maximum throughput, but also to satisfy the 

technical constraints occurred in the optical layer of optical networks. Examples of 

optical layer constraints are the power loss introduced when the optical signal 

transverses several fibers and optical splitters, the limited number of wavelength 

multiplexed in a fiber, the limited fanout of optical splitters and also the wavelength 

conversion capability of MC-OXCs in optical networks. With these optical layer 

constraints, they have created a new research issue in MC-RWA and multicast optical 

protection problems as these constraints are not the problem experienced in electronic 

circuit- or packet-switched networks. 

 In literature, the MC-RWA problem with the power-efficient design was 

studied in [40]. The calculation of power loss for unicast and multicast connections 

was also presented and included to be a constraint in the ILP program maximizing 

overall profit obtained from the traffic establishment. In [94], the problem of light-tree 

routing with optical power budget constraints was investigated. To guarantee the 

optical signal quality received by destination nodes, the heuristic algorithm was 

proposed. The simulation results in [94] demonstrated that balanced light-trees tend to 
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provide the better performance in terms of the signal quality than unbalanced light-

trees.  

 In [53] and [95], the MC-RWA problem with sparse light splitting was 

studied. The ILP programs and heuristic algorithms were presented to determine 

optimal places of optical power splitters in WDM networks. The numerical results in 

both references provided the same conclusion that for a set of static multicast 

demands, the network with spare light splitting generally provides the good 

performance as same as the network where optical power splitters are established 

within all network nodes.   

  Finally, for the research works related to the wavelength conversion 

capability, the works in [39] and [90] investigated this issue by employing the 

mathematical formulations. The computational design outcomes showed that the 

wavelength conversion is beneficial to reduce the cost of setting the multicast traffic 

in both cases with and without protection against single link failures.               

 However, in all these analyses, there are limited results to demonstrate the 

influence of the limited fanout of optical splitters and the wavelength conversion 

capability on the capacity requirement in both MC-RWA and optical protection 

problems. Moreover, no conclusion about the effect of limited number of wavelengths 

per fiber on the capacity requirement has been drawn in literature. Therefore, in the 

thesis, the detailed investigations are carried out to study the capacity requirement as 

the functions of 1) the limited fanout, 2) the wavelength conversion capability of MC-

OXCs, and 3) the limited number of wavelengths per fiber in both MC-RWA and 

optical protection problems. 

1.4 Objectives of the thesis 

1 Study the problem of routing and wavelength allocation for accommodating 

multicast traffic in optical WDM networks which are implemented based on two 

network design approaches, i.e., mesh and multi-ring design approaches, and 

also provide a comparative study between those two design approaches in terms 

of the wavelength capacity requirement.  

2. Investigate the influence of three optical layer constraints, i.e., the maximum 

number of wavelengths multiplexed per fiber, the splitting degree (fanout) of 
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optical power splitters, and the wavelength conversion capability of optical 

cross-connects, on the wavelength capacity requirement in optical WDM mesh 

and multi-ring networks with multicast traffic. 

3. Propose six multicast protection strategies, i.e., light-tree reconfiguration 

protection (LR), light-tree-interrupted reconfiguration protection (LIR), optical 

branch protection (OB), optical-branch-fixed protection (OBF), physical-

branch-fixed protection (PBF), and optical mesh protection (OMP) strategies, to 

protect multicast traffic against all single link failures in WDM mesh networks. 

4. Present how to apply five protection approaches, i.e., physical-route 

reconfiguration protection (PRR), single link basis protection (SLB), disjoint 

path protection (DJP), link protection (LP), and 1+1 protection approaches that 

are originally designed for point-to-point traffic, to protect multicast traffic 

against all single link failures in WDM mesh networks. 

5. Provide an analysis and comparison in the aspects of the working and spare 

capacity requirement, the ease of management and operation, and the practical 

feasibility among those eleven protection techniques (e.g., six approaches in 3. 

and five approaches in 4.) and also study advantages and disadvantages of 

employing point-to-point protection systems instead of multicast protection 

systems. 

6. Investigate the effect of the maximum number of wavelengths multiplexed per 

fiber, the splitting degree (fanout) of optical power splitters, and the wavelength 

conversion capability of optical cross-connects on the working and spare 

capacity requirement in those eleven protection approaches. 

1.5    Scope of the thesis 

As the MC-RWA and optical protection problems are the main problems investigated 

in the thesis, the scope of research works can be described as follows. 
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1.5.1 Scope of the Study of MC-RWA Problem 

1. Propose mathematical formulation models to calculate the minimum number 

of fibers needed to support given multicast sessions in optical WDM networks 

that are implemented based on the mesh and multi-ring design approaches. 

2. Develop techniques to find lower bounds on the minimum number of fibers 

needed in both optical WDM mesh and multi-ring networks. 

3. Design ILP-based heuristic algorithms for assigning wavelengths to light-trees 

in WDM mesh and multi-ring networks with multicast traffic. 

4. Provide a comparative study between the mesh and multi-ring design 

approaches in the aspects of the minimum number of fibers, the system 

capacity, the capacity utilization, and the ease of operation and management.   

5. Analyze the influence of three optical layer constraints, i.e., the maximum 

number of wavelengths multiplexed per fiber, the limited fanout of optical 

power splitters, and the wavelength conversion capability of optical cross-

connects, on the wavelength capacity requirement in WDM mesh and multi-

ring networks with multicast traffic.  

1.5.2 Scope of the Study of Optical Protection Problem 

1. Propose six multicast protection strategies, i.e., light-tree reconfiguration 

protection (LR), light-tree-interrupted reconfiguration protection (LIR), optical 

branch protection (OB), optical-branch-fixed protection (OBF), physical-

branch-fixed protection (PBF), and optical mesh protection (OMP) strategies, 

to protect multicast sessions against all single link failures in WDM mesh 

networks. 

2. Present how to apply five point-to-point protection approaches, i.e., physical-

route reconfiguration protection (PRR), single link basis protection (SLB), 

disjoint path protection (DJP), link protection (LP), and 1+1 protection 

approaches, to protect multicast traffic against all single link failures in WDM 

mesh networks. 
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3. Propose mathematical formulation models to calculate the minimum number 

of working and spare fibers and the minimum number of spare fibers alone 

that are required for those eleven protection approaches (e.g., six approaches 

in 1. and five approaches in 2.). 

4. Provide an analysis and comparison in the aspects of the working and spare 

capacity requirement, the ease of management and operation, and the practical 

feasibility among those eleven protection techniques and also study 

advantages and disadvantages of employing point-to-point protection systems 

instead of multicast protection systems. 

5. Study three spare capacity placement techniques, i.e., spare fiber + working 

fiber method (SF+WF), spare wavelength channel + working wavelength 

channel method (SW+WW), and spare wavelength channel + working 

wavelength channel method with stub release (SW+WW+SR), in terms of the 

spare fiber requirement and the spare fiber management for those eleven 

protection methods.    

6. Analyze the effect of the maximum number of wavelengths multiplexed per 

fiber, the limited fanout of optical power splitters, and the wavelength 

conversion capability of optical cross-connects on the working and spare 

capacity requirement in those eleven protection approaches. 

7. Develop ILP-based heuristic algorithms for wavelength allocation in optical 

WDM networks with those eleven protection approaches. 

8. Develop a sequential solution algorithm to estimate the minimum number of 

working and spare fibers required in large-scale WDM networks in which 

those eleven protection approaches are employed. 

1.6 Expected Prospects 

1. Acquire a basic knowledge in the implementation of mathematical formulation 

models for solving the MC-RWA and optical protection problems in multicast 

optical WDM networks. 

2. Understand the effect of the maximum number of wavelengths multiplexed 

per fiber, the limited fanout of optical power splitters, and the wavelength 
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conversion capability of optical cross-connects on the wavelength capacity 

requirement in multicast WDM mesh and multi-ring networks and also on the 

working and spare capacity requirement for each studied protection strategy. 

3. Understand technical differences between multicast optical WDM networks 

that are designed by the mesh and multi-ring approaches in terms of the 

minimum number of fibers required, the system capacity requirement, the 

capacity utilization, and the ease of operation and management.   

4. Know the attractiveness of using each studied protection strategy to protect 

multicast sessions against single link failures in WDM mesh networks in 

features of the spare capacity requirement and the operation complexity of 

restoration process and also know advantages and disadvantages of employing 

point-to-point protection systems instead of multicast protection systems to 

achieve 100% survivability in multicast WDM networks. 

5. Understand a tradeoff between the spare fiber requirement and the spare fiber 

management in optical WDM networks based on three studied spare capacity 

placement techniques. 

6. Know a performance of using the presented sequential solution algorithm in 

approximating the minimum number of working and spare fibers required in 

each studied protection approach.    

1.7 Research Procedure  

1. Study previous research papers relevant to the research works in the thesis. 

1.1 Study research papers relevant to the MC-RWA problem. 

1.2 Study research papers dealing with the optical protection problem. 

2. Based on the knowledge provided in previous research works, the research 

steps for the MC-RWA problem are described as follows.  

2.1 Implement ILP programs for solving the MC-RWA problem in mesh 

and multi-ring WDM networks. 

2.2 Test the correctness of designed ILP programs by using several 

networks and multicast traffic matrices. 
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2.3 With the designed ILP programs, develop heuristic algorithms for 

wavelength allocation in both mesh and multi-ring networks. 

2.4 Develop techniques to find lower bounds on the minimum number of 

fibers required in mesh and multi-ring networks. 

2.5 Collect and analyze computational results obtained from the 

designed ILP programs, the lower bound techniques and the heuristic 

algorithms. 

2.6 Summarize the major findings as we found in step 2.5. 

3. For the optical protection problem in multicast WDM mesh networks, the 

research procedure is described as below. 

3.1 Formulate ILP model for each studied protection strategy. 

3.2 Test the correctness of designed ILP programs by using several 

networks and multicast traffic metrics. 

3.3 With the designed ILP models, develop heuristic algorithms for 

wavelength allocation for all studied protection schemes. 

3.4 Collect and analyze computational results obtained from the 

designed ILP programs of all studied protection schemes.  

3.5 Summarize research results as found in step 3.4 

3.6 Develop the sequential solution algorithm for all studied protection 

schemes. 

3.7 Test the performance of the sequential solution algorithm by 

comparing its simulation results with the computational results 

collected in step 3.4 

3.8 Conclude the performance of the designed sequential solution 

algorithm. 

4. Collect the conclusions in steps 2.6, 3.5, and 3.8 and also check whether those 

conclusions meet all the objectives of the research work of the thesis. 

5. Write the thesis.  
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1.8 Organization of the thesis 

As proposed in sections 1.6 and 1.8, this thesis intends to study the design of 

multicast WDM networks. The rest of thesis is organized as follows. 

 Chapter 2 studies the MC-RWA problem. The basic ideas of the mesh and 

multi-ring design approaches are elaborately discussed. Three techniques to allocate 

wavelengths to light-trees of multicast sessions are proposed. Moreover, to determine 

wavelength capacity requirements of multicast WDM networks, ILP formulations 

corresponding to the presented wavelength allocation methods are introduced for 

optimal solutions of MC-RWA problem. Lower bounds on the fiber requirement are 

also discussed. Finally, heuristic algorithms for assigning wavelengths to light-trees 

are implemented and described. 

 In Chapter 3, ILP formulations, lower bound techniques, and heuristic 

algorithms as presented in Chapter 2 are conducted to study the MC-RWA problem. 

Two large optical networks are employed as experimental networks. Based on 

numerous computational results, the performance of lower bounds techniques is 

analyzed. A comparative study between the mesh and multi-ring design schemes is 

then provided. Finally, Chapter 3 discusses the influences of the limited fanout, the 

wavelength conversion at MC-OXC nodes, and the network connectivity on the 

wavelength capacity requirement. 

 Chapter 4 deals with the link protection in multicast WDM mesh networks. 

Two main categories of light-tree based protection strategies, i.e, multicast and point-

to-point protections, are considered. For the class of multicast protection, six new 

protection approaches are proposed. Meanwhile, for the class of point-to-point 

protection, five protection approaches are proposed. To project a evolution picture of 

designing studied protection approaches, a new simple diagram is presented. This 

diagram is very useful to enhance the understanding of restoration mechanism, the 

restoration management complexity, and also the fiber requirement for studied 

protection methods. Moreover, in this chapter, techniques to allocate wavelengths to 

restoration paths and to place spare wavelength channels so as to achieve 100% link 

restorability are introduced.  
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 In Chapter 5, ILP mathematical models of all protection approaches in Chapter 

4 are derived. Wavelength assignment algorithms of all protection approaches are also 

presented in this chapter. 

 Chapter 6 provides results and discussion of the multicast optical protection 

problem. With several test networks, the computational results are analyzed in the 

aspects of the spare fiber requirement, the fiber utilization and also the network 

capacity requirement. In addition, a comparative study among studied light-tree 

protection approaches is presented.   

 In Chapter 7, an ILP-based heuristic algorithm for designing large survivable 

multicast WDM networks is introduced. To study the performance of the proposed 

ILP-based algorithm, several small-and large-sized networks are employed.           

 Finally, Chapter 8 presents a summary of major findings in this thesis and 

provides suggestions for future work.     



Chapter 2 

Multicast Routing and Wavelength 

Assignment (MC-RWA) 
 

2.1  Introduction 

In this chapter, the multicast routing and wavelength assignment in both mesh and 

multi-ring optical WDM networks are technically discussed. Moreover, ILP 

mathematical models, wavelength assignment algorithms, and techniques to 

determine lower bounds on the fiber requirements are presented here.   

 This chapter is organized as follows. Section 2.2 describes the definition of 

light-tree to support multicast sessions. Section 2.3 describes the concepts of mesh 

and multi-ring design methods. In section 2.4, we formally state our MC-RWA 

problem definitions based on both design techniques as well as the network 

assumptions used in the problems. The wavelength allocation policy of light-trees is 

introduced in section 2.5. In section 2.6, the mesh and multi-ring ILP formulations are 

developed. Based on the ILP models, the heuristic algorithms for the MC-RWA 

problem are proposed in section 2.7. Finally, section 2.8 presents the lower bounds on 

the total number of fibers required by both design methods.  
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2.2 Light-Tree Definition 

Prior to studying the multicast routing and wavelength assignment in optical WDM 

networks, the definition of light-tree to serve multicast sessions should be described 

first. 

In the thesis, a light-tree is defined as a combination of optical branches [96]. 

An optical branch is here defined as a lightpath provided to connect between two 

nodes that are members of a multicast session. To reach all members of the multicast 

session, the optical branches to form the light-tree must cover all members of the 

multicast session. Figure 2.1 shows an example of a light-tree in accordance with the 

definition. 
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Figure 2.1: An example of a light-tree spanning on the network. 

As illustrated, Figure 2.1 shows a light-tree composing of three optical 

branches 1-3, 3-8, and 3-7. The end nodes of each optical branch are the members of 

the light-tree. As we can see, the nodes of light-tree which are capable of replicating 

and splitting the data information must be the members of multicast session. In this 

example, it is node 3. Hence, at node 3, optical power splitters have to be included 

within its OXC.    

In addition, Figure 2.1 shows that the sample light-tree is created on the 

logical topology of the optical network. Thus, there exist choices to accommodate the 
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light-tree on the physical topology. In Figure 2.1, four different routing patterns for 

accommodating the light-tree are given as the examples.   

2.3 Mesh and Multi-Ring Design Approaches 

In this section, the concepts of mesh and multi-ring design techniques for realizing 

optical transport networks are described. Let us first explain the concept of the multi-

ring design approach. 

2.3.1 Multi-Ring Design Approach 

The multi-ring design approach historically originated from the fact that the use of 

only a single ring to construct optical transport infrastructures or long-haul networks 

is, in most cases, not practically feasible. This is because: (1) employing a single ring 

network to cover all nodes of a large network may result in inefficient bandwidth 

utilization, (2) with a technical constraint, the number of network nodes may exceed 

the limit for a single ring, and (3) the QoS of network services may fail in single ring 

networks. For these reasons, we therefore need to consider a network design 

employing multiple rings instead.  

In the multi-ring approach, the designed network is built by a set of rings that 

covers all nodes and spans of the network. To implement a ring, the number of optical 

add-drop multiplexers (OADMs) is needed and established at the ring nodes. OADMs 

have the functions to add, drop, and transit traffic demands to reach their final 

destinations. To support unicast traffic, an optical path connecting between a source 

and destination is routed around a ring of the network. If the source and destination 

are on separate rings, a number of rings will be required to serve the optical path. 

Therefore, to hand-off the traffic between the rings, OXCs are typically exploited as a 

means to bridge and switch the traffic to cross over the rings. Likewise, a multicast 

session can be served on a multi-ring network by embedding a corresponding light-

tree on the rings. To route a light-tree, the thesis has a criterion that each branch of the 

light-tree, e.g., between a source and destination or between the destinations, must be 

accommodated over a single ring; see Figure 2.1, for example. Thus, from the 

description, the main problem of designing multi-ring optical networks is the 



 33

selections of rings from the number of possible rings and the patterns of the routing 

and wavelength allocation with an objective to minimize the network cost.  
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Figure 2.2: An example of the routing and wavelength allocation and the calculation 

of the number of fibers needed for a multicast session under the mesh and multi-ring 

design techniques. 

2.3.2 Mesh Design Approach  

Although the employment of multiple rings to implement large backbone networks is 

technically rather simple and has advantages in network management and operation, 

multi-ring networks are less flexible in aspects of the network scalability and serving 

ongoing growth in traffic demand. Moreover, multi-ring networks usually have 

inefficient capacity utilization since the number of fibers of all nodes of a ring must 

be equal and the traffic is restricted to be routed around the rings. Therefore, to 

eliminate these drawbacks and improve the capacity utilization, the mesh network 

design is deployed as an alternative network solution. Mesh networks exploit OXCs 
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to be allocated at all nodes of networks for the traffic switching instead of using 

OADMs as in multi-ring networks. Accordingly, the optical connections and light-

trees can be made on the networks without the considerations of ring routing and 

capacity constraints.  This consequently results in greater flexibility to choose paths 

and trees over mesh networks, and also more optimal placement of optical fibers on 

the links of the networks. Hence, this makes it possible to optical fiber saving with 

respect to multi-ring networks. Figure 2.2 shows an illustrative example of an optical 

network designed by the mesh and multi-ring methods with a given multicast traffic 

session. Figure 2.2 also demonstrates how to determine the number of fibers required 

for each design technique. As shown in Figure 2.2, the main problem of the mesh 

optical network design is to find the routing and wavelength patterns, and to use as 

few network resources as possible.  

2.4 Problem Definitions and Network Assumptions 

Consider an optical network represented by an undirected graph ),( LNG = , where N  

denotes a set of optical nodes, },,...3,2,1{ Ni =  with NN = . Meanwhile, the physical 

links are represented by a set of undirected links, NNL ×⊆ , where a physical link ij  

is in the set L  if there exists a link connecting nodes i  and j . In the model, we 

assume that each physical link is bi-directional and may consist of more than one 

optical fiber to serve the traffic demands of the network. Each optical fiber is limited 

to multiplexing the number of wavelengths up to M . The average nodal degree of a 

network, d , is defined as the average number of physical links incident at the nodes 

of the network: 

N
Ld 2

= .                                                         (2.1) 

 At each node of the network, OXCs for mesh networks and OADMs for multi-

ring networks are established to route the traffic from sources to destinations and can 

also transmit or terminate the traffic if the OXC and OADM acts as the source or 

destination, respectively. To serve the multicast traffic, all nodes of the network are 

equipped with optical splitters to route and split the multicast traffic to reach the sets 

of its destinations. Optical splitters are characterized by the fanout, ∆ , the maximum 
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splitting number. For example, if an optical power splitter is able to split an optical 

signal to at most 3 output ports, its fanout will be 3.  Usually, one of the output ports 

of the optical splitter is connected to drop the signal locally at the node and the 

remaining output ports are switched to different channels on outgoing fiber links. In 

the model, the optical switching is also assumed to be strictly non-blocking in the 

spatial domain and in the reconfiguration sense. The multicast communications of the 

network are defined as a set of )},(),...,,(),,({ 222111 KKK DsrDsrDsrR =  with RK = , 

where RDsr kkk ∈),(  represents a multicast traffic request for setting up a light-tree 

from the source ks  to a group of destinations kD )( kk Ds ∉ . Note that the light-trees 

designed in this thesis are based on the virtual topology of the network. This means 

that each branch of a light-tree can be routed over one of the possible paths on the 

physical topology.     

 As we already introduced all network assumptions that we use in the model, 

we are now ready to provide the formal definitions of our MC-RWA problems. 

The MC-RWA problem definition of the mesh network design: Given an undirected graph 

),( LNG =  denoting an WDM optical network, a set of multicast traffic requests ( )R , 

the number of maximal wavelengths per fiber ( )M , and the fanout ( ∆ ), find a set of 

light-trees (T ), and the patterns of routing ( rπ ) and wavelength assignment ( λπ ) 

corresponding to the set of light-trees, such that the total number of optical fibers to 

support the light-trees is minimal. Namely, 

),,,,(),,,,( '''* ∆≤∆ λλ ππππ rmeshrmesh TMZTMZ , 

where ),,,,(),,,,,( '''* ∆∆ λλ ππππ rmeshrmesh TMZTMZ  are the minimal number of 

optical fibers required and any feasible solution, respectively. 

The MC-RWA problem definition of the multi-ring network design: Given an undirected 

graph ),( LNG =  denoting an WDM optical network, a set of multicast traffic 

requests ( )R , the number of maximal wavelengths per fiber ( )M , and the fanout ( ∆ ), 

find a set of light-trees (T ), a set of rings ( Φ ), and the patterns of routing ( rπ ) and 

wavelength assignment ( λπ ) corresponding to the set of light-trees, such that the total 

number of optical fibers to support the light-trees is minimal. Namely, 



 36

),,,,,(),,,,,( ''''* ∆Φ≤∆Φ λλ ππππ rringrring TMZTMZ , 

where ),,,,,(),,,,,,( ''''* ∆Φ∆Φ λλ ππππ rringrring TMZTMZ  are the optimal solution of 

the multi-ring network design and any feasible solution, respectively. 

2.5 Multicast Wavelength Allocation Policy 

As demonstrated in Figure 2.2, the sample light-tree is spanned on the sample 

network and a single unique wavelength is assigned to all its branches (source to 

destination, destination to destination) along its physical links. Considered from the 

wavelength assignment perspective, the wavelength assignment scheme illustrated in 

Figure 2.2 is actually one of the possible techniques for assigning wavelengths to 

light-trees. In this section, we introduce a set of the multicast wavelength assignment 

techniques deployed in mesh and multi-ring networks and all techniques are 

elaborately studied in this thesis.   

On a WDM network, we classify the wavelength assignment methods for 

multicast communications into three different methods as follows: 

(1) Light-tree method (LT): for this method when setting up a light-tree on an 

optical network, we are able to choose only a single wavelength to every 

branch concatenated to form the light-tree (one wavelength to one light-

tree).        

(2) Virtual Light-tree method (VLT): an optical network using the VLT 

method has an ability to assign wavelengths to a light-tree based on a link-

by-link fashion, i.e., a wavelength on a physical link serving the light-tree 

can differ from that of other physical links. With this scheme, optical 

networks must therefore include wavelength converters at all network 

nodes.  

(3) Partial Virtual Light-tree method (PVLT): for this method, optical 

networks are still able to assign several wavelengths to a light-tree as with 

the VLT technique. However, optical networks using this method will 

allocate the wavelengths based on a branch-by-branch fashion instead, 

which is more stringent than the VLT method. Namely, a wavelength of a 
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branch of a light-tree can differ from that of other branches, but the 

wavelength along the links of a branch cannot be changed. Therefore, to 

employ the PVLT method, wavelength converters are needed as with the 

VLT method. However, we anticipate that the number of wavelength 

converters used for the PVLT approach would be less than that for the 

VLT approach. Note that the PVLT approach is a compromise method 

between the LT and VLT methods.    
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Figure 2.3: Multicast wavelength assignment techniques: (a) a light-tree composed of 

four optical branches. (b) Light-Tree (LT) technique, (c) Partial Virtual Light-Tree 

(PVLT) technique, and (d) Virtual Light-Tree (VLT) technique. Different styles of 

line refer to different wavelengths allocated for the sample light-tree. 

To clearly understand the mechanism of each proposed wavelength 

assignment technique, an illustrative example of allocating wavelengths for a light-

tree is given in Figure 2.3.  

2.6 Mesh and Multi-Ring Multicast ILP Formulations 

In this section, new ILP formulations are developed for solving the MC-RWA 

problems as defined in section 2.4. Although, we concentrate only on the study of the 
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multicasting in WDM networks, the ILP models developed here can also be applied 

for unicast and broadcast traffic. This is because unicast and broadcast 

communications are special cases of multicast communication. Therefore, the 

proposed ILP models are actually generalized mathematical models for determining 

the network resources for serving any type of traffic demands.  

2.6.1 Notations 

Let us introduce the parameters (or inputs of the problem) and the variables (or 

outputs of the problem) used to form the proposed ILP formulations. In the following, 

we define:  

Network Parameters: 

N  total number of nodes of the network; 

L  total number of physical links of the network; 

RK =  total number of multicast traffic requests of the network; 

),( kkk Dsr
 

multicast traffic request kr  from source ks to set of destinations  kD ; 

krt  total traffic demand of the multicast  traffic request kr  in units of 

wavelength channels; 

∆  the  fanout of optical splitters;   

M  a maximal number of wavelengths per fiber; 

sd
pij ,δ  takes the value of one if route p  of node pair sd  passes through link ij , 

and zero, otherwise; 

sdP  a set  of candidate routes of node pair sd  

Q  a set of possible rings to form the network;  

qn  total number of physical links of ring Qq ∈ ; 

qsd
ijp
,

,ζ  takes the value of one if route p  of node pair sd  of ring q  passes 

through link ij  and zero, otherwise; 
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∞I  an arbitrarily high constant integer;      

Network Variables:   

ijf  total number of optical fibers on physical link ij ; 

ij
rk

x  a Boolean variable,  an optical branch between nodes i  and  j  to form a 

light-tree for carrying multicast demand kr ; 

sd
prk

a ,  a candidate physical route p  of node pair sd  for multicast demand 

kr (for the VLT system); 

sd
prk

a λ,,  a candidate physical route p  of node pair sd  occupying wavelength λ  

for  multicast demand kr (for the LT and PVLT systems); 

λ,krW  wavelength channel λ  occupied by multicast demand kr (only for the LT 

system); 

qRf  total number of optical fibers of a link of ring q  (every link of ring q  

has the same number of optical fibers); 

qsd
prk

ar ,
,  a candidate physical path p  of node pair sd  for multicast demand kr  

routed over ring q , i.e., a clockwise or counter-clockwise path (for the 

VLT system);  

qsd
prk

ar ,
,, λ  a candidate physical path p  of node pair sd  for multicast demand kr  

routed over ring q  with wavelength λ  (for the LT and PVLT systems). 

 In the next subsection, we present the new ILP formulation based on the 

logical network topology for finding the optimal light-tree structures to carry a given 

set of multicast traffic demands. 

2.6.2 Light-Tree Creation Formulation 

To determine an optimal light-tree kT  for supporting multicast request, ),( kkk Dsr , let 

us construct a fully connected logical graph ),( kkk ANG =  corresponding to 

),( kkk Dsr . The set of nodes kN  of graph kG  has elements consisting of ks  and the 

set of destinations, kD , namely }{ kkkk siDiNiN =∨∈∈= , and kN  is defined as 
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the total number of nodes kN . Meanwhile, the set of logical arcs kA  is defined 

mathematically as },{ jiNjiAijA kkk ≠∧∈∈= .  

Based on the graph, ),( kkk ANG = , we can develop the light-tree formulation 

by employing a concept of transforming the graph kG  to the optimal light-tree kT . In 

the transformation, some of the logical arcs kA  are taken out from the graph kG . We 

define for each arc, kAij ∈ , a Boolean variable ij
rk

x  which is equal to one if arc ij  is 

included in the light-tree kT  as an optical branch, and zero, otherwise. Since the light-

tree should have 1−kN  optical branches, the first two constraints of the formulation 

are      

1−=∑
∈

k
Aij

ij
r Nx

k
k

,                                                   (2.2) 

}1,0{∈ij
rk

x ,                kAij ∈∀ .                       (2.3) 

Moreover, based on the definition of a tree, the light-tree kT  should not 

contain a cycle and should be connected.  Given a subset S of kN , we define a cutset 

)(Sϑ  by },{)( SjSiAijS k ∉∈∈=ϑ . Therefore, we can express the tree definition 

in terms of the constraints:  

∑
∈

≥
)(

1
Sij

ij
rk

x
ϑ

,              NSNS k ,, φ≠⊂∀ .         (2.4) 

 For optical networks, another limitation of the multicasting is the performance 

of the optical splitters, characterized by the fanout ∆ . Therefore, the light-tree 

solution should satisfy this limit by using the constraints:  

                                        ∆≤∑
∈ k

k
Aijj

ij
rx

:

,                           kNi ∈∀ .           (2.5) 

2.6.3 Mesh Network Design Formulation 

For the MC-RWA problem definition of the mesh network design, we can describe 

the corresponding ILP formulation based on an optical network ),( LNG =  and the 

light-tree constraints introduced above as follows.  
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• VLT wavelength assignment method 

 Minimizing the total number of fibers: 

∑
∈

=
Lij

ijmesh fZ :min*                                                  (2.6) 

subject to the constraints (2.2)-(2.5), and: 

∑
∈

×=
sd

kkk
Pp

sd
rr

sd
pr xta , ,   RrAsd kk ∈∀∈∀ ,                   (2.7) 

∑∑ ∑
∈ ∈

≥−×
Rr sd Pp

sd
pij

sd
prij

k sd
k

afM 0,, δ ,         Lij ∈∀                       (2.8) 

+∈ Za sd
prk , ,     RrAsdPp kksd ∈∀∈∀∈∀ ,,          (2.9) 

+∈ Zf ij ,              Lij ∈∀ .                             (2.10) 

As formulated for the VLT wavelength allocation technique, the objective 

function (2.6) is the minimization of the total number of optical fibers needed to 

support the multicast demand set, R . Constraint sets (2.2), (2.3), (2.4), and (2.5) as 

introduced in the pervious subsection are contained in the formulation to find the 

optimal light-trees. Constraints (2.7) ensure that exactly physical routes are selected 

for optical branches of the light-trees. Due to the link-by-link wavelength assignment 

of VLT, constraint set (2.8) states that the wavelength capacity of each physical link 

should be sufficient to meet the multicast traffic load crossing to it. Finally, 

constraints (2.9) and (2.10) limit the network variables of the physical routes and 

optical fibers to be in the nonnegative integer set, +Z .                 

• PVLT wavelength assignment method 

For the PVLT system, a physical route selected for an optical branch of a light-tree 

requires the same wavelength along the path. Therefore, in contrast to the VLT 

systems, a wavelength dimension is needed. Hence, the ILP formulation of the PVLT 

is as below.       
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Minimizing the total number of fibers: 

∑
∈

=
Lij

ijmesh fZ :min* ,                                              (2.11) 

subject to the constraints (2.2)-(2.5), and: 

∑∑
∈ =

×=
sd

kkk
Pp

sd
rr

M
sd

pr xta
1

,,
λ

λ ,   RrAsd kk ∈∀∈∀ ,              (2.12) 

∑∑ ∑
∈ ∈

≥−
Rr sd Pp

sd
pij

sd
prij

k sd
k

af 0,,, δλ ,  },,...,2,1{ M=∀λ Lij ∈∀    (2.13) 

                                           +∈ Za sd
prk λ,, ,             },,...,2,1{ M=∀λ   

                                       RrAsdPp kksd ∈∀∈∀∈∀ ,,           (2.14) 

+∈ Zf ij ,                    Lij ∈∀ .                                    (2.15) 

 Similar to the VLT formulation, the objective function (2.11) aims to 

minimize the optical fiber requirement, while constraints (2.2), (2.3), (2.4), and (2.5) 

are used to determine the optimal light-trees. Constraints (2.12) enforce that in 

addition to selecting the physical routes, wavelengths must be assigned to them. 

Constraints (2.13) ensure that for any physical link, the channel capacity of each 

wavelength can accommodate the traffic routed on it. Constraints (2.14) and (2.15) 

imply that all the network variables are non-negative integers.      

• LT wavelength assignment method 

For multicast optical networks with the LT system, the mathematical model can be 

formulated as below. 

Minimizing the total number of fibers: 

∑
∈

=
Lij

ijmesh fZ :min* ,                                                      (2.16) 

subject to the constraints (2.2)-(2.5), and: 

∑∑
∈ =

×=
sd

kkk
Pp

sd
rr

M
sd

pr xta
1

,,
λ

λ ,            RrAsd kk ∈∀∈∀ ,        (2.17) 
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∑∑ ∑
∈ ∈

≥−
Rr sd Pp

sd
pij

sd
prij

k sd
k

af 0,,, δλ ,        },,...,2,1{ M=∀λ Lij ∈∀   (2.18) 

kk r

M

r tW =∑
=1

,
λ

λ ,                                 Rrk ∈∀                (2.19) 

                                                 λλ ,,, kk r
sd

pr WIa ×≤ ∞ ,        },,...,2,1{ M=∀λ    

        RrAsdPp kksd ∈∀∈∀∈∀ ,,        (2.20) 

+∈ ZW
kr λ, ,           RrM k ∈∀=∀ },,...,2,1{λ           (2.21) 

                                                   +∈ Za sd
prk λ,, ,           },,...,2,1{ M=∀λ  

                                       RrAsdPp kksd ∈∀∈∀∈∀ ,,      (2.22) 

+∈ Zf ij ,                Lij ∈∀ .                                 (2.23) 

 As we can see, the constraints of the LT system resemble those of the PVLT 

system, except the new constraints (2.19)-(2.21) that are specially formulated for the 

LT technique. Constraints (2.19) state that the wavelengths must be selected to 

support each multicast demand, while (2.20) contains linking (forcing) constraints to 

ensure that no physical path selected from constraints (2.17) is permitted to route on 

wavelength λ , unless the multicast traffic demand selects wavelength λ . The 

parameter ∞I  in constraints (2.20) is an arbitrarily high constant. Constraints (2.21) 

limit that the wavelength variables must be in the set of non-negative integers.          

2.6.4 Multi-Ring Network Design Formulation 

Based on the MC-RWA multi-ring problem definition, the ILP formulations 

corresponding to the wavelength assignment techniques can be represented as below:  

• VLT wavelength assignment method 

Minimizing the total number of fibers of all rings: 

∑
∈

×=
Qq

qqring RfnZ )(:min*                                   (2.24) 

subject to the constraints (2.2)-(2.5), and: 
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arRfM ζ ,   Lij ∈∀ , Qq ∈∀               (2.26) 

+∈ Zar qsd
prk

,
, ,    },2,1{=p  

RrAsd kk ∈∀∈∀ , , Qq ∈∀                  (2.27) 

+∈ ZRf q ,               Qq ∈∀ .                               (2.28) 

 As developed for the VLT assignment system, the objective function (2.24) is 

to minimize the total number of fibers allocated on the rings. As in the mesh design 

formulations, constraints (2.2), (2.3), (2.4), and (2.5) are included to determine the 

optimal light-trees. Constraints (2.25) express that the physical routes over the rings 

must be selected for each optical branch of the light-trees. Notice that constraints 

(2.25) simultaneously perform the selection of rings and paths over the rings. 

Constraints (2.26) ensure that the wavelength capacity of each chosen ring is 

sufficient to meet the traffic load flowing on it. Constraints (2.27) and (2.28) ensure 

that the variables representing the physical routes of the rings and the numbers of 

fibers are nonnegative integers.         

• PVLT wavelength assignment method 

In addition to selecting the rings and routing the light-trees over the rings as in the 

VLT multi-ring formulation, for the PVLT method each optical branch of the light-

trees requires only one wavelength. Therefore, the PVLT multi-ring problem can be 

formulated as follows. Note that the explanations of constraints (2.29)-(2.33) are 

similar to those for the VLT multi-ring models.     

Minimizing the total number of fibers of all rings: 

∑
∈

×=
Qq

qqring RfnZ )(:min*                                        (2.29) 

subject to the constraints (2.2)-(2.5), and: 
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                                                      +∈ Zar qsd
prk

,
,, λ ,       },,...,2,1{ M=∀λ },2,1{=p   

RrAsd kk ∈∀∈∀ , , Qq ∈∀      (2.32) 

+∈ ZRf q ,                     Qq ∈∀ .                         (2.33) 

• LT wavelength assignment method 

Based on the PVLT multi-ring formulation and constraints (2.19), (2.20), and (2.21) 

only used for the LT wavelength assignment method, we can thus apply them to 

formulate the ILP program for LT multi-ring design scheme as below.  

Minimizing the total number of fibers of all rings: 

∑
∈

×=
Qq

qqring RfnZ )(:min*                                        (2.34) 

subject to the constraints (2.2) -(2.5) and: 
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λ
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λλ ,,, kk r
sd

pr WIar ×≤ ∞ ,          },,...,2,1{ M=∀λ  

        RrAsdp kk ∈∀∈∀= ,},2,1{          (2.38) 

                                           +∈ Zar qsd
prk

,
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RrAsd kk ∈∀∈∀ , , Qq ∈∀             (2.39) 

+∈ ZW
kr λ, ,              RrM k ∈∀=∀ },,...,2,1{λ              (2.40) 

+∈ ZRf q ,                             Qq ∈∀ .                          (2.41) 

 From the developed ILP formulations, the number of constraints ( cN ) and the 

number of variables ( vN ) for each network design method are given in Tables 2.1 and 

2.2.   
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Table 2.1: Number of constraints ( cN ) and number of variables ( vN ) for the ILP 

mesh formulations. 
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Table 2.2: Number of constraints ( cN ) and number of variables ( vN ) for the ILP 

multi-ring formulations. Note that Q  denotes the average number of candidate rings 

per node pair. 

Muticast Multi-Ring Design Formulation
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2.7 Heuristic Network Design Algorithms 

After calculating the number of variables and the number of constraints, the proposed 

ILP formulations turn out to have large number of variables and constraints when the 

network gets larger. In particular, for the LT and PVLT wavelength assignment 

systems, the number of variables and constraints are also increased as the number of 

wavelengths per fiber increases. Therefore, this implies that an optimal solution of 

MC-RWA problem cannot be obtained in a reasonable time for large networks. In this 

section, we introduce heuristic approaches for finding good solutions in the cases of 

LT and PVLT methods by using the solution from the ILP model of the VLT method.  

 For the development of heuristic approaches, the MC-RWA problem is 

decomposed into two sub-problems: the light-tree and routing allocation sub-problem, 

and the wavelength assignment sub-problem. These two sub-problems are considered 

separately and in sequence. 

2.7.1 Multicast Mesh Design Algorithm for the LT and 

PVLT techniques 

Based on the mesh ILP model of the VLT system, the sequence of steps of the mesh 

algorithm is as follows. 

• STEP 1: Generate the linear formulation of VLT mesh design corresponding to 

the given traffic demands, based on the objective function (2.6) and the constraints 

(2.2)-(2.5) and (2.7)-(2.10). 

• STEP 2: Solve the linear formulation generated in STEP 1 and record its solution, 

},{ ,
sd

pr
ij
r kk

ax . 

• STEP 3: If the solution of PVLT is needed, generate the linear formulation based 

on the objective function (2.11) and the constraints (2.13)-(2.15). Otherwise, if the 

solution of the LT system is needed, generate the linear formulation with the 

objective function (2.16) and the constraints (2.18)-(2.23). For either PVLT or LT, 

generate the additional following constraints and include them into the model: 
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sd
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1
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=λ
λ    , RrNsdPp kksd ∈∀∈∀∈∀ ,, ,          (2.42) 

where sd
prk

a ,  variables in the constraints are replaced by the solution recorded in 

STEP 2. 

• STEP 4: Solve the new linear formulation generated in STEP 3. The network 

solution obtained from the new formulation and the solution recorded in STEP 2 

become the results of the PVLT and the LT mesh designs.   

2.7.2 Multicast Multi-ring Design Algorithm for the LT and 

PVLT techniques   

Similar to the mesh design algorithm, the multi-ring design algorithm for the LT and 

PVLT methods can be performed as follows. 

• STEP 1: Generate the linear formulation of VLT multi-ring design corresponding 

to the given traffic demand, based on the objective function (2.24) and the 

constraints (2.2)-(2.5) and (2.25)-(2.28). 

• STEP 2: Solve the linear formulation generated in STEP 1 and record its solution, 

},{ ,
,

qsd
pr

ij
r kk

arx . 

• STEP 3: If the solution of PVLT is needed, generate the linear formulation based 

on the objective function (2.29) and the constraints (2.31)-(2.33). Otherwise, if the 

solution of the LT system is needed, generate the linear formulation with the 

objective function (2.34) and the constraints (2.36)-(2.41). For either the PVLT or 

LT system, generate the additional following constraints and include them into the 

model: 

qsd
pr

M
qsd

pr kk
arar ,

,
1

,
,, =∑

=λ
λ    , RrNsdPp kksd ∈∀∈∀∈∀ ,, , Qq ∈∀ , (2.43) 

where qsd
prk

a ,
,  variables in the constraints are replaced by the solution recorded in 

STEP 2. 
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• STEP 4: Solve the new linear formulation generated in STEP 3. The solution 

obtained from the new formulation and the solution recorded in STEP 2 are the 

results of the PVLT and the LT multi-ring designs. 

2.8 Lower Bounds on the Fiber Requirement 

In this section, we present the three distinct techniques to determine lower bounds on 

the total number of fibers for implementing optical mesh and multi-ring networks. 

When a network topology and traffic matrix is given, a lower bound on the total 

number of fibers is defined as the maximum value obtained from three lower bound 

techniques. Since in calculating the lower bounds, no wavelength continuity 

constraints are imposed, the lower bounds derived here are only for the VLT 

wavelength assignment methods. Nevertheless, they can be adopted for comparison 

with two other assignment methods: the LT and PVLT methods. 

The first lower bound technique relies on the fact that the number of optical 

fibers allocated on a network should be sufficient to make the network connected: for 

any node pair of a mesh network, there should be at least one path connecting 

between source and destination. Meanwhile, for a multi-ring network, there should be 

at least a number of fibers sufficient to from a ring and connect all nodes together. 

Therefore, the first lower bound can be simply determined by the equations: 

 11, −= NZ LB ,       for the mesh design,                 (2.44) 

NZ LB =1, ,           for the multi-ring design,          (2.45) 

where N  is the total number of nodes of the network.  

       As we can see, the lower bounds computed by the above technique are without 

considering the traffic demands and the number of wavelengths per fiber (M ). Hence, 

in general the first technique does not provide a good lower bound. In order to 

improve the lower bounds, the second lower bound technique includes the traffic 

demands and the number of wavelengths per fiber in the calculation. The ILP 

formulations of the VLT mesh and multi-ring designs as presented in section 2.6 are 

employed in the second technique, but in the models all the integrality constraints, 

that is, the constraints (2.9) and (2.10) for mesh design and the constraints (2.27) and 
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(2.28), are relaxed. Therefore, if the result of the linear relaxation programming is Z , 

the lower bound of the second technique is then: 

   ⎡ ⎤ZZ LB =2, ,                                                (2.46) 

where ⎡ ⎤x  denotes the lowest integer greater than or equal to x . In addition, we can 

further improve the lower bounds 2,LBZ  by introducing the cutting plane methods [38, 

49, 96] into the models. With the cutting plane methods, extra constraints that satisfy 

the feasible integer solution space (the convex hull) of ILP models, but do not satisfy 

the solution space of a liner relaxation programming, are included in the models. 

Therefore, tighter lower bounds can be obtained. Note that in this thesis, the Gomory 

cutting plane algorithm as available in CPLEX 6.6 optimization software is deployed.      

 For the last lower bound technique, we can obtain a lower bound that takes the 

traffic demand and the number of wavelengths per fiber into account as follows. We 

first generate the VLT mesh and multi-ring formulations for 1=M  and then solve 

them to determine the minimal numbers of fibers. At 1=M , the solutions obtained 

from the models of mesh and multi-ring methods can be interpreted as the minimal 

total wavelength channels needed to support the multicast traffic demands. Note that 

in the case of mesh design, it is easy to see that 100% optical fiber usage is guaranteed 

to occur at 1=M . Therefore, if the minimal numbers of fibers needed at 1=M  equal 

to )1(* =MZ mesh and )1(* =MZ ring  for mesh and multi-ring designs, respectively, then 

for any value of 2≥M , the number of fibers required should be at least: 

⎥
⎥

⎤
⎢
⎢

⎡ =
=

M
MZZ mesh

LB
)1(*

3,  ,      for the mesh design,                    (2.47) 

⎥
⎥
⎥

⎤

⎢
⎢
⎢

⎡ =
=

M
MZ

Z ring
LB

)1(*

3, ,        for the multi-ring design.            (2.48) 

 Using the three proposed methods, we can consequently determine the final 

lower bounds for mesh and multi-ring networks as: 

),,max( 3,2,1, LBLBLBLB ZZZZ = .                                      (2.49)   



Chapter 3 

Computational Results and Discussion 

for the MC-RWA Problem 
 

3.1  Introduction 

In this chapter, we present and discuss network design solutions obtained from the 

ILP formulations, the heuristic algorithms, and the lower bound techniques as 

proposed in the preceding chapter. 

 In section 3.2, we describe the setting of experiments to study the MC-RWA 

problem. With the experimental results, section 3.3 investigates the performance of 

the proposed lower bound techniques by comparing lower bound values with their 

optimal values. In section 3.4, the effect of the restricted fanout of optical power 

splitters on fiber requirements of mesh and multi-ring networks are discussed. In 

section 3.5, the system capacity and its utilization of WDM networks based on mesh 

and multi-ring designs are analyzed. By using networks with various values of 

connectivity, section 3.6 provides a comparative study in terms of the network 

capacity required between mesh and multi-ring design methods. Finally, section 3.7 

examines the benefits of having wavelength converter equipped within MC-OXCs 

nodes and also investigates the effectiveness of the proposed heuristic algorithm.    
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3.2 Experimental Networks and Setting 

In this section, we present the results obtained from the ILP formulations, the 

heuristic algorithms, and the lower bound techniques by using the NSFNet backbone 

[41] and the European Optical Network backbone (EON) [26]. The experimental 

network topologies and their network parameters are shown in Figure 3.1. All the ILP 

models implemented for the discussion are solved by the CPLEX 6.6 MIP solver [97] 

on a PC 2GHz Intel Pentium 4 with 512 MB of RAM. For the mesh design, the ILP 

models are formulated with sets of 10 and 5 shortest paths for each node pair 

corresponding to the NSFNet and EON networks, respectively. In addition, sets of 50 

and 100 smallest rings by size are provided for the multi-ring ILP models of the 

NSFNet and EON networks, respectively. To set up the experiment, we solve the 

optimization problems only in the case of the VLT system, while for the PVLT and 

LT systems we employ the proposed heuristic algorithms to determine the results. 

Experimentally, the optimal solutions of the NSFNet network in most cases were 

found within two hours, while for the larger EON network, on average they were 

found within a day. Note that the optimal solutions at 1=M  used for determining the 

lower bounds were typically obtained in a few seconds for both test networks. 

Throughout this section, we let a parameter G  be the total number of destinations of a 

given multicast session. Moreover, in the experiments each network node is set to 

require a 2-wavelength-channel multicast session, while its destinations are randomly 

selected with a fixed value of G. By the optimization process, all the results shown in 

this section except the last subsection 3.7 are for the VLT system. 
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Figure 3.1: Experimental optical backbones. 
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3.3 Performance of the Lower Bound Techniques 

To study the performance of the multicast lower bound techniques, Figures 3.2 and 

3.3 show results corresponding to the NSFNet and EON networks, respectively.  

When the fanout,∆  is set to 2, 3 and 4, we plot the minimal number of fibers required 

and the lower bounds as a function of the number of wavelengths per fiber, M. In the 

Figures 3.2 and 3.3, we also present the outcomes for both network designs, i.e., mesh 

and multi-ring designs with a fixed value of G. The G parameter is varied from 4 to 

10. First, consider the case of mesh network design. Figures 3.2 and 3.3 quantitatively 

demonstrate that the curves of lower bounds and the optimal results behave very 

similarly. The lower bounds determined from our techniques are very close to the 

optimal values obtained from the ILP models of the VLT system. In addition, the 

results show that this observation is consistent regardless of the influence of ∆  and G 

values on the network design. In the experimental details, we also notice that for the 

first range of the number of wavelengths per fiber ( 162 ≤≤ M ), the lower bounds of 

mesh networks are in most cases identical to their optimal values; see the NSFNet and 

EON mesh designs with G=8 and 10, for example.   
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Figure 3.2: Numerical results for the NSFNet backbone. 
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Figure 3.3: Numerical results for the EON backbone. 
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Let us now investigate the case of multi-ring design. Figures 3.2 and 3.3 

indicate that our lower bound techniques return the results that are close to the actual 

minimal number of fibers required, especially for small values of M. This remark is 

similar to that for the case of mesh design. However, when the number of 

wavelengths per fiber gets larger, we observe that in multi-ring design, there exists a 

gap between the curves of lower bound and the optimum. For example, in the EON 

multi-ring design with G=10, the lower bound and optimal curves are initially 

separated at M=12 and the gap width is relatively constant as M increases. 

Nevertheless, when measuring the gap we found that the distance between the two 

curves is rather short. In addition, as will be analyzed, a network implemented at these 

large values of M generally falls in the state of over-provision of wavelength capacity, 

leading to a waste of network resources and network costs as well.  

Therefore, based on the discussion, we can conclude that with multicast traffic 

the proposed lower bound techniques potentially provide good, tight lower bounds for 

both mesh and multi-ring designs.  

3.4 Effect of Restricted Fanout on the Fiber Requirement  

Using the EON network, Figures 3.4 and 3.5 illustrate how a limited fanout affects the 

number of fibers required to support the multicast traffic. In Figure 3.4, for varying 

the values of G each data point represents the ratio of the number of fibers with the 

specified fanout ∆ =3 to that with the fanout ∆ =2. Note that ∆ =2 implies that each 

multicast demand must be accommodated on a chain structure instead of on a light-

tree, see Figure 4.4 for clarify. Similarly, data plotted in Figure 3.5 are the ratios of 

the number of fibers with the fanout ∆ =4 to that with the fanout ∆ =3. Let us first 

consider Figure 3.4. It shows that for both mesh and multi-ring methods, the ratios of 

all data points are always equal to or less than 1. Particularly, for 1 ≤≤ M 16 and large 

G values, there are several cases where the fibers can be saved by more than 15% for 

both mesh and multi-ring schemes with respect to the results for ∆ =2. Thus, this 

confirms our knowledge that using the light-tree structure can reduce the requirement 

of optical fibers, leading to transmission line cost savings. However, the data of 

Figure 3.4 also suggest that the fiber saving obtained by employing light-trees tends to 

disappear as M increases. For instance, the ratios for mesh designs are equal to 1 
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when ≥M  25. Consequently, this implies that we may not have to employ optical 

chains to support multicast traffic if the number of available wavelengths per fiber is 

high enough.   
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Figure 3.4: Ratio fiber requirements at =∆ 3 and =∆ 2 versus M. 
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Figure 3.5: Ratio fiber requirements at =∆ 4 and =∆ 3 versus M. 

When further increasing the fanout of optical splitters, Figure 3.5 indicates 

that the fiber reduction is very low and can be negligible. This is because the 

increment of ∆  from 3 to 4 leads to fiber saving less than 5% and as we can see the 

ratios are typically equal to 1. Further studying the effect of fanout on the fiber 

requirement of the EON network, we have found that for both mesh and multi-ring 

methods the results for ≥∆  5 are identical to those of ∆ =4 for every value of M. 

Therefore, this finding signifies that increasing the fanout to more than 4 cannot 
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decrease the number of fibers needed to serve the traffic. It should be noted that this 

scenario is also found for other test networks.  

Thus, based on the experiments, we can conclude that for static multicast 

traffic the fiber reduction achievable by allowing the high values of ∆  is not 

substantial and can be omitted. By providing only small values of ∆ , we obtain the 

same minimal number of fibers as in the case of a high value of ∆ . 

3.5 System Capacity and Its Utilization 

Number of wavelengths per fiber, M

%
 U

til
iz

at
io

n

30

40

50

60

70

80

90

100

0 5 10 15 20 25 30 35 40

System
 capacity

300

400

500

600

700

800

900

1000
EON Mesh design, G=10, ∆=4

 Number of wavelengths per fiber, M

%
 U

til
iz

at
io

n

30

40

50

60

70

80

90

100

0 5 10 15 20 25 30 35 40

System
 capacity

300
400

500

600

700

800

900

1000

1100

1200

EON Multi-ring design, G=10, ∆=4

 
 

Figure 3.6: System capacity and its utilization versus the number of wavelengths per 

fiber, M. For both graphs, the bold and dashed curves are associated with the left and 

right vertical axes, respectively. 

To discuss the employment of multi-fiber systems in optical networks in terms of the 

number of wavelengths multiplexed in a fiber, Figures 3.2, 3.3 and 3.4 are needed. As 

we can see, all the graphs in Figures 3.2 and 3.3 behave similarly. Here, let us discuss 

only the graphs in the case of EON, G=10, and ∆ =4. Figure 3.6 consequently shows 

the system capacity and its utilization. Now, consider the network using the mesh 

design. In Figure 3.3, the EON mesh design graph with G=10 and ∆ =4 illustrates that 

the total number of fibers tends to decrease as the number of available wavelengths 

per fiber, M increases. Particularly, for low M values the total number of fibers drops 

rapidly. For example, if the network employs fibers at M=2, the total number of fibers 

can be reduced to around half of that of M=1. Nevertheless, instead of rapidly 

dropping, after M=8 the resulting curve becomes flattened and no reduction of the 
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number of fibers can be observed for values of M≥ 24. Therefore, regarding this 

observation, the increment of M≥ 24 results in the abruptly increment in system 

capacity and in effect, the sharp drop of its utilization; see Figure 3.6. Therefore, our 

experiment suggests that under the conditions of the mesh approach, it may be more 

cost-effective for the network to employ a small number of wavelengths per fiber.  

For the multi-ring design counterpart, the resulting curves in Figures 3.3 and 

3.6 are the same as those of the mesh design, meaning that the above discussion of the 

mesh design can be applied to the multi-ring design. In contrast, however, we found 

some rather distinctive points of the multi-ring method. As demonstrated in Figure 

3.6, the system capacity drops at some points when increasing the value of M from 1 

to 25. This scenario is constrast to the system capacity curve for a mesh design. A 

particularly noticeable capacity drop is at M=20, leading to the highly efficient use of 

fibers (98%) again, excluding the former values of M. Investigating in details, we 

found that at those points the network can find sets of rings to fit the given traffic 

demand better than at other points. Therefore, based on the results, it can be 

summarized that in addition to small values of M, the multi-ring networks may be 

implemented with high fiber usage efficiency at some large values of M.  

3.6 Capacity Comparison between Mesh and Multi-ring 

Designs 

To analyze the differences in the numbers of fibers needed for the mesh and multi-

ring techniques, in Figure 3.7 we plot the multi-ring to mesh fiber requirement ratio 

versus a range of M values. As shown, we present only two cases, i.e., ∆ =2 and 3. 

For ≥∆ 4, the same results as in case of ∆ =3 were obtained.  

Let us consider Figure 3.7. As expected, across the range of M values shown 

in the figures the EON network implemented with the multi-ring approach always 

needs more fibers than that with the mesh approach. This observation is true for all 

specified values of G and ∆ . For instance, the test network with ∆ =3 and G= 10 

needs as many as 50% additional fibers when using the multi-ring design at M=15 

with respect to the mesh design. However, for some data points the extra number of 

fibers for the multi-ring design is only around 10%, specifically at G=6 and ∆ =3. In 



 62

the design, the additional fiber requirement of the multi-ring networks with respect to 

the mesh networks is caused by the constraint that the multicast traffic must be 

accommodated over the rings, thus resulting in the lower flexibility to route the traffic 

demands. In addition, Figure 3.7 suggests that the resulting ratios fluctuate somewhat 

over the range of low M values, but the fiber requirement ratio begins to be constant 

for M beyond 25 for both ∆ =2 and 3.  
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Figure 3.7: Multi-ring to mesh fiber requirement ratio for a range of M values. 

In order to further study the differences between two design systems in terms 

of capacity requirement, Figure 3.8 is introduced to show such differences as a 

function of the average nodal degree of the network, d . In the experiments, all test 

networks are fixed to 13 nodes and we vary the number of physical links according to 

the specified nodal degree. All the test networks are depicted in Figure 3.9. As shown 

in Figure 3.8, only the results at M=1 are reported. This is because the 100% capacity 

utilization for M=1 lets us clearly view the resource comparison between the two 

network design systems. Moreover, since the results at ∆ ≥ 3 of all test networks are 

identical for all values of M, we present these results by one curve for each network 

design system.        

Examining the relation between the capacity requirement and the connectivity, 

Figure 3.8 demonstrates that for both design approaches, the network capacity has an 

inverse relationship with the nodal degree, d . This is because as the networks 

connectivity increases, shorter paths become available for accommodating the light-

trees, resulting in more saving the network capacity. Additionally, Figure 3.8 shows 
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that for each design method, there exists a gap between the results for ∆ =2 and ∆ ≥ 3. 

However, the gap is considered narrow and can be neglected. Hence, this observation 

confirms the conclusion in subsection 3.4 that only small ∆  values are sufficient to 

provide the same minimum capacity requirement as in the case of a large ∆  value. 
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Figure 3.8: Number of fibers needed at M=1 versus the nodal degree (d ). 
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Figure 3.9: Experimental networks with various values of nodal degree. 
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As a comparison, Figure 3.8 also indicates that at a fixed∆ , the capacity gap 

between the multi-ring and mesh approaches is narrower when the level of network 

connectivity increases. No capacity gap can be noticed when d ≥ 2.8. Hence, the 

requirement of capacity of additional fibers for multi-ring technique in comparison 

with the mesh technique is relaxed for the highly connected network, d ≥ 2.8. 

 Therefore, based on the discussion, we can conclude that under the same 

multicast traffic pattern, the multi-ring design approach generally requires more 

network capacity than the mesh approach, resulting in the lower resource utilization 

by the multi-ring approach. However, the extra cost of the multi-ring technique is 

balanced by network control and management that are simpler than those for networks 

based on the mesh design. Moreover, the experiments show that the extra cost of the 

multi-ring design can be diminished by increasing the network connectivity.  

3.7 Wavelength Assignment Techniques and Heuristic 

Algorithm Performance 

Employing the heuristic algorithms as introduced in chapter 2, numerical results for 

the LT, PVLT and VLT systems in the cases of the EON mesh and multi-ring 

networks with G=10 are reported in Figure 3.10. For other cases, the similar 

characteristics are obtained.  

 The results in Figure 3.10 are shown in terms of the PVLT to VLT fiber 

requirement ratio and the LT to VLT fiber requirement ratio. At M=1, the number of 

fibers required by the LT, PVLT and VLT are equal for both network design methods, 

confirming the equivalence of these three systems. Thus, it is not an issue at this 

point. Considering the mesh design, Figure 3.10 shows that the number of fibers 

required for the PVLT and VLT are typically identical. VLT can save as many as 4% 

of the fibers for M=16 and ∆ =3 with respect to PVLT. However, 4% saving is not 

considered substantial. Similarly, studying the differences between LT and VLT, the 

mesh design ratios demonstrate that the LT system in most cases requires a number of 

fibers equal to that of the VLT system. As shown, the difference is at most only 4%, 

which is not significant. Therefore, linking the observations of the PVLT to VLT ratio 
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and the LT to VLT ratio, it is concluded that there is no noticeable difference among 

the three wavelength assignment schemes in the mesh design.  
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Figure 3.10: Ratios of fiber requirements among the VLT, PVLT and LT wavelength 

assignment techniques. 

  Let us focus on the multi-ring technique. In Figure 3.10, the ratios of the 

PVLT to VLT and the LT to VLT are equal to 1 for all values of M, meaning that the 

total number of fibers for the VLT, PVLT and LT are identical. Therefore, as 

concluded for the mesh design, the VLT, PVLT and LT of the multi-ring technique 

are the same in terms of fiber requirements. Note that for both network design 

techniques, we also found these conclusions for other test networks.  

Due to these conclusions, we can further conclude that the benefits of 

wavelength converters equipped at MC-OXCs can be negligible for both mesh and 

multi-ring design approaches. Additionally, in the aspect of wavelength assignment, 

at one extreme is the VLT technique, the most flexible technique to assign 
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wavelengths to light-trees. At the other extreme is the LT technique, the least flexible 

wavelength assignment technique. Therefore, it can be induced that other wavelength 

assignment methods do not decrease the number of fibers considerably.  

Finally, let us investigate the performance of the heuristic algorithms to obtain 

the PVLT and LT network outcomes. Based on the results, there is a slight difference 

among the VLT, PVLT and LT systems. In most cases, the results of the three 

systems are the same. Since all VLT results reported here are optimal, we can 

summarize that our heuristic algorithms potentially provide the good near-optimal 

solutions for the PVLT and LT systems. Also, in tests for the relatively large EON 

network, we found that the heuristic algorithms can completely solve the network 

problems within on average, 30 minutes for the mesh design and only a few seconds 

for the multi-ring techniques. This is acceptable for our heuristic algorithms to be 

useful for large network problems. Moreover, as concluded, the lower bounds are 

close to the VLT results and the LT and PVLT results are also close to the VLT 

results. Thus, these statements imply that in addition to the VLT network, our lower 

bound techniques can be appropriately extended to work with the LT and PVLT 

networks as good estimators of the fiber requirement for the LT and PVLT networks. 

 



Chapter 4 

Light-Tree Protection Approaches for 

Multicast Sessions on WDM Mesh 

Networks 

 

4.1 Introduction 

As described in Chapter 1, this thesis deals with the optical protection problem of 

multicast WDM mesh networks. In this chapter, we elaborately study this problem. 

 Section 4.2 presents six new multicast protection strategies to protect multicast 

session against single link failures in WDM mesh networks. In section 4.3, we 

propose a concept of applying point-to-point protection techniques, which are 

historically employed to protect unicast connection, to protect multicast sessions. Five 

point-to-point protection strategies are examined. In addition, section 4.3 describes 

the advantages and disadvantages of using point-to-point protection systems instead 

of multicast protection systems to protect multicast sessions. In section 4.4, a new 

simple diagram of the evolution of protection design is presented. Section 4.5 

introduces three wavelength allocation techniques deployed in restoration process of 

networks. In section 4.6, three spare capacity placement techniques to guarantee 

100% link-survivability are investigated. Finally, with the study of protection 

systems, section 4.7 formally defines two optical protection problems investigated in 

the thesis. 
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4.2 Multicast Protection Strategies 

In this section, six new multicast protection strategies are proposed as follows. 

4.2.1 Light-Tree Reconfiguration Protection Strategy (LR) 

As described, under normal operation, an optical network employs light-trees to 

support multicast traffic. For the light-tree reconfiguration protection strategy (LR), in 

event of a single link failure, all the ongoing light-trees are released and reconfigured 

to avoid a failed link. Although there are a number of light-trees not directly 

interrupted by the failure, a network using this protection is capable of rearranging 

them in the restoration process. Accordingly, the LR protection is in principle 

considered very flexible to handle any interruption, resulting in the minimal 

requirement of capacity resources. To see how the LR protection works on the 

network, Figure 4.1 demonstrates its mechanism. 
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Figure 4.1: An example of a network using the LR and LIR protection strategies. 

As illustrated in Figure 4.1, there are two light-trees, i.e., light-tree 1 and 2, 

working on the example network. When link 3-8 is cut, we observe that only light-tree 

1 is disturbed by the failure. Thus, light-tree 1 should be reconfigured to recover from 

the failure. However, the LR protection can perform to reconfigure not only light-tree 

1 but also light-tree 2 in the restoration process, as shown in Figure 4.1.      
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Consider LR protection method. Although LR is conceptually preferable as it 

needs the minimal network resources to provide survivability, networks may suffer 

from several disadvantages. For instance, the reconfiguration of all light-trees on the 

entire network is not extremely desirable. This is because the rearrangement of all the 

traffic on the network usually takes a long time, not automatically reacting to the 

faulty event and degrading QoS of traffic as well. In addition, a network with LR 

protection would need a signaling system that is very efficient and very complicated, 

thereby requiring intricate network operation and management. Therefore, due to 

these disadvantages, the LR protection is considered impractical. However, the design 

outcomes of LR approach are useful as a benchmark to assess the performance of 

other, more practical light-tree protection approaches. 

4.2.2 Light-Tree-Interrupted Reconfiguration Protection 

Strategy (LIR) 

For the light-tree-interrupted reconfiguration protection approach (LIR), some part of 

its protection mechanism is identical to the LR approach. Employing the LIR 

approach, the network still has a capability to reconfigure the light-trees against a link 

failure. However, unlike LR, the LIR protection permits only light-trees traversing a 

failed link to change. Figure 4.1 illustrates the difference between the LR and LIR 

techniques. As shown, for the LIR approach, after the failure occurred at link 3-8, 

only the interrupted light-tree 1 is subject to rearrangement, while light-tree 2, which 

is not affected by the failure, remains unchanged.    

As exemplified, we obviously see that LIR is less flexible than LR. It is thus 

expected that LIR would require more extra wavelength capacity to provision the 

survivability on networks than LR. However, this drawback of the LIR protection 

with respect to the LR protection is compensated by more easily managing the 

network after the failure occurs. In consequence, the LIR protection is more attractive 

to implement than the LR protection.     
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4.2.3 Optical Branch Protection Strategy (OB) 

As explained above, both LR and LIR protections are designed by relying on the 

concept of reconfiguration of light-trees. If we consider the reconfiguration in detail, 

it should be remarked that only portions of light-trees are disrupted by the failure. As 

shown in Figure 4.1, only optical branch 3-8 of light-tree 1 is disrupted. Therefore, 

from this viewpoint, the network does not essentially reconfigure all optical branches 

of disrupted light-tree. It is adequate to rearrange only the optical branches that are 

directly corrupted by the failure. This observation is the main idea in designing the 

optical branch protection strategy (OB). 

Upon the failure, the network deploying the OB protection must first seek out 

which optical branches of light-trees are disrupted. As already found, the interrupted 

optical branches are released and the network will then set up new optical branches, 

here called backup optical branches, so as to replace the interrupted ones. Under the 

OB protection, the network has flexibility to select the backup optical branches as 

long as they still make the light-trees connected and are also able to recover from the 

failure. Additionally, the OB technique allows the network to change the backup 

optical branches in accordance with different failure events. This implies that the 

network can choose different backup optical branches for different positions of the 

fault. For clarity, an example of a network with the OB protection is given in Figure 

4.2.  
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Figure 4.2: An example of a network with OB protection approach. 
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As shown, upon the fiber link 3-5 failure, the network detected that optical 

branch 3-7 is being disrupted. In the OB technique, the network will then replace the 

disrupted branch by allocating a backup optical branch. To set up the backup optical 

branch, the backup optical branch must be initiated from nodes which are members of 

the affected light-tree. From Figure 4.2, the network has three possible ways to 

establish the backup optical branch for restoration. Namely, the backup branch is 

possibly initiated at node 8, 3, or 1, but all backup branches of choice have to be 

terminated at node 7. All possible restoration scenarios are shown in cases a, b, and c 

in Figure 4.2.        

Intentionally, the OB protection is designed to directly handle the optical 

branches that are corrupted by the failure. Therefore, the OB method is more practical 

to realize than the LR and LIR methods. This is because with respect to LR and LIR, 

the OB protection is more effective in such features as a smaller database size to store 

backup routes, and a simpler protection management system. Overall, the restoration 

time can be reduced. However, the OB method has a shortcoming, i.e., it would need 

more network resources than the LR or LIR technique.   

4.2.4 Optical-Branch-Fixed Protection Strategy (OBF) 

The optical-branch-fixed protection technique (OBF) is historically derived from the 

OB protection with the aim to simplify the backup optical branch computation to 

protect against link failure. As stated, the OB technique can protect the network by 

assigning backup optical branches to replace failed ones. This idea is also included in 

the OBF scheme. However, as opposed to OB, the OBF protection will employ a 

certain number of backup optical branches to restore a light-tree from all possible 

failure scenarios. Figure 4.3 illustrates the OBF technique.  

As previously exemplified in Figure 4.2, for OB, there are three possible ways 

to establish the backup optical branch when the link 3-8 is cut. However, in the OBF 

approach the network will initially determine a number of backup branches for each 

light-tree and the network will then deploy them for protection against all possible 

link failures. As demonstrated in Figure 4.3, the network decides to exploit two 

backup optical branches, i.e., optical branches 1-7 and 8-7, against all possible events 

of failure. Therefore, in the case of the failed link 3-8, the network is restricted and 
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has to select the backup optical branch from the two prior determined backup 

branches. As shown in Figure 4.3, the network with OBF finally selects the backup 

branch 8-7 for restoration. Notice that this is in contrast to the three choices to choose 

the backup branch in the OB protection.  
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Figure 4.3: An example of a network using the OBF and PBF protection strategies. 

Determining the number of backup branches (Br) for the OBF scheme 

strongly depends on the shape of the light-trees, which further relies on the fanout 

(∆ ) of optical power splitters. To illustrate this relation, Figure 4.4 gives an example. 

Before describing Figure 4.4, we here note that in this thesis, we count the splitting 

degree, or fanout, of an optical power splitter based on optical branches exploited in 

normal operation, excluding backup optical branches. This is because this thesis 

assumes that optical splitters used for backup branches in restoration are allocated 

separately from those used for optical branches under normal operation.      

In Figure 4.4, we present the light-trees by circles connected by bold lines. 

Meanwhile, the dashed lines represent the backup optical branches. As considered, the 

different fanout specified by optical splitters results in the different minimum number 

of backup optical branches needed for restoration against events of failure. For 

instance, in the case of ∆ =2, the minimal number of backup branches required for 

restoration is 1 (Br=1). However, for∆ =3, the minimal value of Br depends on the 

shape of the light-tree. Figure 4.4 shows the cases of Br=2 and 3 at ∆ =3. 

Furthermore, we notice that the value of Br can be increased from its minimum. In 
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Figure 4.4, at ∆ =2 the values of Br can be possibly increased to 2, 3, or 4. The 

increment in the number of backup branches signifies that the network has more 

choices in selecting backup optical branches for restoration; hence it is possible to 

save on network spare capacity. Therefore, under this scenario, the number of backup 

optical branches is a key factor in designing the OBF protection. In chapter 6, we 

shall quantitatively analyze the effect of this factor on fiber requirements of networks.   
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Figure 4.4: Effect of light-tree shape on the number of backup optical branches (Br) 

needed for restoration.   

4.2.5 Physical-Branch-Fixed Protection Strategy (PBF) 

With regard to the design of multicast protection strategies, the OBF strategy is 

obviously a limited version of the OB strategy. In the same manner, the physical-

branch-fixed protection strategy (PBF) is designed to be a limited version of the OBF 

strategy. As with OBF, in the PBF technique, each light-tree operating on a network 
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has a certain number of backup optical branches to restore it. However, as in the 

definition of light-trees, the optical branches are based on the logical topology. Thus 

in OBF, there are many possible physical routes that can be selected to support the 

backup optical branch. Consequently, although for two different failure events, OBF 

uses the same backup optical branch for restoration, the physical routes for those two 

failure events may be different. Therefore, to reduce the complexity of OBF, the PBF 

technique has a following additional constraint. For each backup optical branch, there 

must be only one physical route chosen, i.e., one backup branch for each physical 

route. Figure 4.3 shows the difference between the OBF and PBF techniques.  

As demonstrated, although OBF uses the same backup optical branch, i.e., the 

backup branch 8-7 to restore the light-tree both in cases of link 3-8 and 3-5 failures, 

the selected corresponding physical routes are absolutely different. On the other hand, 

in the PBF protection, the network will be restricted and has to use only one physical 

route for each backup optical branch. Therefore, in Figure 4.3, the PBF protection 

employs the same physical route 8-7 for restoration both in cases of link 3-8 and 3-5 

failures. In addition, Figure 4.3 shows that the PBF method always employs two 

backup physical routes against all possible link failures.  

4.2.6 Optical  Mesh Protection Strategy (OMP) 

Consider five multicast protection strategies as explained above. Networks 

accommodate light-trees to support multicast services and employ the reconfiguration 

of light-trees or backup optical branches to protect them against failures. 

Alternatively, there is another technique to provide survivability to multicast services. 

It is named the optical mesh protection strategy (OMP). In the OMP strategy, the 

network does not construct light-trees as in the previous multicast protections. The 

network instead constructs optical meshes. In OMP, an optical mesh is defined as a 

mesh structure consisting of a number of optical branches connecting together and 

covering all members of a multicast session. In addition, the optical mesh must have 

the following properties. Each optical branch of the optical mesh must have an exactly 

corresponding physical route and upon any possible failure, the optical mesh must 

still be connected. Thus, to satisfy this property, the optical mesh for the OMP 
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protection must be two-connected [37, 70]. Figure 4.5 illustrates the OMP method on 

the example network. 

OMP Protection Approach

2

3

8
7

5

6

1

4

2

3

8
7

5

6

1

4

3

8

7

1

Optical Mesh

The optical mesh
is embedded on the
physical topology

and all possible
single link failures
do not make the

optical mesh
disconnected.

 
 

Figure 4.5: An example network employing the OMP method for protection. 

In fact, the OMP protection can be viewed as a development of the PBF 

protection. To become OMP, after PBF has already chosen the backup physical routes 

for a light-tree, the network immediately reserve dedicated resources for such backup 

physical routes before the failure occurs. Therefore, from this circumstance, we can 

see that a light-tree combined with the backup physical routes will automatically 

become an optical mesh, resulting in the OMP protection.        

Consider the OMP protection. Due to the dedicated reservation of network 

capacity, the restoration time of OMP is inherently very short with respect to the 

previous multicast protection approaches. However, for the same reason, low network 

capacity utilization can be found in networks using the OMP protection.                        

4.3 Point-to-Point Protection Strategies 

As proposed, if we carefully examine the previous multicast protection approaches, 

we shall observe that the basic element used in the restoration is the light-tree. Upon a 

failure, the multicast protection techniques will attempt to recover the interrupted 

light-trees, resulting in changing their shape (or the sequence of nodes to receive the 

data) as shown in Figures 4.1-4.3. On the other hand, in the event of failure, we may 

desire to keep the light-tree shape the same as that before the failure occurs. Only one 
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solution to meet this desire and also avoid link failures is to change only the physical 

routes corresponding to optical branches of light-trees, while the optical branches as 

seen on the logical topology are unchanged (see case b of Figure 4.2 for an example) 

Thus, from this standpoint, the basic restoration element is automatically changed 

from the light-tree to the physical route. Consequently, the protection strategies 

designed for lightpaths (point-to-point connections) can be extensively employed to 

protect multicast traffic. With respect to this scenario, point-to-point protection 

approaches can be classified as a class in providing survivability to multicast traffic, 

apart from the class of multicast protection approaches as previously proposed.  

Here, it is worth noting that by using the point-to-point protection system for 

protecting multicast traffic, the network operation system will be less complicated 

with respect to the use of multicast protections since the network does not need the 

specific protection mechanism and system for multicast traffic. This results in that the 

network has only a single protection control plane to restore all types of traffic, 

including unicast, multicast, and also broadcast traffic. In addition, due to an 

unchanging light-tree shape for restoration, the point-to-point protection for multicast 

traffic can avoid the problems caused by the order of destination nodes in receiving 

the data signal as occurring in the multicast protection approaches.   

In the following, we shall present the point-to-point protection strategies 

studied in this thesis. 

4.3.1 Physical-Route Reconfiguration Protection Strategy 

(PRR) 

As discussed, the point-to-point protections in multicast WDM networks are able to 

change (or reroute) only physical routes corresponding to optical branches of a light-

tree, while the light-tree structure seen on the logical topology remains unchanged. 

Hence, the first protection technique is simple to design. For the physical-route 

reconfiguration protection strategy (PRR), which is adapted from the minimal cost 

protection approach (MC) in [25-27], in the event of a failure, all the ongoing physical 

routes established on the network are released and rearranged, regardless of whether 

the physical routes are directly affected by the failure.  
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To clearly understand the PRR technique, a network example is given in 

Figure 4.6. As demonstrated, it is clear that upon a failure, the PRR technique does 

not alter the light-tree structure as seen on the logical topology. In contrast, to avoid 

the failure, PRR will reroute all physical paths of light-trees working on the entire 

network instead.  
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In the PRR, upon the failure all phy sical routes of the light-tree are rerouted, while the
light-tree seen on the logical topology  is unchanged. In addition, the rerouting patterns

can be different for link failures in different position.

In the SLB,only  a phy sical route affected by  failure is rerouted. In addition, although
for the different events of link failure the same physical route is disrupted, the network

can use different backup paths for restoration.

 

Figure 4.6: An example of a network using the PRR and SLB protection approaches. 

Due to the rearrangement of physical paths by PRR in the restoration process, 

PRR is inherently very flexible with respect to other point-to-point protection 

approaches. Therefore, when compared with other point-to-point protections, PRR 

will require minimal network resources. However, this benefit comes at the cost of 

very complicated network management and operation, and also a slow restoration 

time.  

4.3.2 Single Link Basis Protection Strategy (SLB) 

As a point-to-point protection approach, the single link basis protection strategy [25-

27] has a mechanism as follows. Unlike PRR, in events of link failure, a network with 

the SLB approach will reroute only the physical routes that pass through the failed 

link, while other routes are left undisturbed. Moreover, the SLB scheme has a 

property that each physical route can have different restoration routes depending on 
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the location of the failed link. Figure 4.6 shows the difference between the PRR and 

SLB approaches. 

As illustrated in case a) of Figure 4.6, upon the link 3-5 failure, the network 

with the SLB approach reroutes only the disrupted physical route 3-5-7 by using the 

restoration path 3-4-5-7, while other physical routes are unchanged. This is in contrast 

to PRR, which reroutes all the physical routes of the light-tree. In addition, for SLB, 

although the same physical route 3-5-7 is also disturbed by the other link 5-7 failure, 

the network can use a different restoration path. As shown in case b) of Figure 4.6, the 

SLB approach decides to employ the restoration path 3-4-6-7 as opposed to the 

restoration path 3-4-5-7 in case a).   

  From the example, we can see that SLB is less flexible in terms of rerouting 

physical routes than PRR. Thus, SLB is expected to require more network resources 

for protection than PRR. Nevertheless, the main advantage of SLB is that its 

protection management is simpler, thus leading to an improved restoration time.     

4.3.3 Disjoint Path Protection Strategy (DJP) 

Like the SLB approach, the disjoint path protection scheme (DJP) [25-27] only 

requires the rearrangement of the physical routes that are disrupted by the failure. 

However, in the DJP approach, the physical route and its restoration routes must be 

chosen to be disjoint. This means that the network must choose a restoration route that 

does not pass fiber links in common with the corresponding working physical route. 

This link disjointness implies that for DJP, only one restoration path for each working 

physical path suffices to protect it against all single link failures. Therefore, the DJP 

protection is the system of one working physical route for each restoration route (1:1 

system).  

In fact, the DJP approach can optionally be used against node failures if the 

network selects an active path and restoration path not sharing the same nodes. In this 

thesis, we select to study the DJP approach with node disjointness because it is 

attractive if the network is able to survive both node and link failures; see Figure 4.7 

for an example of a network using DJP. As shown, each physical route of the light-

tree has its own node-disjoint restoration route.  
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Figure 4.7: An example of a network using the DJP protection scheme. 

4.3.4 Link Protection Strategy (LP)  

As commonly known, the PRR, SLB and DJP protection schemes are classified as the 

path-based protection [63-65]. In path-based protection, upon a failure, the interrupted 

paths are rerouted on new entire physical routes between the end points of 

connections. On the other hand, an alternative class of point-to-point protection is the 

link protection [63-65]. In the link protection, all the physical routes of light-trees that 

transverse a failed link are rerouted around that failed link; see Figure 4.8 for 

example. As illustrated in case a), in the event of link 3-5 failure, only part 3-5 of 

working route 3-5-7 is rerouted to avoid the failure, while other parts of the route 

remain unchanged.         
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Figure 4.8: An example of a multicast network using the link protection strategy. 

 The key advantage of the link protection is that the protection system performs 

locally and is transparent to the end points of connection; hence its protection process 

is relatively faster than path-based protection counterparts. However, due to its 

restriction of rerouting the interrupted traffic, the network capacity needed for the link 

protection is expected to be more than that needed by the path-based protections.   
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4.3.5 1+1 Protection Strategy 

The last protection strategy investigated in this thesis is the 1+1 protection technique, 

which has been intensively studied in the literature [16, 64]. For the 1+1 protection, at 

the time of setting up the physical routes of a light-tree, the network will allocate both 

physical routes and their dedicated node-disjoint backup routes simultaneously. If a 

failure occurs on the working route, the network will start employing the backup 

route. In fact, the 1+1 protection can be viewed as a point-to-point protection 

developed from the DJP technique if the network capacity of the node-disjoint 

restoration routes of the DJP technique is dedicated and reserved in advance before a 

failure happens.  

Due to the dedicated reservation of network capacity in the 1+1 protection, its 

restoration time is inherently very short with respect to other point-to-point protection 

approaches. However, for the same reason, the network may suffer from low network 

resource utilization, incurring a high network cost for implementation.  

4.4 Classification of the Light-Tree Protection Strategies 

As introduced the light-tree protection strategies, it is noticed that we tried to explain 

their protection mechanisms by describing how we obtain one protection technique 

from another protection technique. For instance, in the LIR approach, we explained it 

by describing how to derive it from the LR approach. Thus, in this section, we aim to 

illustrate the whole line of developing light-tree protections as we study here. The 

simple diagram as depicted in Figure 4.9 presents the line of the light-tree protection 

development. At the top of the diagram of LR protection, the light-tree protections 

can be assigned to two techniques, i.e., the LIR and PRR techniques. For the former 

protection, LIR is derived by combining LR with an extra constraint that only 

corrupted light-trees can be reconfigured for restoration. Meanwhile, PRR is derived 

from LR by including a limit that only the physical routes of light-trees are rerouted in 

the event of a failure. 

 At the LIR and PRR protections, the diagram shows two main classes of light-

tree protections, i.e., multicast protections and point-to-point protections. As we can 

see, the multicast protections include the LIR, OB, OBF, PBF, and OMP protection 
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methods, while the point-to-point protections include the PRR, SLB, DJP, LP, and 

1+1 protection methods.  
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Figure 4.9: Simple diagram showing the whole line of developing the light-tree 

protection schemes. 

On the line of the multicast protections, the OB technique can be obtained 

from LIR with the condition that only optical branches disrupted by a failure are 

reconfigured. The diagram in Figure 4.9 further indicates that OB can be advanced to 

be OBF by adding a constraint that for each light-tree, a certain number of optical 

branches are utilized for protection. Analogously, PBF can also be obtained from 

OBF with an extra condition that is identified in the diagram, and finally, the last 

multicast protection is OMP, which can be viewed as a modified version of PBF. How 

PBF can be evolved to be OMP is stated in the diagram.   
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 We can explain the class of point-to-point protections in the same manner as 

the class of multicast protections, except for SLB. Figure 4.9 illustrates that SLB can 

be evolved to two different protection techniques depending on the limits combined 

with SLB. DJP uses the limit of node disjointness in the process of selecting the 

working and backup paths for light-trees. Meanwhile, LP is the SLB with the 

restriction that the interrupted routes must be rerouted around the failed link.       

 In fact, the diagram shown in Figure 4.9 is not only useful for projecting the 

evolution picture of light-tree protections, but also helpful in anticipating the capacity 

requirement for providing the protection, and the control/management complexity 

among the light-tree protection methods. As we can see, when comparing the capacity 

requirement among the multicast protection techniques, we have 

LR<LIR<OB<OBF<PBF<OMP (the capacity requirement increases from above to 

below in the diagram). In terms of network control complexity, we have an opposite 

trend LR>LIR>OB>OBF>PBF>OMP (the network control complexity increases from 

below to above in the diagram). In the same manner, for the point-to-point 

protections, we have LR<PRR<SLB<DJP<1+1 for the capacity requirement and 

LR>PRR>SLB>DJP>1+1 for the network control complexity.  

4.5 Wavelength Allocation 

Apart from the routing problem, another important problem that arises specifically in 

WDM networks is the wavelength allocation problem. In this section, we propose 

three distinct techniques of wavelength allocation for multicast traffic in resilient 

WDM networks.  

4.5.1 Light-Tree Wavelength Allocation Method (LT) 

In the LT method, when setting up light-trees to support multicast traffic, we are able 

to choose only one wavelength for each light-tree. In event of a fiber link failure, a 

disrupted light-tree in the LT method is restricted and must use the same wavelength 

as used in normal operation to restore the failure. According to the LT method, we 

can see that all OXCs of the network do not essentially need the wavelength 

conversion ability; therefore wavelength converters are not required. 
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4.5.2 Virtual Light-Tree Wavelength Allocation Method 

(VLT) 

In the VLT method, assigning wavelengths to a light-tree in the condition of normal 

network operation relies on the fashion of link-by-link basis, i.e., the wavelengths 

assigned to the light-tree can be different along the physical links serving it. When the 

link failure occurs and that light-tree is disrupted, the network is capable of assigning 

new wavelengths to restoration paths of the light-tree. Also, the wavelengths assigned 

in the failure condition are not essentially identical to the wavelengths of the light-tree 

used in normal operation. According to VLT, OXCs of the network must thus have 

the capability of full wavelength conversion.   

4.5.3 Partial Virtual Light-tree Wavelength Allocation 

Method (PVLT) 

With respect to the light-tree definition, a light-tree is constructed from a set of optical 

branches. In the PVLT method, a light-tree established on the network can occupy 

different wavelengths for different optical branches of the light-tree. However, along 

the physical links of each optical branch of the light-tree, the network must assign the 

same wavelength. In the event of a single link failure, the network also holds the 

PVLT criteria as in normal operation. Namely, each restoration path of an optical 

branch of the light-tree must occupy the same wavelength along its physical route. 

However, the wavelengths of the optical branch before and after the failure happens 

are not essentially identical.  

As we can see, it should be noted that the PVLT wavelength allocation is a 

compromise method between LT and VLT in terms of the wavelength conversion 

ability of WDM networks. Thus, it is expected that the number of wavelength 

converters required by PVLT is in between those of LT and VLT. 

 By using the mathematical formulations as will be introduced in the next 

chapter, we can match the light-tree protection strategies with the wavelength 

allocation techniques as in Table 4.1. 



 85

In chapter 6, we shall show and discuss the numerical results for the LT, VLT, 

and PVLT wavelength assignments.  

Table 4.1: Matching the light-tree protections with the wavelength allocation 

techniques. 

VLT PVLT LT

Wavelength Allocation TechniqueProtection
Strategy

LR

LIR

OB

OBF

PBF

OMP

PRR

SLB

DJP

LP

1+1

r

r

 

4.6 Spare Capacity Placement Techniques 

To make optical networks restorable, it is inevitable to place the spare capacity for 

protection. In general, restoration paths employed to restore light-trees can be 

accommodated in networks with either dedicated spare capacity or shared spare 

capacity reservation. In dedicated spare capacity reservation, the spare wavelength 

channels are exclusively reserved for each light-tree for protection. The 1+1 and OMP 

protections are examples of using dedicated spare capacity reservation. In the shared 

spare capacity reservation, spare wavelength channels are allowed to be common or 

shared resources for rerouting disrupted light-trees if they are not interrupted by the 

failure simultaneously.   

 For shared spare capacity reservation, it is possible to classify the level of 

spare capacity sharing, leading to different techniques to establish spare capacity. In 

this thesis, we study three levels of spare capacity sharing.  
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4.6.1 Spare Fiber + Working Fiber Method (SF+WF) 

For the SF+WF method, networks divide optical fibers into two groups, i.e., working 

and spare fibers. The light-trees in normal operation are carried on the working fibers, 

while the spare fibers are exclusively available only for rerouting disrupted light-trees. 

The sharing of spare capacity is limited and arises only in the spare fibers.  

  We can see that the SF+WF method is simple to implement and it is currently 

exploited in commercial communications networks.        

4.6.2 Spare Wavelength Channel + Working Wavelength 

Channel Method (SW+WW) 

For the SF+WF method, the network uses a fiber as a granularity to separate the spare 

capacity out of the working capacity. Alternatively, in the SW+WW method, the 

network will instead employ the granularity of wavelengths to separate the spare and 

working capacity. For SW+WW, the network divides the wavelength channels of all 

fibers available in the network into two parts, that is, the working and spare 

wavelength channels. The working wavelength channels are for the working light-

trees, while the spare wavelength channels are used for restoration. In addition, the 

scenario of spare capacity sharing in the SW+WW technique is permitted to occur 

only on the spare wavelength channels.  

4.6.3 Spare Wavelength Channel + Working Wavelength 

Channel Method with Stub Release (SW+WW+SR) 

Like SW+WW, the SW+WW+SR technique exploits the granularity of wavelengths 

in order to manage the wavelength channels of networks. However, unlike SW+WW, 

SW+WW+SR includes an extra option that is called stub release [70]. Stub release 

refers to a mechanism where, in the event of a failure, the portions of working 

wavelength channels occupied by corrupted light-trees are released and the network 

with the stub release will then make those channels available for restoration process. 

Thus, this implies that for SW+WW+SR, not only the spare wavelength channels but 
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also the working wavelength channels released by the stub release can be utilized for 

supporting the restoration paths of light-trees.   

Table 4.2: Combinations of the spare capacity placement techniques and the proposed 

light-tree protection schemes. 

Spare Capacity Placement Technique
Protection
Strategy

SF+WF SW+WW SW+WW+SR
Dedicated

LR

LIR

OB

OBF

PBF

OMP

PRR

SLB

DJP

LP

1+1

Spare Capacity Sharing

r

r

r

r

r

r

r

r

r

 

 

r

r

r

r

r

r

r

r

r

r

r r

r

r

 

  Consider the SF+WF, SW+WW, SW+WW+SR approaches. It should be 

noted that as commonly known, how to place and manage the spare capacity directly 

affects the node-switching fabrication and the node-switching control. Thus, the 

SF+WF technique is considered the simplest technique to fabricate and manage node-

switches, while the other two techniques, especially SW+WW+SR, may be more 

complicated. However, the complexity of spare capacity management are expected to 

be compensated by the savings in spare fibers as the sharing spare capacity level is 

increased from SF+WF to SW+WW and finally to SW+WW+SR. In this thesis, the 

discussion in terms of spare fiber requirements among the proposed techniques is 

provided in chapter 6.    

  In designing resilient WDM networks, the techniques of spare capacity 

placement must be combined with the protection schemes. The possible combinations 

between the spare capacity placement techniques and the protections are presented in 

Table 4.2.  
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4.7 Problem Definitions 

From the proposed light-tree protections, wavelength allocation techniques and spare 

capacity placement techniques, we are ready to formally state the two network design 

problems [81] related to the protection and the capacity provisioning in resilient 

WDM networks. The two network design problems are intensively investigated in this 

thesis.  

Prior to describing the network design problems, a new terminology, i.e., a 

restoration light-tree, should be introduced first. A restoration light-tree refers to the 

light-tree used in events of single link failure. How to obtain the restoration light-tree 

will strongly depend on the light-tree protection approach that the network employs.  

Problem A: joint optimization. Given a network described by nodes and links, a 

number of wavelengths per fiber, a set of multicast traffic demands, find both service 

(working) and restoration light-tree routing and wavelength patterns for all demands 

so that the total number of working and spare fibers is minimized. 

Problem B: minimum spare capacity. Given a network described by nodes and links, 

a number of wavelengths per fiber, a set of multicast traffic demands, and a service 

light-tree routing and wavelength pattern, find a restoration light-tree routing and 

wavelength pattern for all demands so that the total number of spare fibers is 

minimized.   

From the definitions, network problems A and B are important network 

problems that reflect several scenarios in network design. For instance, network 

problem A involves a scenario in which network operators want to plan their 

networks for the long-term so that the networks are able to support the traffic 

demands at a time point in the future. For another example, problem A is concerned 

with traffic reconfiguration when networks are in the “clean” state [81].  

Network problem B is relevant to the situation in which networks are in the 

state of operation and now carrying the traffic demands. Also, networks may have 

remaining capacity. Under this situation, problem B will become a realistic case if 

network operators aim to provide survivability to the traffic demands, and also need to 
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know: 1) how many additional fibers are needed to achieve this aim, and 2) whether 

the remaining network capacity is enough to provide the survivability. 

Due to the importance and significance of problems A and B in realistic 

network design, we shall therefore present the ILP formulations to solve both 

problems and analyze the results of both two problems in the next two chapters.  

 



Chapter 5 

ILP Formulations and Heuristic 

Algorithm of Studied Light-Tree 

Protection Approaches  
 

5.1 Introduction 

According to the proposed protection strategies, wavelength allocation techniques and 

spare capacity placement techniques, this chapter derives ILP formulation and also 

designs the heuristic algorithms. 

 Section 5.2 describes the network model deployed to formulate the ILP 

models. In sections 5.3 and 5.4, the ILP model of each studied protection method is 

developed in accordance to problems A and B, respectively. Finally, section 5.5 

presents the heuristic algorithms for wavelength allocation in WDM networks with 

link protection. 

5.2 Network Model 

Consider an optical network represented by an undirected graph ),( LNG = , where N  

denotes a set of MC-OXC nodes, },,...3,2,1{ Ni =  with NN = . Meanwhile, the 

physical links are represented by a set of undirected links, NNL ×⊆ , where a 

physical link ij  is in the set L  if there exists a link connecting nodes i  and j . For the 
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network, we assume that each physical link is bi-directional and may consist of more 

than one optical fiber to serve the traffic demands of the network. Each optical fiber is 

limited to multiplexing the number of wavelengths up to M .  

 As stated in problems A and B in chapter 4, the multicast traffic demands of 

the network are given as an input of the problem and they are defined as a set of 

)},(),...,,(),,({ 222111 KKK DsrDsrDsrR =  with RK = , where RDsr kkk ∈),(  

represents a multicast traffic session needing to set up a light-tree from the source ks  

to a group of destinations kD )( kk Ds ∉  in the network. 

 From the network model, we now introduce the main parameters and variables 

that are used in all ILP models of the light-tree protection approaches. 

Network Parameters: 

krt  total traffic demands of multicast  traffic request kr  in unit of wavelength 

channel; 

sdP  a set  of candidate working routes of node pair sd ; 

'ij
sdE  a set  of candidate restoration routes of node pair sd upon the failure of 

link 'ij ; 

sd
pij ,δ  takes the value of one if working route p  of node pair sd  passes 

through link ij , and zero, otherwise; 

',
,

ijsd
eijµ  takes the value of one if restoration route e  of node pair sd  passes 

through link ij  upon the failure of link 'ij , and zero, otherwise; 

∞I  an arbitrarily high constant integer;      

Network Variables:   

ijf  total number of working fibers on physical link ij ; 

ijf  total number of spare fibers on physical link ij ; 

ij
rk

x  a boolean variable, an optical branch between nodes i  and j  to form a 

light-tree for carrying multicast demand kr  in the normal network state; 
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ij
ijrk

xf ',
 a boolean variable, a backup optical branch between nodes i  and j  to 

form a restoration light-tree for carrying multicast demand kr  upon the 

failure of link 'ij ; 

sd
prk

a ,  a candidate physical route p  of node pair sd  for multicast demand 

kr (for the VLT system); 

sd
prk

a λ,,  a candidate physical route p  of node pair sd  occupying wavelength λ  

for  multicast demand kr (for the LT and PVLT systems); 

',
,

ijsd
erk

u  a candidate restoration route e  of node pair sd  for multicast demand 

kr upon the failure of link 'ij  (for the VLT system); 

',
,,

ijsd
erk

u λ  a candidate restoration route e  of node pair sd  occupying wavelength 

λ  for  multicast demand kr  upon the failure of link 'ij  (for the LT and 

PVLT systems); 

λ,krW  wavelength channel λ  occupied by multicast demand kr (only for the LT 

system). 

5.3 ILP formulations to Solve Joint Optimization of 

Working and  Spare Fibers (Network Problem A) 

For network design problem A, we divide the presentation into two parts. In the first 

part, i.e., sections 5.3.1-5.3.6, we introduce the ILP formulations for the multicast 

protection strategies as a class of light-tree protection as shown in Figure 4.9. For the 

latter part i.e., sections 5.3.7-5.3.11, the ILP formulations for the point-to-point 

protections are presented. Note that although ILP programs are different for different 

wavelength assignment approaches, the meanings of constraints used to model the 

ILP programs of three wavelength assignment approaches are quite similar; see the 

ILP formulations of in chapter 2 for example. Hence, in the following, we shall 

provide the explanation of constraints only in the case of VLT wavelength allocation. 

The constraint meanings of the VLT mathematical model can be well applied to those 

of the PVLT and LT models. 
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5.3.1 LR Protection Formulations 

Due to the light-tree reconfiguration in restoration process of the LR protection, the 

spare capacity placement technique that appropriately matches with the LR protection 

is the SW+WW+SR technique. Hence, the LR mathematical model can be formulated 

as follows.     

• VLT wavelength allocation case 

∑
∈Lij

ijf:min ,                                                      (5.1) 

subject to the constraints (2.2)-(2.5), (2.7)-(2.9) and: 

1',
−=∑

∈
k

Aij

ij
ijr

Nxf
k

k
,                     Lij ∈∀ ' Rrk ∈∀,             (5.2) 

∑
∈

≥
)(

,
1'

Sij

ij
ijrk

xf
ϑ

,          NSNS k ,, φ≠⊂∀ , Lij ∈∀ ' Rrk ∈∀,   (5.3) 

               ∆≤∑
∈ k

k
Aijj

ij
ijr

xf
:

, ' ,             kNi ∈∀ , Lij ∈∀ ' Rrk ∈∀,       (5.4) 

}1,0{',
∈ij

ijrk
xf ,                     kAij ∈∀ , Lij ∈∀ '  Rrk ∈∀,       (5.5) 

∑
∈

×=
'

'

'

,
,

,
ij
sd

kkk

Ee

sd
ijrr

ijsd
er xftu ,       RrAsd kk ∈∀∈∀ , , Lij ∈∀ '     (5.6) 

∑∑ ∑
∈ ∈

≥−×
Rr sd Ee

ijsd
eij

ijsd
erij

k ij
sd

k
ufM 0
'

'' ,
,

,
, µ ,         }{ 'ijLij −∈∀ , Lij ∈∀ '      (5.7) 

+∈ Zu ijsd
erk

',
, ,     RrAsdEe kk

ij
sd ∈∀∈∀∈∀ ,,

' , Lij ∈∀ '   (5.8) 

+∈ Zf ij ,                          Lij ∈∀ .                      (5.9) 

 The objective function (5.1) is to minimize the total number of fibers of a 

network with the LR protection. Under network normal operation, constraints (2.2)-

(2.5) and (2.7)-(2.9) are contained in the model to find the working light-tree 

structures and also their routing characteristic. Likewise, constraints (5.2)-(5.5) are 

provided to the model to ensure that in an event of link 'ij failure, all light-trees of the 

network are able to reconfigure to avoid the failure. Constraints (5.7) ensure that upon 

the link 'ij  failure, the number of fibers assigned to link ij is high enough to 

accommodate the restoration routes of all reconfigured light-trees. Finally, constraints 
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(5.8) and (5.9) express that the variables of restoration routes of light-trees and the 

number of fibers of each network link must be nonnegative integers. 

• PVLT wavelength allocation case 

∑
∈Lij

ijf:min ,                                                      (5.10) 

subject to the constraints (2.2)-(2.5), (2.12)-(2.14) and: 

1',
−=∑

∈
k

Aij

ij
ijr

Nxf
k

k
,                Lij ∈∀ ' Rrk ∈∀,           (5.11) 

∑
∈
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)(

,
1'

Sij

ij
ijrk

xf
ϑ

,              NSNS k ,, φ≠⊂∀  , Lij ∈∀ ' Rrk ∈∀,   (5.12) 

               ∆≤∑
∈ k

k
Aijj

ij
ijr

xf
:

, ' ,            kNi ∈∀ , Lij ∈∀ ' Rrk ∈∀,               (5.13) 

}1,0{',
∈ij

ijrk
xf ,                    kAij ∈∀ , Lij ∈∀ ' Rrk ∈∀,               (5.14) 

∑ ∑
∈ =

×=
'

'

'

,
1

,
,,

ij
sd

kkk

Ee

sd
ijrr

M
ijsd

pr xftu
λ

λ ,   RrAsd kk ∈∀∈∀ , , Lij ∈∀ '            (5.15) 

∑∑ ∑
∈ ∈

≥−
Rr sd Ee

ijsd
eij

ijsd
erij

k ij
sd

k
uf 0

'

'' ,
,

,
,, µλ , },,...,2,1{ M=∀λ }{ 'ijLij −∈∀ , Lij ∈∀ '      (5.16) 

+∈ Zu ijsd
erk

',
,, λ ,  },,...,2,1{ M=∀λ    RrAsdEe kk

ij
sd ∈∀∈∀∈∀ ,,

' , Lij ∈∀ '    (5.17) 

+∈ Zf ij ,             Lij ∈∀ .                             (5.18) 

• LT wavelength allocation case 

∑
∈Lij

ijf:min ,                                                      (5.19) 

subject to the constraints (2.2)-(2.5), (2.17),(2.18), (2.20) and: 
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∈
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Aij
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            ∆≤∑
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:

, ' ,     kNi ∈∀ , Lij ∈∀ ' Rrk ∈∀,       (5.22) 

}1,0{',
∈ij

ijrk
xf ,          kAij ∈∀ , Lij ∈∀ ' Rrk ∈∀,     (5.23) 
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∑ ∑
∈ =
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+∈ Zu ijsd
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',
,, λ ,  },,...,2,1{ M=∀λ    RrAsdEe kk

ij
sd ∈∀∈∀∈∀ ,,

' , Lij ∈∀ '           (5.26) 

kk r

M

r tW =∑
=1

,
λ

λ ,                         Rrk ∈∀               (5.27) 

λλ ,
,

,,

'

kk r
ijsd

er WIu ×≤ ∞ ,   },,...,2,1{ M=∀λ  RrAsdEe kk
ij
sd ∈∀∈∀∈∀ ,,

' , Lij ∈∀ '         

(5.28) 
+∈ ZW

kr λ, ,           RrM k ∈∀=∀ },,...,2,1{λ          (5.29) 

+∈ Zf ij ,                 Lij ∈∀ .                             (5.30) 

5.3.2 LIR Protection Formulations 

As the same reason in the LR protection, the LIR protection is studied only with the 

SW+WW+SR technique. 

•  VLT wavelength allocation 

∑
∈Lij

ijf:min ,                                                      (5.31) 

subject to the constraints (2.2)- (2.5), (2.7)-(2.9) and: 

'
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∑ ∑
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+∈ Zu ijsd
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' , Lij ∈∀ '          (5.43) 

+∈ Zf ij ,                    Lij ∈∀ .                             (5.44) 

 In the formulation, the objective function (5.31) is to minimize the fiber 

requirement in a network with the LIR protection. As in the LR formulation, 

constraint sets (2.2)-(2.5) and (2.7)-(2.9) are used to obtain an optimal service light-

tree routing pattern. For constraints (5.32), they determine which service light-trees 

are corrupted by failed link 'ij by employing Boolean variables 'ij
rk

G  as formulated in 

constraints (5.41). In constraints (5.32), if multicast demand rk is disrupted by failed 

link 'ij , the value of 'ij
rk

G  is one. Otherwise, it becomes zero. Again, ∞I  in constraints 

(5.32) represents a highly arbitrary integer constant. For constraints (5.33)-(5.37), 

they compute a restoration light-tree for multicast demand rk when 'ij
rk

G =1. Since in 

the LIR protection, the option of stub release is applied, constraints (5.38)-(5.40) are 

used to determine capacity needed for restoration. In constraints (5.38), when 'ij
rk

G =0, 

the '
,

ij
ijrk

C  equals to the wavelength capacity at link ij of light-tree rk which is not 

interrupted by failed link ij. Meanwhile, constraints (5.39) enforce that the value of 
'
,

ij
ijrk

C  should be zero if 'ij
rk

G =1. For constraints (5.42), they assure that the number of 

fibers placed at link ij is sufficient to support all multicast demands in the network 

state of link 'ij  failure. Finally, constraints (5.43) and (5.44) limit the network 

variables to be only nonnegative integers.  
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• PVLT wavelength allocation case 

∑
∈Lij

ijf:min ,                                                      (5.45) 

subject to the constraints (2.2)- (2.5), (2.12)-(2.14) and: 
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• LT wavelength allocation case 

∑
∈Lij

ijf:min ,                                                      (5.59) 

subject to the constraints (2.2)- (2.5), (2.17),(2.18), (2.20) and: 
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5.3.3 OB Protection Formulations 

In the OB protection, the backup optical branches are utilized for restoration. Hence, 

based on the restoration mechanism, ILP programs of the OB protection can be 

formulated as follows. 
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• VLT wavelength allocation case 
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subject to the constraints (2.2)- (2.5), (2.7)-(2.9) and: 
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+∈ Zsf ijij , ,          Lij ∈∀ .                             (5.89) 

 In the OB formulation, the objective function (5.76) is the minimization of the 

number of working and spare fibers required by a designed network. Given the 

multicast demands, constraints (2.2)-(2.5) and (2.7)-(2.9) determine optimal light-tree 

structures and their routing used in the normal network condition. In order to know 

which optical branches of light-tree rk are affected by failed link 'ij , Boolean 

variables ',ijsd
rk

Ω as in constraints (5.83) are introduced and also employed in 

constraints (5.77). For constraints (5.77), ',ijsd
rk

Ω will be one if optical branch sd of 

light-tree rk are disturbed by failed link 'ij ; otherwise, it will be zero. In the next step, 

if ',ijsd
rk

Ω =1, we have to find backup optical branches to restore disturbed optical 

branch sd of light-tree rk. To achieve this, the logical graph ),( kkk ANG = of multicast 

rk as defined in chapter 2 is utilized together with new Boolean variables, ',
,

ijsd
abrk

V . Let 

',
,

ijsd
abrk

V  denote a possible backup optical branch ab when working optical branch sd of 

multicast rk is affected by failed link 'ij . The possible backup optical branch ab is 

here defined as an logical link in set kA  of graph ),( kkk ANG = . With Boolean 

variables ',
,

ijsd
abrk

V  and ',ijsd
rk

Ω , constraint sets (5.78) and (5.79) express the flow 

conservation constraints for finding the optimal backup optical branches to replace 

interrupted optical branch sd of light-tree rk.  

In constraints (5.78), and (5.79), it is possible that more than one backup 

optical branch, ',
,

ijsd
abrk

V  are equal to one and all are selected as the results of these 

constraints. Thus, constraints (5.80) are derived to select which backup optical 

branches of constraints (5.78), and (5.79) we can use to restore interrupted optical 

branch sd of light-tree rk. As we can see, Boolean variables ',
,

ijsd
abrk

y  are formulated as 

the results of constraints (5.80). By using constraints (5.80), if they provides ',
,

ijsd
abrk

y =1, 

it means that the corresponding backup optical branch, ',
,

ijsd
abrk

V  is finally selected for 

restoration. Otherwise, if ',
,

ijsd
abrk

y =0, it implies that the network does not use the 

corresponding backup optical branch, ',
,

ijsd
abrk

V  for protecting light-tree rk. In constraints 

(5.80), if 1',
,

',
, =+ ijsd

bar
ijsd

abr kk
VV , there will exist three possible cases. 
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− 1',
,

',
, =+ ijsd

bar
ijsd

abr kk
VV , ab

rk
x =0, and absd ≠ : under this case, ',

,
ijab

abrk
y =1 and 

the network use backup branch ab, which is not identical to 

interrupted branch sd, to restore light-tree rk.   

− 1',
,

',
, =+ ijsd

bar
ijsd

abr kk
VV , ab

rk
x =1, and absd = : under this case, ',

,
ijab

abrk
y =1 and 

for restoration, the network selects backup branch ab coinciding with 

interrupted branch sd for restoration. Consequently, the network only 

reroutes working physical paths of interrupted branch sd to new 

physical paths to avoid failed link 'ij .  Note that such new restoration 

physical paths have their source and destination as same as those 

working physical paths.    

− 1',
,

',
, =+ ijsd

bar
ijsd

abr kk
VV , ab

rk
x =1, and absd ≠ : under this case, ',

,
ijab

abrk
y =0. This 

arises from the fact that it is trivial to use the backup branch ab to 

restore disturbed branch sd because we can employ the working 

optical branch ab, ab
rk

x =1, to be a part of restoration.  

Now, let us explain constraints (5.81) and (5.82). They indicate that if 
',

,
ijsd

abrk
y =1, the number of restoration routes of backup optical branch ab suffices to 

restore affected working routes of optical branch sd. Hence constraints (5.81) and 

(5.82) guarantee 100% survivability against any single link failure.   

For the last portion of the formulation, constraints (5.85) mean that in the 

SF+WF spare capacity placement, the number of spare fibers of link ij is high enough 

to serve all backup optical branches routed on it. Similar to constraints (5.85), 

constraints (5.86) are formulated for the SW+WW technique so as to compute the 

spare fiber requirement. Note that the third term of constraints (5.86) expresses the 

remainder wavelength capacity of working fibers, which in SW+WW the network can 

use this capacity for serving backup optical branches. For the SW+WW+SR 

technique, constraints (5.86) of SW+WW are also applicable to determine the spare 

fiber requirement as represented in constraints (5.87). However, due to the stub 

release in SW+WW+SR, the fourth term of constraints (5.87) are additionally 

introduced and signifies that the working wavelength capacity of interrupted light-

trees can be available for backup optical branches. Finally, to complete the OB 
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formulation, the last constraints (5.88) and (5.89) ensure that the variables of 

restoration routes and the number of fibers are nonnegative integers. 

• PVLT wavelength allocation case 

∑
∈

+
Lij

ijij sf )(:min ,                                                      (5.90) 

subject to the constraints (2.2)- (2.5), (2.12)-(2.14) and: 
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Rr sd Ee
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sd

k
us 0
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'' ,
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,
,, µλ , },,...,2,1{ M=∀λ }{ 'ijLij −∈∀  

, Lij ∈∀ '  for the SF+WF case       (5.99) 
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Rr sd Ee

ijsd
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'' ,
,

,
,, µλ ∑∑ ∑

∈ ∈

≥−
Rr sd Pp
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k
af 0)( ,,, δλ  
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∑∑ ∑
∈ ∈
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+∈ Zsf ijij , ,          Lij ∈∀ .                                      (5.103) 

• LT wavelength allocation case 

∑
∈

+
Lij

ijij sf )(:min ,                                                      (5.104) 

subject to the constraints (2.2)- (2.5), (2.17),(2.18),(2.20) and: 
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, Lij ∈∀ '  for the SF+WF case       (5.113) 
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+∈ ZW
kr λ, ,         RrM k ∈∀=∀ },,...,2,1{λ          (5.119) 

+∈ Zsf ijij , ,          Lij ∈∀ .                                    (5.120) 

5.3.4 OBF Protection Formulations 

As described in chapter 4, the OBF protection is a limited version of the OB 

protection. Thus, the basic idea to develop the OB formulation can be also adopted to 

develop the OBF formulation. The OBF formulation can be formulated as below. 

• VLT wavelength allocation case 

∑
∈

+
Lij

ijij sf )(:min ,                                                      (5.121) 

subject to the constraints (2.2)- (2.5), (2.7)-(2.9) and: 
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k
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∈

,              Rrk ∈∀                              (5.123) 

}1,0{∈Θij
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,           kAij ∈∀ , Rrk ∈∀ , Lij ∈∀ '  (5.124) 
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ij
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'
Lij ∈∀ '          (5.136) 

+∈ Zsf ijij , ,          Lij ∈∀ .                             (5.137) 

 Comparing with the OB formulation, most of OBF constraints are identical to 

the OB constraints, except constraints (5.123), (5.124), and (5.130) that are exclusive 

for the OBF formulation. With this comparison, in the following, we hence explain 
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only the meanings of constraints (5.123), (5.124), and (5.130), while for other 

constraints, the previous explanation of the OB formulation can be applied directly.  

 Since in the OBF protection, each light-tree of multicast session will only have 

a limited number of backup optical branches to restore a multicast session from all 

possible failures. To put this restoration mechanism to the ILP model, constraints 

(5.123) should be included in the model. As we can see constraints (5.123), we define 

a parameter, Br as the number of backup optical branches given for multicast demand 

rk of a considered network. With the parameter, Br, constraints (5.123) state that a set 

of backup optical branches ( ij
rk

Θ ) will be selected for protecting multicast demand rk 

and this selected set is also utilized for all cases of single link failure. Moreover, 

constraints (5.123) state that the total number of backup optical branches in the 

selected set must be not more than a given value of Br. For constraints (5.124), they 

are employed to limit the variables of the backup branch ij
rk

Θ  to be Boolean. Finally, 

constraints (5.130) express that in the situation in which working optical branch sd of 

multicast demand rk is interrupted by failed link 'ij , the backup branch ab of ',
,

ijsd
abrk

y  

can be chosen to restore against failed link 'ij  only if backup branch ab, ab
rk

Θ  was 

already chosen by constraints (5.123), i.e., ab
rk

Θ =1. 

• PVLT wavelength allocation case 
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+
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ijij sf )(:min ,                                                      (5.138) 

subject to the constraints (2.2)- (2.5), (2.12)-(2.14) and: 
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kNb ∈∀ , RrAsd kk ∈∀∈∀ , , Lij ∈∀ '  (5.142) 
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• LT wavelength allocation case 

∑
∈

+
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subject to the constraints (2.2)- (2.5), (2.17), (2.18), (2.20) and: 
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5.3.5 PBF Protection Formulations 

Although the PBF protection is developed from the OBF protection, the basic idea to 

formulate the PBF mathematical models is quite different from that of the OBF 

models. Before presenting the PBF models, we shall describe the basic idea to 

formulate the PBF models. 
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Figure 5.1: Multi-ring concept to derive PBF mathematical formulations. 

  Observing a light-tree structure together with physical restoration routes that 

the PBF protection assigns to the light-tree, it can be seen as a view composed of a set 

of rings. Rings in the set cover all nodes of the light-tree and also cover all physical 

links of restoration routes. To clearly understand, an illustrative example is given in 

Figure 5.1. As shown, the light-tree and its restoration routes based on the PBF 

protection are constructed from two rings, i.e., ring 1 and 2.     

Therefore, under this scenario, we can formulate the PBF mathematical 

models by using the above concept. Note that this concept is usually applied to design 
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multi-ring networks [27, 36]. To derive the PBF formulations, let us define some new 

parameters and variables. 

Network parameters: 
Q  a set of possible rings to form the network;  

qn  total number of physical links of ring Qq ∈ ; 

ij
qπ  takes the value of one if ring q  passes through link ij  and zero, 

otherwise; 

Network variables: 
ij

qrk
b ,  number of working wavelength channels occupied by ring q on physical 

link ij for multicast demand rk ; 

q
ijrk

Sw ,  number of spare wavelength channels occupied by ring q on physical 

link ij for multicast demand rk  upon any single link failure. 

     From the new parameters and variables, the PBF formulation can be 

developed as follows. 

• VLT wavelength allocation case 

∑
∈

+
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ijij sf )(:min ,                                               (5.175) 
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+∈ Zsf ijij , ,          Lij ∈∀ .                                      (5.182) 

 As formulated, the objective function (5.175) is to minimize the total number 

of working and spare fibers for a network with the PBF protection. As same as the 

previous formulations, constraints (2.2)-(2.5) and (2.7) compute the working routing 

pattern for each multicast demand of the network. For constraints (5.176), they 

express that active routes of light-tree rk which pass through link ij are assigned to 

occupy the wavelength channels of ring q which also cover link ij. As considered, 

constraints (5.176) additionally imply the selection of rings to cover light-tree rk. 

Upon any single link failure, constraints (5.177) are employed to determine the spare 

wavelength channels of each link of ring q. Note that in the determination, the number 

of spare wavelength channels must be high enough to restore all interrupted working 

routes of light-trees which is on ring q in any possible events of failure. For 

constraints (5.178) and (5.179), they calculate the spare fibers needed for restoration 

corresponding to the SF+WF and SW+WW spare capacity placement techniques, 

respectively. Finally, constraints (5.180)-(5.182) ensure that the network design 

solution is in the nonnegative integer set.   

• LT wavelength allocation case 
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subject to the constraints (2.2)-(2.5), (2.17), (2.18), (2.20), and: 
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      },,...,2,1{ M=∀λ }{ 'ijLij −∈∀ , Lij ∈∀ '    for the SW+WW case (5.188) 
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5.3.6 OMP Protection Formulations 

Similar to the PBF protection, the OMP formulations can be developed by using the 

multi-ring concept. The OMP formulation can be formulated as follows. 

• VLT wavelength allocation case 

∑
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ijf:min ,                                                      (5.194) 

subject to the constraints (2.2)-(2.5), (2.7) and: 
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+∈ ZH ij
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 Since in the OMP protection, the network reserves the wavelength channels 

dedicatedly for each multicast session in both cases of normal and failure events, the 

network with OMP protection thus has only working fibers on it. Therefore, the 

objective function (5.194) is to minimize the number of working fibers for the 

network with OMP protection. As derived, constraints (2.2)-(2.5) and (2.7) are again 
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used to create light-trees. However, in OMP, optical meshes are deployed to serve 

multicast demands instead of light-trees. Therefore, to transform the structures of 

light-tree to optical mesh, the following constraints based on the multi-ring concept as 

employed in PBF are essential.  

Like constraints (5.176) in the PBF formulation, constraints (5.195) state that 

the active routes of light-trees are assigned to reserve the wavelength channels of 

rings. To convert the light-tree to optical mesh for multicast demand rk, the network 

with the OMP reserves the wavelength channels on all physical links of rings that are 

selected by light-tree rk as formulated in constraints (5.195). For light-tree rk, the 

number of wavelength channels of all physical links of ring q chosen by constraints 

(5.195) must be identical. Therefore, to compute the wavelength channels, ij
qRw  

needed on link ij of ring q, constraints (5.196) are employed. For constraints (5.197), 

they determine the wavelength channels, ij
rk

H  required on link ij for the optical mesh 

of multicast session rk. Constraints (5.198) compute the fiber requirement of link ij to 

serve all multicast sessions of the network. Finally, constraints (5.199)-(5.201) 

guarantee that the values of all network variables in the OMP formulation are 

nonnegative integers.            

• LT wavelength allocation case 
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subject to the constraints (2.2)-(2.5), (2.17), (2.18), (2.20), and: 
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5.3.7 PRR Protection Formulations 

In the PRR protection, the basic restoration is the rearrangement of physical routes of 

all light-trees working on the network. Thus, we here analyze the PRR protection only 

with the SW+WW+SR spare capacity placement technique.  

• VLT wavelength allocation case 
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 To minimize the number of fibers as contained in objective function (5.213), 

constraint sets (2.2)-(2.5) and (2.7)-(2.9) are exploited to find the light-trees to support 

the given multicast demands at the network state of normal operation. Upon single 

link failure 'ij , constraints (5.214) express that the number of restoration routes 

corresponding to the optical branches of light-trees satisfies the traffic demands. 

Constraints (5.214) also imply that the network reroutes all physical routes of light-

trees against the failure. Constraints (5.215) ensure that for each network physical 

link, the established wavelength capacity meets the restoration routes flowing on it. 
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Finally, constraints (5.216) and (5.217) state that all the network variables are 

nonnegative integers.           

• PVLT wavelength allocation case 
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• LT wavelength allocation case 
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+∈ Zf ij ,                Lij ∈∀ .                             (5.230) 
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5.3.8 SLB Protection Formulations 

In the SLB protection, only interrupted physical routes of light-trees are rerouted to 

corresponding restoration routes when a single link failure occurs. From its protection 

mechanism, its ILP programs can be constructed as follows. 

• VLT wavelength allocation case 
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subject to the constraints (2.2)-(2.5), (2.7)-(2.9) and: 
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+∈ Zsf ijij , ,          Lij ∈∀ .                             (5.237) 

 As formulated, the objective function (5.231) is to minimize the total number 

of working and spare fibers used to serve multicast traffic demands. Again, 

constraints (2.2)-(2.5) and (2.7)-(2.9) determine the working light-tree routing pattern 

for all multicast demands. For constraints (5.232), they assure that the working routes 

corrupted by failed link 'ij  are rerouted to the restoration routes. To assign the spare 

capacity, constraints (5.233) state that for the SF+WF case, the restoration paths are 

allowed to route only on the spare fibers. For the SW+WW case, the third term of 

constraints (5.234) indicates that the network can use the remainder capacity of 

working fibers to support the restoration routes. In the same manner, the fourth term 
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of constraints (5.235) states that for the SW+WW+SR case, the stub release option is 

employed in the network to carry the restoration routes. Finally, constraints (5.236) 

and (5.237) involve the models to restrict the design outcomes to be in the set of 

nonnegative integers.    

• PVLT  wavelength allocation case 
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• LT wavelength allocation case 
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, Lij ∈∀ '  for the SF+WF case       (5.247) 
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+∈ Zsf ijij , ,                   Lij ∈∀ .                     (5.254) 

5.3.9 DJP Protection Formulations 

In the DJP protection, an active route of a light-tree and its restoration route must be 

selected disjoint. Thus, the ILP programs of the DJP protection can be formulated as 

follows. 

• VLT wavelength allocation case 
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subject to the constraints (2.2)-(2.5), (2.7)-(2.9) and: 
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 Like the SLB protection, the objective function (5.255) of the DJP protection 

is the minimization of the number of working and spare fibers. Constraints (2.2)-(2.5) 

and (2.7)-(2.9) are used to obtain the working light-tree structures of multicast traffic. 

Before explaining constraints (5.256) and (5.257), a new terminology has to be 

introduced. For each active route sd
prk

a ,  of light-tree kr , )( ,
sd

prk
aDisj  is denoted as a set 

of candidate node-disjoint restoration paths with respect to route sd
prk

a , . )( ,
sd

prk
aDisj  set 

is determined in prior to generating the ILP formulation. With )( ,
sd

prk
aDisj  set, 

constraints (5.256) ensure that upon a failure, the network selects a node-disjoint 

restoration path for each active path of a light-tree for protection. For constraints 

(5.257), they guarantee that in all events of failure, one active route per one 

restoration route system of the DJP protection is satisfied. According to the spare 

capacity placement techniques, constraints (5.258)-(5.260) are formulated to 

determine the spare capacity enough to support the restoration paths. Finally, 

constraints (5.261) and (5.262) are provided to limit the network variables to be only 

nonnegative integers.      

•  PVLT wavelength allocation case 
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subject to the constraints (2.2)-(2.5), (2.12)-(2.14) and: 
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• LT wavelength allocation case 
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5.3.10 LP Protection Formulations 

In the LP protection, the active paths corrupted by the link failure are subject to 

reroute around the failed link. Therefore, the ILP programs of the LP protection can 

be modeled as follows. 

• VLT wavelength allocation case 
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 The objective function (5.282) is the minimal number of working and spare 

fibers employed to support multicast demands. Constraints (2.2)-(2.5) and (2.7)-(2.9) 

are the formulations to compute the service light-tree routing. Upon a failure of link 
'ij , constraints (5.283) state that disturbed active routes of light-trees are rerouted 

around the failed link 'ij . Since in the LP protection the stub release option in 

SW+WW+SR technique is not useful, two possible cases to provide the spare 

capacity are thus the SF+WF and SW+WW cases. Accordingly, to determine the 

spare capacity of each network link, constraints (5.284) and (5.285) are utilized for 

the cases of SF+WF and SW+WW, respectively. Finally, constraints (5.286) and 

(5.287) enforce network results to be nonnegative integers.       
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• LT wavelength allocation case 
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subject to the constraints (2.2)-(2.5), (2.17), (2.18), (2.20) and: 
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,, µλ ,    },,...,2,1{ M=∀λ }{ 'ijLij −∈∀  

, Lij ∈∀ '  for the SF+WF case     (5.296) 

∑ ∑
∈ ∈

+−
Rr Ee

ijij
eij

ijij
erij

k ij
ij

k
us
'
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'''' ,
,

,
,, µλ ∑∑ ∑

∈ ∈

≥−
Rr sd Pp
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pij
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k sd

k
af 0)( ,,, δλ , },,...,2,1{ M=∀λ  

       }{ 'ijLij −∈∀ , Lij ∈∀ '  for the SW+WW case     (5.297) 

+∈ Zu ijij
erk

'' ,
,, λ ,   },,...,2,1{ M=∀λ   RrAsdEe kk

ij
ij ∈∀∈∀∈∀ ,,

'

' , Lij ∈∀ '          (5.298) 

kk r

M

r tW =∑
=1

,
λ

λ ,           Rrk ∈∀                                (5.299) 

  λλ ,
,'

,,

'

kk r
ijij
er WIu ×≤ ∞ ,   },,...,2,1{ M=∀λ   RrAsdEe kk

ij
ij ∈∀∈∀∈∀ ,,

'

'        (5.300) 

+∈ ZW
kr λ, ,           RrM k ∈∀=∀ },,...,2,1{λ         (5.301) 

+∈ Zsf ijij , ,            Lij ∈∀ .                             (5.302) 

5.3.11 1+1 Protection Formulations 

In the 1+1 protection, a network sets up two disjoint active routes for each optical 

branch of a light-tree for protection. Hence, the ILP programs of 1+1 protection can 

be constructed as below.  

• VLT wavelength allocation case 

∑
∈Lij

ijf:min ,                                                      (5.303) 

subject to the constraints (2.2)- (2.5) and: 

∑
∈

××=
sd

kkk
Pp

sd
rr

sd
pr xta 2, ,   RrAsd kk ∈∀∈∀ ,                   (5.304) 

∑∑ ∑
∈ ∈

≥−×
Rr sd Pp

sd
pij

sd
prij

k sd

k
afM 0,, δ ,         Lij ∈∀                       (5.305) 

+∈ Za sd
prk , ,     RrAsdPp kksd ∈∀∈∀∈∀ ,,          (5.306) 

+∈ Zf ij ,          Lij ∈∀ .                             (5.307) 
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 In the 1+1 protection, two physically disjoint routes of each optical branch of 

light-tree are set up on working fibers at the same time. Thus, the objective function 

(5.303) is to minimize the number of working fibers. Again, we use constraints (2.2)-

(2.5) to construct a light-tree structure of each traffic demand. Constraints (5.304) 

express that the network routes two disjoint paths for each optical branch of light-tree 

on the network. Note that to guarantee the disjointness in routing of the 1+1 

protection, in a set of }:{ , sd
sd

pr Ppa
k

∈∀ for each sd, each candidate route will be 

chosen disjoint to all other candidate routes before generating the ILP program. For 

constraints (5.305), they determine the fiber requirement of each network link. 

Finally, constraints (5.306) and (5.307) are the nonnegative integer constraints of the 

network variables.      

•  PVLT wavelength allocation case 

∑
∈Lij

ijf:min ,                                                      (5.308) 

subject to the constraints (2.2)-(2.5) and: 

∑ ∑
∈ =

××=
sd

kkk
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sd
rr

M
sd

pr xta 2
1

,,
λ

λ ,            RrAsd kk ∈∀∈∀ ,        (5.309) 
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pij

sd
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k sd
k

af 0,,, δλ ,        },,...,2,1{ M=∀λ Lij ∈∀   (5.310) 

+∈ Za sd
prk λ,, ,           },,...,2,1{ M=∀λ  

                                       RrAsdPp kksd ∈∀∈∀∈∀ ,,     (5.311) 
+∈ Zf ij ,                Lij ∈∀ .                              (5.312) 

• LT wavelength allocation case 

∑
∈Lij

ijf:min ,                                                      (5.313) 

subject to the constraints (2.2)-(2.5) and: 

∑ ∑
∈ =

××=
sd

kkk
Pp

sd
rr

M
sd
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1

,,
λ

λ ,            RrAsd kk ∈∀∈∀ ,        (5.314) 

∑∑ ∑
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Rr sd Pp

sd
pij

sd
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k sd
k

af 0,,, δλ ,        },,...,2,1{ M=∀λ Lij ∈∀   (5.315) 
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+∈ Za sd
prk λ,, ,           },,...,2,1{ M=∀λ  

                                       RrAsdPp kksd ∈∀∈∀∈∀ ,,     (5.316) 

kk r

M

r tW ×=∑
=

2
1

,
λ

λ ,           Rrk ∈∀                                    (5.317) 

                                         λλ ,,, kk r
sd

pr WIa ×≤ ∞ ,        },,...,2,1{ M=∀λ        

        RrAsdPp kksd ∈∀∈∀∈∀ ,,        (5.318) 
+∈ ZW

kr λ, ,           RrM k ∈∀=∀ },,...,2,1{λ        (5.319) 

+∈ Zf ij ,                Lij ∈∀ .                              (5.320) 

 From all ILP models for all light-tree protection strategies as presented above, 

we can summarize the number of constraints and variables for each ILP models as in 

Table 5.1. 
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Table 5.1: Number of constraints and variables of each ILP programs. 
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Table 5.1 (continued): Number of constraints and variables of each ILP programs. 

Wavelength
Assignment

Scheme
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5.4 ILP formulations to Solve Optimization of Spare fibers 

(Network Problem B) 

Table 5.2: ILP formulations to solve the minimum spare capacity problem (network 

problem B). 

ILP Program of VLT System

LR

(5.1)-(5.9)

Protection Strategy

Constraint

PRR

(5.213)-(5.217)

Protection Strategy

Constraint

LIR

(5.31)-(5.44)

SLB

(5.232)-(5.237)

OB

(5.77)-(5.89)

DJP

(5.256)-(5.262)

OBF

(5.122) -(5.137)

LP

(5.283)-(5.287)

PBF

(5.176)-(5.182)

1+1

(5.303)-(5.307)

OMP

(5.194)-(5.201)

 

ILP Program of PVLT System

LR

(5.10)-(5.18)

Protection Strategy

Constraint

Protection Strategy

Constraint

LIR

(5.45)-(5.58)

OB

(5.91)-(5.103)

DJP

(5.264)-(5.270)

OBF

(5.139)-(5.154)

LP

(5.289)-(5.293)

PRR

(5.218)-(5.222)

1+1

(5.308)-(5.312)

SLB

(5.239)-(5.244)

 

ILP Program of LT System

LR

(5.19)-(5.30)

Protection Strategy

Constraint

PRR

(5.223)-(5.230)

Protection Strategy

Constraint

LIR

(5.59)-(5.75)

SLB

(5.246)-(5.254)

OB

(5.105)-( 5.120)

DJP

(5.272)-(5.281)

OBF

(5.156)-(5.174)

LP

(5.295)-(5.302)

PBF

(5.184)-(5.193)

1+1

(5.313)-(5.320)

OMP

(5.202)-(5.212)

 

As proposed, the ILP formulations for network problem A are applicable for 

WDM restorable networks where the working and restoration light-tree routing 

pattern and its wavelength pattern are subject to optimize simultaneously. On the 

other hand, in network design problem B, the optimization process is exploited to 

solve only the restoration light-tree routing and wavelength patterns while the 

working light-tree routing and wavelength patterns are specified in prior to solving the 
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problem. Although the environments of network problems A and B are rather 

different, the ILP formulations of problem A can be extended to solve problem B.  

By dropping a portion of ILP constraints concerned with the working light-

tree computation and changing the objective function to minimize only the spare fiber 

requirement, modified ILP formulations for problem A automatically become ILP 

formulations for problem B. According to the protection methods, Table 5.2 provides 

ILP formulations to solve problem B.  

It should be noted that in the study of network protection results of problem B, 

working light-tree routing and wavelength patterns, which are given as inputs to ILP 

models, are in this thesis obtained by using the ILP programs as already presented in 

chapter 2. 

5.5 Heuristic Algorithm for LT and PVLT Multicast 

Restorable Networks 

As considered in Table 5.1, the proposed ILP formulations of all protection methods 

turn out to have large numbers of variables and constraints when a designed network 

gets larger. In particular, for the LT and PVLT wavelength assignment systems, their 

number of variables and constraints also increases with the number of wavelengths 

per fiber (M). Therefore, this implies that an optimal solution of network protection 

problems cannot be obtained in a reasonable time for a large network. In this section, 

we introduce a heuristic procedure to determine good solutions in cases of the LT and 

PVLT methods for all proposed protection approaches by using a solution of the ILP 

model of the VLT method as an input of heuristic procedure.  

 In development of heuristic procedure, the network protection problem is 

decomposed into two sub-problems: the working and restoration light-tree routing 

sub-problem and the wavelength assignment sub-problem. These two sub-problems 

are considered separately and in sequence.   

After a proposed light-tree protection technique is selected to provide in the 

network, the sequence of steps of the heuristic algorithm is as follows. 



 130

• STEP 1: Generate the VLT linear formulation of the protection that we are 

considering. For instance, if the LR protection is being considered, the 

corresponding VLT formulation will be the objective function (5.1) and the 

constraints (2.2)-(2.5), (2.7)-(2.9) and (5.2)-(5.9). 

• STEP 2: Solve the linear formulation generated in STEP 1 and record its solution. 

- For the LR protection, its solution is },,,{
'

'
,

,,,
ijsd

er
ij

ijr
sd

pr
ij
r kkkk

uxfax . 

- For the LIR protection, its solution is },,,,,{ '
,

',
,,,

'

'
ij

ijr
ij
r

ijsd
er

ij
ijr

sd
pr

ij
r kkkkkk

CGuxfax . 

- For the OB protection, its solution is },,,,{ ',
,

',
,

,,
,,

'' ijsd
abr

ijsd
abr

ijsd
r

ijsd
er

sd
pr

ij
r kkkkkk

Vyuax Ω . 

- For the OBF protection, its solution is 

},,,,,{ ',
,

',
,

,,
,,

'' ij
r

ijsd
abr

ijsd
abr

ijsd
r

ijsd
er

sd
pr

ij
r kkkkkkk

Vyuax ΘΩ . 

- For the PBF protection, its solution is },,,{ ,,,
q

ijr
ij

qr
sd

pr
ij
r kkkk

Swbax . 

- For the OMP protection, its solution is },,,,{ ,,
ij
r

ij
q

ij
qr

sd
pr

ij
r kkkk

HRwbax . 

- For the PRR, SLB, DJP and LP protections, its solution 

is },,{
',

,,
ijsd

er
sd

pr
ij
r kkk

uax . 

- For the 1+1 protection, its solution is },{ ,
sd

pr
ij
r kk

ax . 

• STEP 3: If the solution of the PVLT system is needed, generate the linear 

formulation of PVLT corresponding to the protection that we are considering. 

Otherwise, if the solution of the LT system is needed, generate the linear 

formulation of LT system instead. For either PVLT or LT, generate the additional 

following constraints and include them into the model: 

sd
pr

M
sd

pr kk
aa ,

1
,, =∑

=λ
λ    , RrNsdPp kksd ∈∀∈∀∈∀ ,,           (5.321) 

',
,

1

',
,,

ijsd
er

M
ijsd

er kk
uu =∑

=λ
λ    , RrNsdPp kksd ∈∀∈∀∈∀ ,, Lij ∈∀ '   (5.322) 
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'
,

1

'
.,

ij
ijr

M
ij

ijr kk
CC =∑

=λ
λ  , Rrk ∈∀ , }{ 'ijLij −∈∀ , Lij ∈∀ '  only for the LIR protection (5.323) 

ij
qr

M
ij

qr kk
bb ,

1
,, =∑

=λ
λ , Rrk ∈∀ , Qq ∈∀ , Lij ∈∀ only for the PBF and OMP protection(5.324) 

ij
q

M
ij
q RwRw =∑

=1
,

λ
λ , Rrk ∈∀ , Qq ∈∀ , Lij ∈∀  only for the OMP protection (5.325) 

ij
r

M
ij
r kk

HH =∑
=1

,
λ

λ , Rrk ∈∀ , Lij ∈∀  only for the OMP protection,  (5.326) 

where the variables in the left side of the above constraints are replaced by the 

solutions recorded in STEP 2. 

• STEP 4: Solve the new linear formulation generated in STEP 3. The network 

solution obtained from the new formulation combining with the solution recorded 

in STEP 2 becomes the results of the PVLT and the LT network protection 

designs.   

 



Chapter 6 

Results and Discussion for the Optical 

Protection Problem 

 

6.1 Introduction 

In this chapter, we deploy the ILP mathematical models and the heuristic algorithms as 

developed in Chapter 5 to study the optical protection problem of optical WDM networks. 

 With the use of several test networks, in the next section, the numerous experiment 

results are presented and discussed.  

6.2 Results and Discussion 

In this section, we present the numerical results obtained from the proposed ILP 

formulations so as to compare capacity requirements among the different light-tree 

protection approaches and also evaluate the influences of the limited fanout and the spare 

fiber placement techniques on spare capacity requirements. To solve the optimization 

problems formulated by the ILP models, the commercial software CPLEX MIP 6.6 [98] is 

employed and run on a PC 2.5 GHz Intel Pentium 4 with 1 GB of RAM. In experiments, 

we solve the optimization problems only in the case of VLT system, while the design 

outcomes for the PVLT and LT systems are determined by the proposed heuristic 

procedures as introduced in chapter 5. Thus, design outcomes for the VLT system are 

confirmed optimal. 
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Note that to determine active routes for given multicast traffic sessions, only the 

shortest routes of all node pairs of networks are used when generating ILP models for 

solving network problems A and B. In addition, the results reported throughout this section 

are for the VLT system, except in the last subsection.  

6.2.1 Comparison of Light-tree Protection Strategies 

      

 

(a) 8-Ring (b) 8N-14L

(c) 10N-21L
 

Figure 6.1: Experimental networks.  

Here, the light-tree protection strategies as described in chapter 4 are studied and compared 

in terms of the number of working and spare fibers needed to construct resilient multicast 

optical networks. The networks used in the experiments are shown in Figure 6.1 and their 

network characteristics are summarized in Table 6.1.  
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Table 6.1: Experimental network characteristics. 

Network No. of
nodes (N)

No. of
links (L)

Avg. nodal
degree

8-Ring 8 8 2

8N-14L 8 14 3.5

10N-21L 10 21 4.2

No.of
candiate

restoration
routes per
node pair

Total number
of candidate

rings (Q)

Total amount
of  multicast

demands

No. of
destinations
per multicast
demand (G)

1 5

3

5

5

5

1 5

3

5

5

5

1 5

3

4

4

4

1 1

10 59

10

5

30

15

5 100

5

5

40

40

Value of
fanout

3

3

3

)(∆

 

As shown, the three test networks which are selected for the experiments are 1) the 

most sparse 8-ring network, 2) the 8N-14L network, and 3) the highly connected 10N-21L 

network. To set multicast traffic demands for each test network, we initially fix the number 

of multicast sessions, followed by selecting the source nodes of multicast sessions. Then 

the nodes of the network are randomly chosen to be the destinations of multicast sessions. 

The total number of destinations for each session is specified by a fixed value of G as 

defined in Table 6.1. In the experiments, the value of G for all sessions of each test network 

is assumed to be equal and all sessions are also assumed to require one wavelength channel 

for communications. Table 6.1 shows how we set other parameters for test. 

In order to determine the fiber requirements, the spare capacity placement 

techniques applied for light-tree protection strategies have to be selected and summarized 

as in Table 6.2. As shown, the spare capacity placement schemes are chosen in such a way 

that each protection method provides the minimal fiber requirement with respect to other 

possible spare capacity placement schemes that can be applied to it. Hence, this selection 

guarantees fairness in the comparative study among the different light-tree protection 

approaches.    
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Table 6.2: Spare capacity placement techniques used in the experiments. 

Multicast
protection

Spare capacity
placement technique

SW+WW+SR

SW+WW+SR

SW+WW+SR

SW+WW+SR

SW+WW

Dedicated

LR

LIR

OB

OBF

PBF

OMP

Point-to-Point
protection

Spare capacity
placement technique

SW+WW+SR

SW+WW+SR

SW+WW+SR

SW+WW

Dedicated

PRR

SLB

DJP

LP

1+1

Li
gh

t-
Tr

ee
 p

ro
te

ct
io

n 
st

ra
te

gy

 

For the three test networks, they may be considered not practical-sized optical 

networks due to their relatively small size. However, we choose these networks because in 

this section all the results are obtained according to network design problem A (joint 

optimization). As will be discussed, the computational complexity of problem A is rather 

time intensive, particularly for large networks. Thus, this results in a limit to select 

networks for testing with network problem A. Nevertheless, as will be analyzed, the results 

of these test networks can be used to indicate the fiber requirement differences among the 

proposed protection strategies.    
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Table 6.3: Numerical results for the 8-ring network with G=3 and 5.  

G=5

25 40 40 40 40 40 40 57 57 57 57 2001

14 24 24 24 24 24 24 30 30 30 30 1042

11 16 16 16 16 16 16 22 22 22 22 723

8 8 8 16 16 16 16 16 16 16 16 564

7 8 8 8 8 8 8 15 15 15 15 405

7 8 8 8 8 8 8 14 14 14 14 406

7 8 8 8 8 8 8 12 12 12 12 327

7 8 8 8 8 8 8 8 8 8 8 328

G=3

22 40 40 40 40 40 40 51 51 51 53 1201

12 24 24 24 24 24 24 28 28 28 28 642

9 16 16 16 16 16 16 20 20 20 20 323

8 16 16 16 16 16 16 16 16 16 16 244

7 8 8 8 8 8 8 14 15 15 15 245

7 8 8 8 8 8 8 12 12 12 12 166

7 8 8 8 8 8 8 8 12 12 12 167

7 8 8 8 8 8 8 8 8 8 8 88

NoPro LR LIR OB OBF
(Br=2) PBF OMP PRR SLB DJP LP 1+1

M
 Number of Working and Spare Fibers Required
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After calculating the fiber requirements, Table 6.3 shows the results for the 8-ring 

network in the cases with and without link failure protection. Consider the case without 

protection where the results are in column “NoPro”. For each G analyzed, we found that 

the number of fibers required for supporting the multicast traffic decreases as the number 

of wavelengths per fiber, M, increases. For example, at G=3, the number of fibers can be 

reduced by around a half when the value of M increases from 1 to 2 (from non-WDM to 

WDM systems). At M=4, the number of fibers will approach the number of physical links 

of the test network, i.e., totaling 8 fibers. A further increment in the value of M beyond 4 

results in a slight reduction of the fiber requirement; only 7 fibers are needed, meaning that 

it is not necessary to install fibers at all physical links of the network. It is worth noting that 

this observation corresponds to the fact that while the amount of traffic is constant, 

providing more wavelength channels per fiber should lead to lower fiber requirements. 

Consider the cases where a protection system is provided. For each value of G, we 

see that with the 8-ring network, a larger number of fibers are required to protect multicast 

traffic against events of link failure.  

At G=3 and 5, Table 6.3 shows that the multicast protection strategies, i.e., LR, 

LIR, OB, OBF, PBF and OMP, typically require fewer fibers to protect the multicast traffic 

than the point-to-point protection strategies, i.e., PRR, SLB, DJP, LP and 1+1. In 

particular, for the same dedicated spare capacity reservation, the fiber requirements of the 

1+1 protection are on average greater than those of the OMP protection by 131% and 328% 

for G=3 and 5, respectively. These percentages are considered quite large. This observation 

confirms our expectation that the protection techniques specifically designed for multicast 

traffic would give better results than adopting the point-to-point protections to protect 

multicast traffic.  

Now, let us examine the capacity difference among the multicast protections or 

among the point-to-point protections. Table 6.3 shows that the results of all multicast 

protections or of all point-to-point protections are in most cases identical. By investigating 

in detail, we found that this equality arises from the two diversity paths of the ring topology 

of the 8-ring network. Thus, the capacity requirements among light-tree protection 

approaches are not clear distinguished by testing with the ring topology. Hence, more 

numerical results for other test networks are needed. 
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Table 6.4: Numerical results for the 8N-14L network with G=3 and 5.  

G=5

26 31 31 32 32 33 39 38 40 40 40 781

13 17 17 18 18 19 23 20 22 22 22 402

9 11 11 11 11 13 15 13 14 14 14 273

8 10 10 10 10 11 12 11 12 12 12 214

7 8 8 8 8 8 9 10 11 11 11 175

7 8 8 8 8 8 9 10 10 10 10 156

7 8 8 8 8 8 9 10 10 10 10 157

G=3

16 22 22 24 24 24 29 26 26 26 26 491

10 13 13 13 13 14 16 14 14 14 14 272

9 10 10 10 10 10 12 11 11 11 11 203

8 9 9 9 9 9 10 10 10 10 10 164

8 9 9 9 9 9 10 10 10 10 10 135

NoPro LR LIR OB OBF
(Br=2) PBF OMP PRR SLB DJP LP 1+1

M
 Number of Working and Spare Fibers Required

 

 

Table 6.5: Numerical results for the 10N-21L network with G=3 and 4. 

NoPro LR LIR OB OBF
(Br=2) PBF OMP PRR SLB DJP LP 1+1

M
 Number of Working and Spare Fibers Required

12 16 16 17 17 21 23 22 23 23 23 361

10 13 13 13 13 14 15 14 15 15 15 202

10 13 13 13 13 13 13 14 14 15 15 183

10 13 13 13 13 13 13 14 14 15 15 184

10 13 13 13 13 13 13 14 14 15 15 175

G=3

16 20 20 21 21 24 27 26 27 27 27 481

10 13 13 13 13 14 15 16 16 16 16 252

10 12 12 12 12 13 14 14 14 14 14 203

10 12 12 12 12 13 13 14 14 14 14 174

G=4
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For the more connected 8N-14L and 10N-21L test networks, Tables 6.4 and 6.5 

show the network design outcomes. As demonstrated, when comparing with results for no 

protection, a larger number of fibers are required to provide single link failure restoration 

for all proposed protection methods. Tables 6.4 and 6.5 also illustrate that the class of 

multicast protections typically require fewer fibers than the class of point-to-point 

protections. For instance, 43% and 23% are required on average for 8N-14L at G=5 and 

10N-21L at G=3 to be changed from the multicast to point-to-point protection systems, 

respectively. This observation is consistent with the results for the 8-ring network. 

However, when examining the OMP and PRR protections, the results show that for 

some M values, OMP needs more fibers to guarantee the link restoration than PRR, 

especially at low values of M. This finding signifies that in the test networks, the shared 

spare capacity reservation of the point-to-point PRR protection can be employed to reduce 

the capacity better than the dedicated spare capacity reservation of the multicast OMP 

approach. However, as considered in Tables 6.4 and 6.5, the capacity difference between 

the OMP and PRR protection techniques is marginal. Note that the capacity comparison 

between these two methods will be further studied in section 6.2.4.   

Next, consider the capacity difference among the multicast protection approaches. 

The results in Tables 6.4 and 6.5 show that the LR protection leads to the minimal fiber 

requirement with respect to other multicast protection methods. However, the results for 

the LR protection can be achieved by those for the LIR protection for all values of M. This 

implies that under the minimum capacity condition, the network prefers to reconfigure only 

the directly interrupted light-trees when an event of link failure occurs. In addition, this 

implies that the great flexibility of the LR method to reconfigure entire light-trees does not 

offer an advantage in fiber savings.  

 When comparing the capacity difference between OB and OBF at Br=2, we found 

that the results of both protections are identical for the test networks, meaning that 

providing only a limited number of backup optical branches for OBF is sufficient to obtain 

the same results as for OB. Moreover, Tables 6.4 and 6.5 qualitatively show that at M=1, 

there exists only a slight difference in the fiber requirement between the OBF (or OB) and 

LIR (or LR) approaches and further increasing M, no capacity differences can be found. 

This figure indicates that for multicast traffic served on light-trees, the use of the backup 

optical branch concept in the OB and OBF protection schemes potentially yields good 



 140

results for installing the capacity resources on the networks. Furthermore, this restoration 

concept offers another advantage in that it can simplify the fault management and operation 

with respect to those of the LR and LIR techniques. Thus, with this observation, we can 

conclude that OB and OBF are effective candidates for constructing a restoration system 

for multicast traffic.  

Next, let us examine the results for the PBF protection strategy. Tables 6.4 and 6.5 

indicate that the fiber differences between PBF and OBF (or OB) can be seen. For example, 

with the 10N-21L network at G=3, the PBF protection requires more fibers than the OBF 

protection by 24% and 8% for M=1 and 2, respectively. Such the differences directly arise 

from the constraint that for the PBF protection, a backup optical branch designed to protect 

a light-tree has to select only a single corresponding physical path for restoration. However, 

by the effect of greater wavelength multiplexing, the PBF and OBF (or OB) strategies can 

lead to identical results. As shown in Tables 6.4 and 6.5, when M ≥ 3, the results of the PBF 

and OBF (or OB) schemes are all the same. 

 Let us now investigate the OMP protection. Tables 6.4 and 6.5 illustrate that the 

OMP protection requires more fibers than other multicast protection approaches. This is 

because the OMP protection does not permit sharing of spare wavelength channels among 

the restoration paths of light-trees in contrast to other multicast protection approaches. 

However, the rather high number of fibers needed by OMP is compensated by the simple 

restoration process, thereby simplifying the restoration hardware equipment. Additionally, 

Tables 6.4 and 6.5 suggest that the extra fibers for OMP with respect to other multicast 

protections can be diminished by raising the value of M.  Thus, from this viewpoint, it is 

inferred that using a multiple fiber system with high wavelength multiplexing of the 

network can decrease the capacity differences among the protection techniques. Note that 

this scenario exclusively exists in networks with a multiple fiber system and cannot be seen 

in networks with a single fiber system.     

        Now, let us study another class of light-tree protections, i.e., the point-to-point 

protection strategies. As shown in Tables 6.4 and 6.5, the results indicate that the 1+1 

protection technique provides the maximum fiber requirement to construct a restoration 

mechanism against link failures. This is because the networks with the 1+1 protection have 

to assign spare capacity dedicated to each restoration path of each optical branch of the 

light-trees. For example, 2.61 times the number of fibers for the case of no protection is 
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required on average for the 8N-14L test network with G=3 to provide the 1+1 protection 

system.  

In contrast, the experiments also demonstrate that among the point-to-point 

protection strategies, the minimal capacity requirement occurs in the case of the PRR 

protection. With respect to the 1+1 protection, the fiber savings of PRR are gained by the 

spare resource sharing. However, when comparing the results of PRR to those of SLB, the 

fiber savings of PRR are comparable. Moreover, the capacity differences between these 

two protection approaches will vanish when the value of M becomes larger. Thus, based on 

the experiments, we can conclude that SLB is more effective and useful than PRR. This is 

because while SLB provides a fiber capacity close to that of PRR, its restoration process is 

much less sophisticated than that of PRR.  

Further observing the results in Tables 6.4 and 6.5, we found that across the range 

of M values, the SLB, DJP and LP protection schemes typically achieve the same results. 

Therefore, with the test networks, these three point-to-point protections perform identically 

in terms of the number of fibers needed to ensure the link restoration. 

 Finally, throughout this section, we can summarize the light-tree protections in 

terms of the fiber requirement to provide the link restoration as below: 

1) LR=LIR ≤ OB=OBF(Br=2) ≤ PBF ≤ PRR ≤ OMP ≤ 1+1. 

2) PRR ≤ SLB=DJP=LP ≤ 1+1. 

• Unicast Traffic: A Special Study Case  

To enhance understanding of the restoration mechanism of each proposed light-tree 

protection, we include a study of the light-tree protections in the case of unicast (point-to-

point) traffic given to the test networks. With this study, we can see some equivalences 

between the multicast and point-to-point protection strategies. Given design parameters as 

shown in Table 6.1, the numerical results of the three test networks are presented in Table 

6.6. 
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Table 6.6: Numerical results for the three test networks with G=1. 

NoPro LR LIR OB OBF
(Br=2) PBF OMP PRR SLB DJP LP 1+1

M
 Number of Working and Spare Fibers Required

10 26 26 26 26 26 40 26 26 26 26 401

6 14 14 14 14 14 24 14 14 14 14 242

6 12 12 12 12 12 16 12 12 12 12 163

6 8 8 8 8 8 8 8 8 8 8 84

6 8 8 8 8 8 8 8 8 8 8 85

8-Ring at G=1

9 15 15 17 17 17 22 15 17 17 17 221

9 10 10 10 10 10 12 10 10 10 10 122

9 10 10 10 10 10 10 10 10 10 13 103

9 10 10 10 10 10 10 10 10 10 13 104

8N-14L  at G=1

12 20 20 22 22 22 25 20 22 22 23 251

9 15 15 15 15 15 18 15 15 15 17 182

9 14 14 14 14 14 17 14 14 14 15 173

9 14 14 14 14 14 16 14 14 14 15 164

10N-14L at G=1

 

Consider the results in Table 6.6.  With the unicast traffic, we observe that between 

the classes of multicast and point-to-point protections, the OMP and 1+1 protections are 

equivalent in all design aspects, such as the capacity requirement and the restoration 

mechanism. This is because at G=1, the light-trees supporting the unicast traffic are 

automatically reduced to the lightpaths. Thus, with the same concept of dedicated spare 

capacity reservation, OMP is in effect identical to 1+1. As shown in Table 6.6, this 

equivalence is represented by the same result of each other. Moreover, for the same reason, 

three other equivalences can be seen in this experiment, that is, 1) LR=PRR, 2) 

OB=OBF=SLB, and 3) PBF=DJP. Again, these equivalences are confirmed by the design 

outcomes shown in Table 6.6.   

In addition, for ring networks such as the 8-ring network, an additional equivalence 

can be noticed, namely, LIR=OB=OBF(Br ≥ 1)=PBF=DJP=SLB. This equivalence arises 

from the fact that the ring network topology has only a single restoration path for each node 

pair to recover the disturbed traffic when the failure occurs. Therefore, regardless whether 
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it is LIR, OB, OBF, PBF, DJP or SLB, every protection has only one single candidate 

restoration route for protection and thereby they provide the same result.  

In summary, all the protection equivalences that exclusively occur in the case of the 

unicast traffic can be concluded as follows: 

1) OMP=1+1,  

2) LR=PRR, 

3) OB=OBF=SLB 

4) PBF=DJP. 

 Combining with ring topology networks, an extra equivalence must be included as 

LIR=OB=OBF=PBF=DJP=SLB. 

6.2.2 Capacity Comparison of Network Problems  A and B  

To compare the capacity requirement of network design problem B to that of problem A, 

Figure 6.2 plots the problem-B to problem-A capacity requirement ratio versus the number 

of wavelengths per fiber. Using the 8N-14L and 10N-21L test networks, Figure 6.2 shows 

that for all light-tree protections, the resulting ratios are greater than or equal to one for all 

values of M. This implies that the joint optimization of working and spare fibers can always 

lead to a better network solution than the optimization of spare fibers alone. As shown in 

Figure 6.2a), with respect to the results of problem B, we achieve an average of 14% and 

17% total capacity savings for the 8N-14L network at G= 5 in the cases of the multicast 

and point-to-point protections in network problem A, respectively. Meanwhile, for the 

10N-21L network at G=4, the average total capacity reductions are 5% and 8% in the cases 

of the multicast and point-to-point protection approaches, respectively. From Figure 6.2, it 

should be noted that the benefit of using the joint optimization tends to be constant for high 

values of M.  

 Although the joint optimization of working and spare fibers provides the better 

quality in the capacity requirements than the spare fiber optimization, as will be analyzed in 

the next section, this better quality of the joint optimization will trade off with the ILP 

complexity and the computational time to obtain results.   
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a) Results for the 8N-14L network with G=3, 5 
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b) Results for the 10N-21L network with G=3, 4 

Figure 6.2: Comparison of the capacity requirements between network design problems A 

and B.  

6.2.3 ILP Complexity and Computation Time 

In this section, the computational complexity of ILP formulations and the execution time to 

solve optimization problems are studied.   
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Table 6.7: Computational complexity of ILP formulation of network design problem A for 

8N-14L with G=5. The computational complexity is represented in terms of the number of 

constraints (Nc) and variables (Nv) of the ILP formulation. Computational complexity of 

network design problem B is given in parentheses.  

NcNv

ILP Complexity of VLT
SystemLight-tree

Protection

164279NoPro

6452
(6288)

3751
(3472)LR

7361
(7197)

5386
(5107)LIR

17201
(17037)

11392
(11113)OB

17276
(17112)

13122
(12843)OBF

1882
(1718)

1254
(975)PBF

589
(425)

939
(660)OMP

2069
(1905)

806
(527)PRR

743
(579)

587
(308)SLB

4378
(4214)

4474
(4195)DJP

743
(579)

587
(308)LP

239
(75)

354
(75)1+1
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Table 6.8: Computational complexity of ILP formulation of network design problem A for 

10N-21L with G=4. The computational complexity is represented in terms of the number of 

constraints (Nc) and variables (Nv) of the ILP formulation. Computational complexity of 

network design problem B is given in parentheses.        

  

NcNv

ILP Complexity of VLT
SystemLight-tree

Protection

101145NoPro

4964
(4863)

2749
(2604)LR

5744
(5643)

4168
(4023)LIR

5711
(5610)

4307
(4162)OB

5751
(5650)

4901
(4756)OBF

3493
(3392)

2106
(1961)PBF

973
(872)

1515
(1370)OMP

4648
(4547)

1515
(1370)PRR

397
(296)

622
(477)SLB

3398
(3297)

3742
(3597)DJP

397
(296)

622
(477)LP

141
(40)

185
(40)1+1
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For the 8N-14L network with G=5 and the 10N-21L network with G=4, Tables 6.7 

and 6.8 illustrate the complexity of ILP formulations of network problem A in terms of the 

numbers of constraints (Nc) and variables (Nv), while the ILP complexity of network 

problem B is given in parentheses.  

Tables 6.7 and 6.8 show that Nc  and Nv  of the case with protection are much 

greater than those of the case without protection regardless of whether ILP formulations are 

generated to form network problem A or B. This due to the fact that to guarantee the link 

restoration, the extra number of constraints and variables associated with the restoration 

path and spare capacity determination must be included in the formulations. 

When the complexities of light-tree protection designs with problem A are 

considered, Tables 6.7 and 6.8 indicate that the ILP models of multicast protections are 

more computationally complicated than those of point-to-point protections. Therefore, with 

this observation we can expect that the computational times to solve the ILP formulations 

of the multicast protections would be longer than those of the point-to-point protections.  

Figures 6.3 and 6.4 chart the computation times of ILP formulations for the 8N-14L 

network with G=5 and the 10N-21L network with G=4, respectively. As shown, the 

computational time of each protection approach is presented by a gray scale. A black 

square in the charts means that that ILP formulation requires more than 10 hours to obtain 

the results. In contrast, a white square means that the ILP formulation is completely solved 

within 5 seconds.  

Consider the resulting charts in Figures 6.3 and 6.4. They show that ILP 

formulations in the cases without protection can be solved almost instantly (within 5 

seconds) for all test values of M. This is because the computational complexity of the ILP 

formulation in a case without protection is very small as illustrated in Tables 6.7 and 6.8. 

However, Figures 6.3 and 6.4 also demonstrate that the execution time to solve an ILP 

formulation will be longer when the networks are designed to provide single link 

protection. Particularly, the ILP formulations of multicast protections generally consume 

more time to obtain results than the ILP formulations of point-to-point protections. In other 

words, the chart areas for the multicast protection are  
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Figure 6.3: Computational time of the ILP formulations for 8N-14L with G=5 under 

network design problems A and B. 
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Figure 6.4: Computational time of the ILP formulations for 10N-21L with G=4 under 

network design problems A and B. 
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dimmer than those for the point-to-point protections. Note that these observations hold true 

for both network problems A and B and also correspond to the previous discussion of the 

ILP complexity shown in Tables 6.7 and 6.8. 

Next, let us investigate the computational time difference between network 

problems A and B. Figures 6.3 and 6.4 demonstrate that the areas in the cases of problem B 

are generally brighter than those in the cases of problem A. This implies that the time taken 

to solve network problem B is shorter than that to solve network problem A. In most cases 

of problem B, Figures 6.3 and 6.4 show that we can obtain the results within 5 minutes. 

Meanwhile, to solve problem A consumes on average 1 hour. Additionally, in some cases, 

the execution time to solve problem A is relatively long, i.e., more than 10 hours. However, 

with respect to problem A, the advantage in the short execution time of problem B will 

trade off with the quality of network results. This is because, as illustrated in Figure 6.2, the 

capacity requirements of problem A are always lower than those of problem B.  

Since the time to calculate design outcomes of problem B is rather short even for 

the moderate-sized 10N-21L network, in the next subsection, we shall extend our 

experiments to study the proposed protection techniques by using a practical-sized NSFNet 

network [41].     

6.2.4 Practical-Sized NSFNet Network 
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Figure 6.5: NSFNet network topology. 

In this section, we extend the comparative study among the proposed light-tree protection 

methods to cover the more practical-sized NSFNet network. The network topology and the 
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network characteristics are shown in Figure 6.5 and Table 6.9, respectively. As shown in 

Table 6.9, ten multicast sessions with G= 8 are given to the network. Each multicast 

session is assumed to require one wavelength channel for communications. In addition, the 

methodology to assign the spare capacity placement techniques to light-tree protections is 

shown in Table 6.2.  

Table 6.9: NSFNet network characteristics. 

NSFNet 14 21 3 8 105 40

Network No. of
nodes (N)

No. of
links (L)

Avg. nodal
degree

No .of
candiate

restoration
routes per
node pair

Total number
of candidate

rings (Q)

Total amount
of  multicast

demands

No. of
destinations
per multicast
demand (G)

Value of
fanout )(∆

3

 

For network design problem B, Figure 6.6a) plots the total number of working and 

spare fibers required to guarantee link restoration versus the number of wavelengths per 

fiber. In the cases with and without protection, Figure 6.6a) shows that the fiber 

requirement tends to decrease as the value of M increases. For low values of M, the fiber 

requirement decreases rapidly. When the value of M becomes larger, the rate of decrease of 

the fiber requirement is reduced. As shown, flatter curves are observed. Furthermore, for 

M ≥ 12, no fiber savings can be seen. Therefore, this scenario demonstrates that the 

increment of M ≥ 12 leads to an abrupt increment in the system capacity and, in effect, a 

rapid drop in the fiber utilization can be seen. The system capacity and the fiber utilization 

for the NSFNet network with and without protection are presented in Figures 6.6b) and 

6.6c), respectively.   
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Figure 6.6: Results for the NSFNet network. 
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Now, consider the results for light-tree protections. Figure 6.6a) shows that among 

the light-tree protections, 1+1 requires the maximal number of fibers, or on average, 4.15 

times the fiber requirement in the case without protection. Note that this observation is 

consistent with the experiments in section 6.2.1. 

Consider the PRR, SLB, DJP, and LP point-to-point protections. The results 

indicate that PRR, SLB, DJP, and LP always outperform 1+1. This advantage is gained by 

the sharing of spare wavelength channels on the restoration paths of light-trees. As shown, 

in the experiments, PRR, SLB, DJP, and LP require less network capacity than 1+1 by 

about 120%. The benefit of capacity savings of PRR, SLB, DJP, and LP can also be 

noticed in Figures 6.6b) and 6.6c).  

Let us study the capacity differences among the PRR, SLB, DJP, and LP 

protections. Figure 6.6a) suggests that the NSFNet network seems to require identical 

network capacity for the PRR, SLB, DJP, and LP protections. The differences among those 

protections can be observed, but they are comparable. Hence, these results imply that PRR, 

SLB, DJP, and LP are equal in terms of the fiber requirement. Consequently, to decide 

which protection is cost-effective, network architects and designers should take other 

network design factors, such as fault management, into consideration. 

Comparing the results between the classes of point-to-point and multicast 

protections, Figure 6.6a) indicates that for all values of M, the multicast protections always 

require fewer fibers for single link restoration than the point-to-point protections. This 

demonstrates that the use of a light-tree as a granularity to make multicast traffic restorable 

potentially yields better solutions than the use of a lightpath as a granularity for protection. 

However, Figure 6.6a) also indicates that the results for point-to-point protections can be 

improved to approach those for multicast protections by increasing the number of 

wavelengths per fiber.  

 Now, let us focus on the results of the multicast protection approaches in Figure 

6.6a). It is found that the resulting curves of the multicast protections are relatively close, 

making it difficult to investigate the fiber differences among the multicast protections. 

Thus, an enlargement of Figure 6.6a) is required and here shown in Figure 6.7.  



 154

0 2 4 6 8 10 12 14 16
0

20

40

60

80

100

120

140

160

Number of wavelengths per fiber, M

W
or

ki
ng

 a
nd

 S
pa

re
 fi

be
rs

PRR, SLB,
DJP,LP

OMP

NoPro

OB, OBF,
PBF

LR, LIR

NoPro
LR
LIR
OB

OBF
PBF
OMP
PRR
SLB
DJP
LP

 

Figure 6.7: Enlarged graph of Figure 6.6a). 

The enlarged view shows that the OMP protection always requires the maximum 

network capacity with respect to other multicast protections. Across the range of M values, 

OMP demands more fibers than the case without protection by 56%. The maximum fiber 

requirement of the OMP in fact results from the employment of dedicated spare capacity 

reservation to determine the number of spare fibers. However, with respect to other 

multicast protections, the extra fibers of the OMP can trade off with a more simplified 

restoration mechanism. 

Next, we investigate the OB, OBF at Br=3, and PBF protections. The results in 

Figure 6.7 demonstrate that although OB, OBF, and PBF have the different rules to 

determine the restoration paths for protection, they tend to provide the same design 

outcomes. Thus, this implies that based on the test network, the OB, OBF, and PBF 

protections have the same performance in the aspect of fiber requirements.   

Now, consider the results for the LR protection. Figure 6.7 shows that LR requires 

the minimal fiber requirement with respect to other multicast protections. This arises from 

the great rerouting flexibility of the LR protection. When compared with the case without 

protection, only 25% extra fibers allow implementation of the LR protection in the test 

network. However, Figure 6.7 illustrates that the results of LR protection can also be 

achieved by the LIR protection. This scenario holds true for all values of M. Thus, with this 

observation, we can conclude that the LR and LIR protections perform equally and provide 
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the same fiber cost. However, as discussed in section 6.2.1, we can say that LIR is more 

attractive than LR. This is because LIR has a much easier restoration mechanism than LR. 

 Finally, let us examine the fiber differences between OB, OBF, or PBF and LR or 

LIR. Figure 6.7 shows that there is a gap between these approaches. Thus, these 

experiments confirm our expectation that the reconfiguration of light-trees after a failure 

occurs would yield lower network capacity than the use of backup optical braches for 

restoration. As shown, on average, the capacity difference is 9% between these two 

approaches. Nevertheless, Figure 6.7 also suggests that the gap between these protections 

can be decreased. This is done by increasing value of M. As illustrated, when M grows 

higher, the capacity gap is narrower, and at M ≥ 8, OB, OBF, or PBF and LR or LIR 

provide the same network results.  

 Therefore, to summarize the capacity comparative study with the NSFNet network, 

it can be concluded that the network capacity required for light-tree protection methods can 

be ranked as LR=LIR ≤  OB=OBF=PBF ≤ OMP ≤ PRR=SLB=DJP=LP ≤ 1+1. 

6.2.5 Influence of the Limited Fanout on the Fiber Requirement 

As discussed, the limit to replicate and transmit signals of optical power splitters has an 

impact on the shape of light-trees and also has an impact on fiber requirements of 

networks. This section will analyze this issue in detail.  

 First, let us consider the effect of limited fanout in networks with the multicast 

protection strategies. 

 Based on the experiments in sections 6.2.1 and 6.2.4, Figures 18a) and 18b) plot the 

ratio of fiber requirements at ∆ =3 and ∆ =2 versus the number of wavelengths per fiber for 

the 8N-14L network with G=3 and the NSFNet network, respectively. Technically, the 

fanout value at ∆ =2 means that networks have to use chain structures instead of light-trees 

to accommodate multicast traffic, see Figure 4.4 for clarity. Then ∆ =3 represents the initial 

value of optical splitters in employing light-trees to support multicast traffic. 
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                      a) 8N-14L network with G=3                              b) NSFNet network 

Figure 6.8: Ratios of fiber requirements at ∆ =3 and ∆ =2 versus M for the cases of 

multicast protections. 

 Consider the resulting ratios in Figures 18a) and 18b). They demonstrate that the 

two test networks have a similar scenario in association with the increment in the fanout 

value. As shown, among the multicast protections, only the LR and LIR protections are 

able to use the fanout increment to reduce the network capacity. However, the benefit in 

fiber reduction is considered restricted and occurs only in cases of low M. As shown, in 

both test networks with the LR or LIR protections, as much as 5% fiber savings can be 

achieved by increasing the fanout value. This percentage is considered insubstantial. In 

addition, Figures 18a) and 18b) show that no improvements in network capacity are 

observed when M ≥ 2 and M ≥ 4 for the 8N-14L and NSFNet networks, respectively. 

Therefore, from the experiments we can conclude that, for multicast protection approaches, 

the increase of fanout does not significantly improve the fiber reduction. 

 Now, let us investigate the fiber requirement ratios in the cases of point-to-point 

protections. Figures 19a) and 19b) demonstrate that excluding the 1+1 protection, the 

change in the fanout value has a significant influence on the fiber requirements for the 

point-to-point protections. For example, in Figure 6.9a), when ∆  increases from 2 to 3, 

17% fiber reduction is possible for the PRR, SLB, and DJP protections. This percentage is 

considered large. Note that 17% fiber reduction for point-to-point protections is also 

observed in Figure 6.9b) of the NSFNet network.  

 Therefore, based on the test networks, we can summarize that while the increment 

in the fanout from 2 to 3 is not useful to reduce the fibers required for the cases of the 
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multicast protections, this increment will be more attractive in the cases of point-to-point 

protections. 
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                     a) 8N-14L network with G=3                               b) NSFNet network 

Figure 6.9: Ratios of fiber requirements at ∆ =3 and ∆ =2 versus M for the cases of point-

to-point protections. 

 Further increasing fanout values, i.e., ∆ ≥ 4, were studied with both 8N-14L and 

NSFNet networks. In the experiments, we found that the fiber requirements for ∆ ≥ 4 are 

identical to those for ∆ = 3 for all cases of light-tree protections and also for all values of 

M. Hence, this implies that increasing the fanout to more than 3 cannot decrease the 

network capacity for implementing the restorable optical networks. Here, it is worth noting 

that this scenario is also found for other test networks.  

6.2.6 Influence of the Br design parameter on the Fiber 

Requirement 

In the OBF multicast protection strategy, the number of backup braches (Br) assigned to 

light-trees is a main design parameter in determination of the network capacity against link 

failure. In this section, we shall study the effect of the Br value on the fiber requirement.  

 From the experiment in section 6.2.1, Table 6.10 shows the number of fibers needed 

for the OBF protection as a functions of Br and ∆  values for the 10N-21L network with 

G=4.    
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Table 6.10: Number of fibers for the OBF protection versus the values of Br and ∆  for the 

10N-21L network with G=4. 

                    a) M=1                                   b) M=2                                     c) M=3 

∆
Br

1

2

3

Unlimited
(OB)

2 3 Unlimited

25 25 25

23 23 23

23 23 23

23 23 23
    

∆
Br

1

2

3

Unlimited
(OB)

2 3 Unlimited

14 14 14

14 14 14

14 14 14

14 14 14
    

∆
Br

1

2

3

Unlimited
(OB)

2 3 Unlimited

13 13 13

13 13 13

13 13 13

13 13 13
 

 For the case of M=1, Table 6.10a) indicates that the number of fibers required for 

the OBF protection is not a function of the fanout value. As shown, while fixing a Br value, 

the fiber requirement is not changed as the fanout value increases.  

Now, consider the effect of the Br value. Table 6.10a) suggests that fiber reduction 

can be realized when the value of Br is increased from 1 to 2. This increment can save 

fibers by about 9%, which is rather high. This corresponds to our expectation that the 

greater the value of Br, the more the choices to select backup optical branches for 

restoration, thereby leading to the reduction in the number of fibers. However, as 

illustrated, the advantage in reducing the fibers is considered limited. This is because no 

fiber savings can be seen for Br ≥ 2.  

Next, let us investigate the results when the value of M increases from 1 to 2 and 3 

in Tables 6.10b) and 6.10c). It is found that at each analyzed M, every combination of Br 

and ∆  values given to the OBF protection provides identical results. As shown, the total 

numbers of fibers are 14 and 13 fibers for M=2 and 3, respectively. Hence, these results 

imply that the growth in the M value can efficiently decrease the influence of the Br value 

on the fiber requirement. Note that for M ≥ 4, this scenario is also observed. 

To further study the effect of the Br value with larger networks, the numerical 

results for the NSFNet network are reported in Table 6.11. 

 For the NSFNet network with M=1, Table 6.11a) indicates that like the results in 

Table 6.10a), the fanout value does not influence the fiber requirement. However, a 

scenario of fiber reduction can be seen in the case of an increasing Br value. As shown in 
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Table 6.11a), 11% fiber savings occur when increasing the Br value from 1 to 2. In 

addition, at Br=3, we still found further fiber reduction with respect to the results for Br=2. 

However, as we expected, the percentage of fiber savings at Br=3 diminishes with respect 

to that at Br=2. Finally at Br=4, no fiber reduction can be seen and the results at these 

points are identical to those of the OB protection. 

Table 6.11: Number of fibers for the OBF protection versus the values of Br and ∆  for the 

NSFNet network. 

                   a) M=1                                    b) M=2                                           c) M=3 

∆
Br

1

2

3

4

Unlimited
(OB)

2 3 4 Unlimited

116 116 116 116

105 105 105 105

104 104 104 104

104 104 104 104

104 104 104 104
   

∆
Br

1

2

3

4

Unlimited
(OB)

2 3 4 Unlimited

65 65 65 65

54 54 54 54

54 54 54 54

54 54 54 54

54 54 54 54
   

∆
Br

1

2

3

4

Unlimited
(OB)

2 3 4 Unlimited

45 45 45 45

40 40 40 40

40 40 40 40

40 40 40 40

40 40 40 40
 

 When the value of M is increased to 2 and 3, we also found the same scenario as in 

the case of M=1; namely, an increase in the Br value leads to fiber savings. However, 

unlike the case of M=1, Tables 6.11b) and 6.11c) point out that for higher wavelength 

multiplexing, the results of the OBF protection will converge to the results of OB more 

quickly. As illustrated, only at the small value of Br=2 are the fiber requirements of OBF 

and OB identical. 

 Therefore, analyzing the results for the two test networks, we can summarize that 

the Br design parameter can reduce the network capacity required for the OBF protection. 

When the value of Br is increased, the network capacity of OBF will be decreased and also 

approach closer to that of OB. Moreover, with a large value of M, only a small value of Br 

can yield results for OBF identical to those for OB.    

6.2.7 Study of Spare Capacity Placement Techniques 

As discussed, one of the main factors that should be considered in implementing resilient 

multicast WDM networks is the technique to place and use spare capacity. In this section, 
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we shall analyze the spare capacity placement techniques as proposed in chapter 4. Let us 

first study the SW+WW+SR and SW+WW techniques. 
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                   a) 8N-14L network with G=3                                 b) NSFNet network 

Figure 6.10: Ratios of fiber requirements between the SW+WW+SR and SW+WW spare 

capacity placement techniques.   

Using the experimental methodology as in the previous section, Figures 6.10a) and 

6.10b) plot the SW+WW+SR to SW+WW fiber requirement ratio versus the number of 

wavelengths per fiber for the 8N-14L network with G=3 and the NSFNet network, 

respectively.  

Considering the resulting ratios in Figure 6.10a), we found that there is a point that 

the use of SW+WW+SR can reduce the total fiber requirement with respect to the use of 

SW+WW. As shown, 8% fiber reduction at M=3 can be seen, but this reduction occurs 

only with the SLB and DJP approaches. Moreover, Figure 6.10a) illustrates that the benefit 

of using SW+WW+SR instead of SW+WW cannot be observed for M ≥ 4. 

Likewise, Figure 6.10b) shows that the NSFNet network operating only with the 

SLB or DJP protection can take advantage of SW+WW+SR over SW+WW to reduce the 

network capacity. As much as 5% fiber savings can be achieved. In addition, the resulting 

ratios indicate that the advantage of deploying SW+WW+SR over SW+WW exists for 

some values of M. For M ≥ 14, the experiments demonstrate that the results of 

SW+WW+SR and SW+WW are all identical. Hence, SW+WW+SR and SW+WW at these 

points have a same performance. 

Therefore, based on these results, it can be summarized that the SW+WW+SR 

technique can be used to decrease the fiber requirement with respect to the SW+WW 
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technique. Consequently, the stub release option in SW+WW+SR is useful to reduce the 

fiber requirement. However, the advantage of SW+WW+SR over SW+WW is rather 

limited. Whether this advantage is considered cost-effective depends on the value of M and 

the protection approach that the network employs. Inclusively, one should take the 

complexity of the restoration signaling system into account. This is because as discussed 

earlier the restoration signaling system of SW+WW+SR is inherently more intricate than 

that of SW+WW.    

 Next, let us compare the results of the SF+WF and SW+WW spare fiber placement 

techniques. Figure 6.11 plots the SF+WF to SW+WW fiber requirement ratio versus the 

number of wavelengths per fiber. 
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                  a) 8N-14L network with G=3                                  b) NSFNet network 

Figure 6.11: Ratios of fiber requirements between the SF+WF and SW+WW spare 

capacity placement techniques.   

 For the 8N-14L network with G=3, Figure 6.11a) illustrates that with the SF+WF 

technique, the network requires more network capacity for single link restoration than the 

SW+WW technique. In addition, with respect to SW+WW, the SF+WF technique tends to 

requires more fibers as the value of M increases. As shown, for M ≥ 4, more than 10% extra 

fibers are needed for SF+WF for all cases of protection methods. In particular, as much as 

60% extra fibers are possible for the SLB and DJP protections. 

 Compared with the results of SW+WW, the extra fibers of SF+WF arise from the 

fact that a network with SF+WF must allocate spare fibers separately from working fibers 

and cannot deploy the remaining capacity of the working fibers for restoration as in 

SW+WW.  
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 Let us now investigate the results for the NSFNet network. Like Figure 6.11a), 

Figure 6.11b) demonstrates that SF+WF requires more network capacity than SW+WW 

and the additional fibers for SF+WF have a trend to increase with the value of M.  

 Therefore, based on the results of two test networks, we can conclude that the 

SF+WF technique typically requires extra network capacity when compared with 

SW+WW, thus resulting in a higher fiber cost. However, this extra capacity cost for 

SF+WF leads to simplifying a restoration switching process and a signaling system with 

respect to those of SW+WW counterpart. 

To summarize all the discussion of SW+WW+SR, SW+WW and SF+WF, we can 

conclude that in terms of the network capacity, we can rank the spare fiber placement 

techniques in ascending order as SW+WW+SR ≤ SW+WW ≤ SF+WF. However, in terms of 

the restoration management complexity, the order is opposite as 

SW+WW+SR ≥ SW+WW ≥ SF+WF.  

6.2.8 Study of Wavelength Assignment Approaches 

One of the main factors that we should examine in designing WDM networks is the 

wavelength assignment techniques. In this section, the wavelength assignment techniques 

for restorable light-trees, namely, VLT, PVLT, and LT, are investigated. 

 Figures 6.12a) and 6.12b) show the ratios of fiber requirements between the PVLT 

and VLT techniques for the 8N-14L network with G=3 and the 10N-21L network with 

G=4, respectively. 

  First, consider the resulting ratios for the 8N-14L network with G=3. Figure 6.12a) 

demonstrates that the PVLT/VLT fiber requirement ratios are greater than or equal to one 

for all values of M. This implies that the PVLT system typically uses more fibers than the 

VLT system. This is because for PVLT, the wavelengths assigned to light-trees are more 

restrictive in comparison with VLT. Namely, for PVLT, each optical branch of a light-tree 

is permitted to occupy only one wavelength for transmission. However, the increment in 

the number of fibers for the PVLT system with respect to VLT is rather limited. This is 

because only three points in Figure 6.12a) show that the fiber requirement of PVLT is 
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greater than that of VLT. Moreover, Figure 6.12a) suggests that no capacity differences 

between PVLT and LT can be observed for M ≥ 5.  
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                      a) 8N-14L network with G=3                     b) 10N-21L network with G=4 

Figure 6.12: Ratios of fiber requirements between the PVLT and VLT wavelength 

assignment approaches. 

 Next, consider the results for the 10N-21L network with G=4. Figure 6.12b) shows 

that the results of PVLT and VLT are identical for all cases of protection and all values of 

M. This means that the capacity requirement of VLT can be achieved by PVLT, although 

PVLT is more limited in terms of wavelength assignments than VLT.  

 Therefore, based on the experiments, it can be concluded that if the value of M is 

selected properly, the network can use PVLT instead of VLT without increasing the 

network capacity. The experiments also suggest that the selection of M can be relaxed 

when employing a high value of M. It is worth noting that this result is very relevant to 

WDM network design because PVLT typically requires fewer wavelength converters than 

VLT, so that switching node cost savings can be realized. 

 To study the LT wavelength assignment system, Figure 6.13 shows the ratios of 

fiber requirements between the LT and VLT systems. 

 For the 8N-14L network with G=3, Figure 6.13a) demonstrates that except for M=1, 

deploying the LT system in the network leads to an increase in network capacity with 

respect to deploying the VLT system. As illustrated, the extra capacity needed for LT is in 

the range of 10%-70% and also depends on the light-tree protection approach that the 

network is employing.  
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                   a) 8N-14L network with G=3                          b) 10N-21L network with G=4 

Figure 6.13: Ratios of fiber requirements between the LT and VLT wavelength assignment 

approaches. 

Consider the resulting ratios for the 10N-21L network with G=4 in Figure 6.13b). 

They again indicate that the network capacity for LT is generally higher than that for VLT. 

It is also observed that in comparison with VLT, the additional capacity required for LT 

will be constant for M beyond 6. As shown, for M ≥ 6, 10%-43% extra fibers are needed for 

LT, depending on the light-tree protection scheme. 

  Based on the two test networks, these relatively high percentages of extra fibers 

arising in the LT system are due to the fact that this system assigns only a single 

wavelength to a light-tree and uses this wavelength under both normal and failure 

conditions, in contrast with VLT. Hence, the capability to reuse the spare capacity of LT is 

restricted and less than that of VLT. Accordingly, it is inherent that LT needs more total 

network capacity than VLT. 

 In summary, for three wavelength assignment techniques, we can rank the fiber 

requirement in ascending order as VLT ≤ PVLT ≤ LT. However, as discussed in chapter 4, 

in terms of the number of wavelength converters needed for allocating wavelengths, the 

order is opposite: LT ≤ PVLT ≤ VLT. 



Chapter 7 

ILP-based Heuristic Algorithm for 

Multicast WDM Network Design 
 

7.1 Introduction 

In the preceding chapter, we have concluded that when protection systems are 

provided to optical networks, the ILP mathematical formulations used to determine 

fiber requirements are suitable only for relatively small networks. This is due to the 

fact that these network design problems are NP-hard; hence the computational time to 

obtain an optimal solution, even for small networks is expensive.  

 To extend the analysis to large practical networks, other approaches should be 

implemented to achieve this aim. In this chapter, we propose a heuristic solution 

procedure based on the proposed ILP formulations for computing fiber requirements 

of multicast mesh WDM networks.      

 The rest of the chapter is organized as follows. In section 7.2, a heuristic 

algorithm to obtain fiber requirements for large scale networks is proposed in detail. 

In section 7.3, the presented algorithm is tested with all studied protection approaches 

to assess the quality of its solutions. To validate the presented algorithm, both small- 

and large-sized WDM networks are employed. Finally, section 7.4 provides the 

conclusions as found in this chapter.     
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7.2 ILP-based Heuristic Procedure 
As commonly known, the reason why NP-hard problems are computationally 

expensive arises from their very high computational complexity not only in terms of 

the number of constraints but also in terms of the number of unknown variables. In 

particular, when problems grow larger, the problem complexity will increase 

exponentially. In order to solve large size NP-hard problems, it is thus imperative to 

decrease their complexity. One of the possible methods to achieve this is to 

decompose a NP-hard problem into a sequence of smaller problems [99]. By dividing 

the problem into a set of small problems, the calculation of each small problem 

implies making the decision of one part of the whole problem. The heuristic 

procedure presented here also lies in this scheme. The following is the detail of the 

heuristic procedure.  

Given a set of multicast demands, the heuristic solution procedure that we 

introduce starts by solving a ILP program of a small network problem of a multicast 

demand and then we attempt to determine the solution successively for all other 

multicast demands. To keep the problem complexity at a reasonable level, the 

heuristic procedure adds the variables and constraints for each multicast demand into 

the ILP program in each iteration. The network solution for that multicast demand is 

then kept and fixed in during of all subsequent iterations. At the termination, the 

heuristic procedure gives a solution of the entire network problem.  

 Let  denote the ILP program generated at iteration t. The formal description 

of the heuristic procedure is provided as follows and its flow chart is illustrated in 

Figure 7.1. 

• STEP 1: Choose a light-tree protection approach and a wavelength allocation 

technique that are needed to provide to a WDM network. 

• STEP 2: According to the selected light-tree protection approach, let t equal to 1 

and Pt be the ILP program that is generated with a multicast demand of a given set 

of multicast demands of the network. Then, solve Pt.   

• STEP 3: Store the solution of Pt, i.e., the resulting values of all routing and 

wavelength variables.   
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• STEP 4: Select a certain multicast demand rk from the multicast demand set that 

we have not considered so far. 

• STEP 5: For multicast demand rk, add the ILP constraints and variables 

corresponding to the multicast rk to Pt. Moreover, fix the solution stored from Step 

3 in Pt. Then, solve Pt.      

• STEP 6: If all multicast demands were already considered, terminate. The current 

solution of Pt is the solution of entire network problem. Otherwise, set t=t+1 and 

go to Step 3. 

Choose  protection and wavelength
allocation approach.

Select a multicast session and generate the
ILP program .

Solve ILP program of step 2 and Store its
solution

Select  another multicast session that we
have not considered so far.

Generate the ILP program for traffic demand
in step 4, add this program to the prgram in
step 2 and also fix the solution in step 3.

Solve the modified ILP program in step 5 and
store its solution.

Are all multicast sessions
considered?

Solution in step 6 is the final network
solution for all multicast sessions

End

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8
Yes

No

 

Figure 7.1: Flow chart of the proposed heuristic algorithm. 
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 As presented, we can see that this heuristic procedure can be applied not only 

optical networks with protection but also optical networks without protection. To 

clearly understand the proposed heuristic solution procedure, an instance of using this 

procedure is given as below. 

 Given a considered network and its set of multicast demands, from step 1 of 

the heuristic procedure if we select the LR protection and LT wavelength allocation 

for the network, then the heuristic procedure can perform. 

• STEP 1: Choose the LR protection and LT wavelength allocation for the network. 

• STEP 2: Set t=1 and select a multicast session from the set of multicast demands. 

Then, let Pt denote the ILP program that is generated corresponding to a selected 

multicast demand. Namely, Pt consists of the objective function (24) and 

constraints (2.2)-(2.5) and (5.20)-(5.30). Then, solve Pt. 

• STEP 3: Store the resulting values of variables ,  and  of Pt.  

• STEP 4: Select another multicast demands that we have not considered. 

• STEP 5: From step 4, add variables and constraints (2.2)-(2.5) and (5.20)-(5.30) of 

the multicast demand selected at step 4 to Pt. Then, fix the resulting value of 

variables that we stored in step 3 in Pt. Again, solve Pt. 

• STEP 6: If every multicast session in the set of traffic demands was completely 

considered, terminate and the current solution at step 5 is the solution of the 

network problem. Otherwise, set t=t+1 and go to step 3. Note that if there are 5 

multicast demands in the network, the situation of going back to step 3 of the 

heuristic procedure totally occurs 4 times. 

 With the employment of the heuristic algorithm, one important issue that 

should be addressed is a technique to select a traffic demand in step 2. This is because 

different selection techniques result in different sequences of sub-problems to be 

solved; thus it would lead to different network solutions. In this thesis, two criteria to 

select a traffic demand are proposed and analyzed. The lowest network result obtained 

from these two criteria is the final design outcome of network problem. The two 

traffic selection criteria are: 
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1. Ascending selection criterion (Asc): among multicast demands that have not 

been considered in the algorithm, the multicast traffic demand with the smallest 

number of destinations or the group size is first selected to be solved.    

2. Descending selection criterion (Desc): as apposed to the ascending 

selection criterion, in this criterion the multicast traffic demand with the largest group 

size is subject to solve its solutions first.   

Note that for above two criteria, if there is more than one multicast session 

having the same group size, the uniform random selection is applied to the heuristic 

procedure for selecting a single multicast session to be taken into account. 

7.3 Results and Discussion 
In order to assess the performance of the proposed heuristic procedure, small and 

large size networks are introduced. For the former subsection, an analysis with small 

size networks is provided and the discussion with large size networks is then 

addressed in the latter subsection. 

7.3.1 Small Scale Optical Networks   

With the parameter setting in section 6.2.1 of chapter 6, Tables 7.1 and 7.2 presents 

numerical design outcomes for the 8N-14L network with G=3 and 10N-14L network 

with G= 4, respectively. In each table, the first column displays the number of 

wavelengths multiplexed per fiber (M). The second and third columns show fiber 

requirements that are optimally calculated from the ILP programs of network 

problems A and B, respectively. For the last column, it represents the fiber 

requirements obtained from the proposed heuristic approach. Due to the identical 

group size of all multicast sessions given to both experimental networks, the results of 

the heuristic approach as shown here are considered from three traffic demand 

sequences with random selection manner.     
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Table 7.1: Numerical design outcomes for 8N-14L network with G=3. 

 

A B Heu

16 16 16

10 10 11

9 9 10

8 8 9

M

1

2

3

4

No Protection

 

 

A B Heu

22 22 24

13 14 15

10 11 12

9 10 11

M

1

2

3

4

LR

9 10 115                       

A B Heu

22 22 24

13 14 15

10 11 12

9 10 11

M

1

2

3

4

LIR

9 10 115  

 

A B Heu

24 25 25

13 16 15

10 11 12

9 10 11

M

1

2

3

4

OB

9 10 116                    

A B Heu

24 25 25

13 16 15

10 11 12

9 10 11

M

1

2

3

4

OBF(Br=2)

9 10 116  

 

A B Heu

24 24 25

14 15 15

10 10 13

9 10 11

M

1

2

3

4

PBF

9 10 116                  

A B Heu

29 29 29

16 18 17

12 12 13

10 10 11

M

1

2

3

4

OMP

10 10 116  
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Table 7.1(continued): Numerical design outcomes for 8N-14L network with G=3. 

 

 

A B Heu

26 26 28

14 15 16

11 12 12

10 11 12

M

1

2

3

4

PRR

10 10 116                   

A B Heu

26 27 29

14 17 17

11 13 13

10 11 12

M

1

2

3

4

SLB

10 10 116  

 

A B Heu

26 27 29

14 17 17

11 13 13

10 11 12

M

1

2

3

4

DJP

10 10 116                  

A B Heu

26 27 29

14 17 17

11 13 13

10 11 12

M

1

2

3

4

LP

10 11 116  

 

A B Heu

49 49 49

27 30 28

20 21 21

16 18 16

M

1

2

3

4

1+1

13 16 156  
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Table 7.2: Numerical design outcomes for 10N-21L network with G=4. 

 

A B Heu

16 16 16

10 10 10

10 10 10

10 10 10

M

1

2

3

4

No Protection

 

 

A B Heu

20 21 22

13 14 15

12 12 13

12 12 13

M

1

2

3

4

LR

12 12 126                    

A B Heu

20 21 22

13 14 15

12 12 13

12 12 13

M

1

2

3

4

LIR

12 12 126  

 

A B Heu

21 23 23

13 14 15

12 13 14

12 13 13

M

1

2

3

4

OB

12 13 136                  

A B Heu

21 23 23

13 14 15

12 13 14

12 13 13

M

1

2

3

4

OBF(Br=2)

12 13 136  

 

A B Heu

24 24 26

14 14 26

13 13 15

13 13 25

M

1

2

3

4

PBF

13 13 146                 

A B Heu

27 29 28

15 16 18

14 15 15

13 14 14

M

1

2

3

4

OMP

13 14 146  
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Table 7.2(continued): Numerical design outcomes for 10N-21L network with G=4. 

 

 

A B Heu

26 28 30

16 17 17

14 16 16

14 15 16

M

1

2

3

4

PRR

14 15 156                  

A B Heu

27 30 30

16 18 18

14 16 16

14 15 16

M

1

2

3

4

SLB

14 14 156  

 

A B Heu

27 30 30

16 18 19

14 16 16

14 15 16

M

1

2

3

4

DJP

14 14 156                  

A B Heu

27 30 30

16 18 18

14 16 16

14 15 16

M

1

2

3

4

LP

14 14 156  

 

A B Heu

48 48 48

25 28 25

20 22 21

17 21 18

M

1

2

3

4

1+1

17 19 176  
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 Consider the design outcomes in Tables 7.1 and 7.2. To ease of consideration, 

we have bolded the results, where the difference between those results obtained from 

the heuristic algorithm and network problem A, or network problem B is always less 

than one.  

Examining the results for both experimental networks, we found that in case 

without protection, the proposed heuristic algorithm provides solutions with the good 

quality. Namely, the results obtained from the heuristic algorithm are near with the 

optimal results for both network problems A and B. As shown in Tables 7.1 and 7.2, 

for all cases of M value, the results are all bolded. Therefore, for the test networks we 

can summarize that the heuristic algorithm potentially yields good design outcomes 

for the case without protection. 

Now, let us investigate the case with protection. The results in Tables 7.1 and 

7.2 demonstrate that with the studied protection techniques, the heuristic algorithm 

typically performs well. In particular, with respect to the results for network problem 

B, they are, in most experiment cases, close to the results of the heuristic procedure.  

To confirm this observation, statistical values obtained from Tables 7.1 and 

7.2 are summarized in Figure 7.2.        

 As illustrated in Figure 7.2, for both test networks, the highest frequency 

occurs in case 2, where the difference between the results of heuristic procedure and 

of network problem B is less than one. This corresponds to the observation in the 

previous paragraph.  

Furthermore, the statistic in Figure 7.2 illustrate that there are only 7 from 55 

and 8 from 55 experimental cases of the 8N-14L and 10N-21L, respectively, which 

the heuristic algorithm can not lead to near optimal solutions for network problem A 

or B.  

 Therefore, with this investigation, we can conclude that, based on test 

networks, the heuristic algorithm is in general good to estimate optimal network 

solutions when the studied protection method is provided into networks.  
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  b) 10N-21L network with G=4. 

Figure 7.2: Statistical values summarized from Tables 7.1 and 7.2. The symbol of 

 means the absolute of x-y.  

7.3.2 Large Scale Optical Networks 

To extend a conclusion of the heuristic algorithm performance, we test our heuristic 

algorithm with more practical networks. In the experiments, two optical network 

infrastructures are employed, i.e., the UK network (UKNet) [41] and Sprint US 

continental IP backbone (Sprint USNet) [100]. The UKNet has 21 nodes and 39 links 
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and the Sprint USNet has 36 nodes and 55 links. The physical topologies of both test 

networks are illustrated in Figures 7.3 and 7.4. For setting network experiments, it is 

shown in Table 7.3. 

 

Figure 7.3: UKNet physical topology. 

 

 

Figure 7.4: Sprint USNet physical topology. 
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Table 7.3: Experimental network setting. 

UKNet 21 39 3.71 163 200

Network No. of
nodes (N)

No. of
links (L)

Avg. nodal
degree

No.of
candiate

restoration
routes per
node pair

Total number
of candidate

rings (Q)

Total amount
of  multicast

demands

Value of
fanout )(∆

3

Sprint
USNet 36 55 3.05 133 300 3

 

After employing the ILP models and the heuristic algorithm, Tables 7.4 and 

7.5 presents the system capacity requirements of UKNet and Sprint USNet, 

respectively.  

For each studied protection approach, Asc and Desc columns show the system 

capacity requirements obtained from the heuristic algorithm with the ascending and 

descending traffic selection criteria, respectively. The Heu column displays the lowest 

system capacity obtained from the results in Asc and Desc columns. For the next 

column, the relative gap in percent between the best bounds and the results in the Heu 

column are presented. Note that the best bound values are determined by using ILP 

models which are solved by CPLEX and each best bound value is recorded when 

CPLEX already solved the ILP model for one day. The next two columns show the 

minimum and maximum time consumed in one iteration of the heuristic algorithm. 

The last column presents the total computational time required by the heuristic 

algorithm. 
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Table 7.4: Numerical design outcomes for the UKNet. 

Protection
Strategy

LR

LIR

OB

OBF(Br=2)

PBF

OMP

PRR

SLB

DJP

LP

1+1

NoPro

System Capacity

Best Bound Asc. Desc.

UKNet Backbone

Gap (%) ttottmaxtminHeu

143 150 151 4.90 9h42m25s4h29m41s0.05s150

143 150 153 4.90 52h53m32s23h42m40s0.03s150

143 152 169 6.29 17h2m36s3h24m40s0.13s152

143 152 169 6.29 84h18m48s23h58m44s1.30s152

143 155 175 8.39 7h12m15s1h23m58s5.22s155

191 191 191 0 1h14m14s15m41s22.08s191

187 200 202 6.95 0.72s0.09s0.01s200

187 200 202 6.95 0.69s0.13s0.01s200

193 200 207 2.13 1.64s0.28s0.02s200

206 214 217 3.63 0.45s0.06s0.01s214

334 334 334 0 0.28s0.05s0.01s334

112 112 112 0 0.40s0.02s0.01s112
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Table 7.5:  Numerical design outcomes for the Sprint USNet. 

Protection
Strategy

LR

LIR

OB

OBF(Br=2)

PBF

OMP

PRR

SLB

DJP

LP

1+1

NoPro

System Capacity

Best Bound Asc. Desc.

Sprint U.S. Network

Gap (%) ttottmaxtminHeu

210 220 224 4.76 1h52m48s33m44s0.06s220

210 220 227 4.76 32h23m31s3h42s4.34s220

221 236 243 6.79 25h10m34s10h41m10s0.17s236

223 236 243 5.83 32h31m15s10h6s0.34s236

223 240 243 7.62 30h29m9s9h31m45s2.44s240

243 243 243 0 56m30s17m45s0.56s243

272 281 285 3.31 0.61s0.06s0.01s281

272 281 285 3.31 0.57s0.11s0.01s281

281 290 287 2.13 1.65s0.06s0.20s287

296 309 310 4.39 0.44s0.11s0.01s309

358 358 358 0 0.16s0.02s0.01s358

191 191 191 0 0.34s0.02s0.01s191
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Consider the design outcomes in Tables 7.4 and 7.5. They indicate that the 

heuristic algorithm is in general capable of providing good network solutions, where 

the gaps between the best bounds and the heuristic results are less than 9% for UKNet 

and less than 8% for Sprint USNet. Thus, based on this observation, we can 

summarize that the heuristic algorithm is useful in large networks.  

Furthermore, Tables 7.4 and 7.5 show that the gaps for the cases of no 

protection (NoPro), OMP, and 1+1 are zero. As considered in the experimental detail, 

we found that to minimize the system capacity requirement, the heuristic algorithm 

with the no protection, OMP, and 1+1 cases prefers to employ the shortest working 

and restoration paths to achieve this aim. This behavior is the same as that of the ILP 

approach. Therefore, the results of the ILP approach and the heuristic algorithm are 

identical and the relative gaps are consequently zero. 

Let us now examine the results that are contained in the Asc and Desc 

columns of Tables 7.4 and 7.5. We found that the different selection techniques 

results in the different design outcomes. Thus, it can be summarized that the 

technique to select traffic sessions is an important parameter that should be taken in 

account when using the heuristic algorithm to design networks. For these 

experiments, Tables 7.4 and 7.5 demonstrate that the ascending selection technique 

typically generates better network solutions than the descending selection techniques. 

Note that this observation in Tables 7.4 and 7.5 is also seen in several other test 

networks. 

Although, the heuristic algorithm yields solutions with good quality, it has a 

disadvantage. As displayed in Tables 7.4 and 7.5, the disadvantage is the computation 

effort needed to solve ILP programs of the heuristic algorithm. As we can see, the 

differences of the minimum and maximum times spent by CPLEX are variable from 

very small magnitude in the order of second for point-to-point protections to rather 

large magnitude in the order of hour for multicast protection approaches. For 

example, Table 7.5 shows that the time difference for the point-to-point SLB 

protection is only 0.10 second, while the time difference for the multicast OB 

protection is around as large as 10 hours. Therefore, with this scenario, the total 

computational time is also quite variable and can not be certainly predicted.  
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To further illustrate the performance characteristic of the heuristic algorithm, 

Figures 7.5 and 7.6 plot the algorithm progress in terms of the system capacity and the 

solution time against the iterations of Sprint USNet. As demonstrated, the value of 

system capacity in Figure 7.5 is a monotonic increasing function. Meanwhile, Figure 

7.6 shows that the graph is rather oscillated. This corresponds to the discussion in the 

above paragraph. 
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Figure 7.5: Increment of the system capacity versus the number of iterations for the 

Sprint USNet network. 

2 4 6 8 10 12
Number of iterations

So
lu

tio
n 

tim
e

LR
PRR

10
-2

10
-1

100

10
1

10
2

103

10
4

 

Figure 7.6: Solution time in logarithm scale versus the number of iterations             

for the Sprint USNet network.   



Chapter 8 

Conclusions and Future Work 

8.1 Conclusions 

With the objectives of the thesis to study the problems of MC-RWA and optical 

protection of optical WDM networks, the thesis is concluded in this chapter. 

8.1.1 Conclusions of MC-RWA Problem 

In the study of MC-RWA problem, two network design approaches, i.e., mesh and 

multi-ring designs, are investigated in the thesis to implement WDM networks. Given 

a set of multicast sessions, the thesis derives ILP mathematical models to solve the 

MC-RWA problem of mesh and multi-ring WDM networks. These proposed ILP 

models are very useful because their solutions provide networks not only optimal 

multicast routing and wavelength assignment patterns but also optimal multicast tree 

(light-tree) structures that do not exist in solutions of ILP models as proposed in 

literature. In considering the wavelength assignment, the LT, PVLT, and VLT 

wavelength assignment methods are presented in the thesis. Apart from ILP 

formulations used as a tool to study the MC-RWA problem, the thesis also introduces 

heuristic algorithms and lower bound techniques to determine the total number of 

fibers required for mesh and multi-ring WDM networks. 

The results of two large NSFNet and EON network designs are presented in 

chapter 3 and we found that for both mesh and multi-ring design techniques, obtained 

lower bounds are close to optimal VLT results determined from the mathematical 

models and also close to PVTL and LT results determined from the proposed heuristic 
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algorithms. Therefore, it can be concluded that the proposed lower bound techniques 

are effective to estimate optimal network design outcomes for mesh and multi-ring 

WDM networks. 

Examining the implications of limited fanout or splitting degree, we found that 

optical power splitters are very beneficial to reduce the network capacity, thus 

resulting in fiber-transmission cost savings. However, we also found that providing 

only a small splitting degree of optical splitters to networks are sufficient to achieve 

the minimal fiber requirement as in the case of a high splitting degree.  

In the study of multiple fiber systems, the experimental results in the thesis 

indicate that as the number of wavelengths per fiber increases (M), although the total 

number of fibers required can be decreased, the system capacity will inversely 

increase, thereby decreasing fiber utilization of networks. Therefore, under these 

findings, the network implementation seems to be cost-effective at small values of M. 

As a comparison of the wavelength capacity between mesh and multi-ring 

networks in the thesis, the design results show that mesh networks generally require 

fewer fibers than multi-ring networks. However, additional fibers required by the 

multi-ring design come hand-in-hand with a simpler control and management with 

respect to those of mesh networks. Moreover, the experiment shows that a number of 

extra fibers of the multi-ring design can be diminished by increasing the connectivity 

of network.  

Finally, with the study of the proposed wavelength allocation techniques, the 

thesis found that LT, PVLT, and VLT results are typically identical, especially for 

multi-ring networks. Hence, it can be concluded that the benefit to reduce the 

wavelength capacity achievable by employing the wavelength conversion capability 

equipped within MC-OXCs may be negligible.        

8.1.2 Conclusions of Optical Protection Problem 

After studying the MC-RWA problem, this thesis then investigates the problem of 

optical protection or providing survivability to multicast WDM mesh networks in 

which a multiple fiber system is employed. This problem is very significant since with 
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the throughput of Tbits/s of WDM networks, some failures of network elements could 

lead to a large amount of data loss, even in a few seconds. Therefore, with the serious 

concern, efficient protection systems should be designed and embedded in multicast 

WDM networks.   

Based on the concept of the light-tree to carry multicast traffic, the thesis 

studies two main categories of protection systems for WDM mesh networks. For the 

first category, a new set of multicast protection strategies, i.e., the LR, LIR, OB, OBF, 

PBF, and OMP protection strategies, against single link failures are designed and 

introduced in the thesis. For another protection category, we present an extension of 

deploying point-to-point protection techniques, which are generally used for unicast 

traffic, to protect multicast traffic. Point-to-point protection approaches studied in the 

thesis are the PRR, SLB, DJP, LR, and 1+1 protection approaches. As all the 

proposed protection strategies are technically related, the thesis also demonstrates a 

new simple diagram to describe these investigated protections. The proposed 

protection diagram is very helpful not only to enhance the understanding of each 

protection method, but also to systemically anticipate the fiber requirement and the 

restoration system complexity among the studied light-tree protection strategies. 

  Moreover, to study the network capacity, the thesis develops and presents ILP 

formulations of minimizing the total number of spare and/or working fibers needed 

for building restorable WDM networks. In optimization process, the benefits of joint 

optimization of working and spare fibers (network problem A) and spare capacity 

optimization alone (network problem B) are also discussed in the thesis. 

Since one of the main problems of restorable WDM networks is the 

wavelength assignment problem, three new wavelength allocation techniques, that is, 

the LT, PVLT, and VLT techniques are investigated. In order to reduce the ILP 

computation complexity, new simple heuristic procedures for wavelength allocation 

are also introduced in this thesis.  

Finally, since a main design factor that we should consider in designing 

resilient WDM networks is the technique to place or allocate spare capacity, the thesis 

examines three distinct spare capacity placement techniques, namely, the SF+WF, 

SW+WW, and SW+WW+SR techniques. 
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 Based on the 8-ring, 8N-14L, and 10N-21L experimental networks, the 

computational results demonstrate that the multicast protection methods require much 

fewer fibers than the point-to-point protections. This means that the use of a light-tree 

as a granularity to design the protection mechanism effectively yields better network 

solutions than adopting the point-to-point protections for restoring multicast traffic. 

However, in an environment of networks supporting both unicast and multicast traffic 

simultaneously, additional fibers required for point-to-point protections can be 

compensated by a single and simpler protection control plane of networks. This is in 

contrast to a network using a multicast protection approach that requires an extra 

control plane for link restoration of multicast traffic. 

 In a comparison of network capacity among the multicast protections, the 

experiments in the thesis show that maximal fiber requirements are always for the 

case of the OMP protection, followed by the PBF, OBF, OB, LIR, and LR methods, 

respectively. Although LR always provides minimal fiber requirements, the 

experiments also indicate that the results of LR are identical to those of LIR for every 

number of wavelengths per fiber assigned to networks. Therefore, it signifies that the 

great flexibility of the LR method to reconfigure entire light-trees of a network do not 

offer an advantage in fiber savings. The LIR protection is considered useful to provide 

minimal fiber requirements for implementing restorable WDM networks. 

 For the class of point-to-point protections, the design outcomes show that fiber 

requirements among studied point-to-point protection schemes can be ranked as 

PRR≤SLB=DJP=LP≤ 1+1. It should be noted that this conclusion is consistent with 

the previous researches works [26, 63] in literature. 

 In order to further study the optical protection problem, we investigate a 

special case, where only unicast demands are given to test networks. The 

computational results illustrate that there exist four equivalences. Those four 

protection equivalences are 1) OMP=1+1, 2) LR=PRR, 3) OB=OBF(Br≥ 1)=SLB, 

and 4) PBF=DJP. Moreover, when testing with ring topology networks, an extra 

equivalence that must be included is LIR=OB=OBF(Br≥ 1)=PBF=DJP=SLB. Note 

that the equivalences of these protection systems are in terms of not only working and 

spare fiber requirements, but also the fault management and restoration process.  
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In the study of the computational ILP complexity, the experiments in the 

thesis show that network design problem A is much more computationally 

complicated than network problem B. This results in that the execution times to solve 

the ILP formulations of the multicast protections are always longer that those for the 

point-to-point protections. However, the advantage of a short execution time for 

problem B trades off with the quality of network results. This is because, based on the 

experiments, the design outcomes for problem A are always better than those for 

problem B.  

Since the time to calculate design outcomes of network problem B is rather 

short, we extend the comparative study among the proposed light-tree protection 

methods to cover a more practical-sized NSFNet network. Based on the NSFNet 

network, we found that the conclusions of the three smaller test networks are also 

applicable to this network as well.   

In the study of the impact of the restricted fanout on the fiber requirement, the 

network results show that for the multicast protection techniques, the advantage in 

fiber reduction caused by increasing the fanout value is typically not apparent. As 

experimented, as much as 5% fiber saving can be achieved. This is in contrast with 

the point-to-point protection schemes, for which the increment in fanout value is able 

to reduce the fiber requirement significantly. Therefore, based on the experiments, it 

can be concluded that optical power splitters are more useful for point-to-point 

protection systems than for multicast protection systems.   

In examining the influence of the Br design parameter on the fiber requirement 

of the OBF protection, the thesis reaches a conclusion that with all experimental 

networks, the Br design parameter has an influence to reduce the working and spare 

capacity of the OBF protection. Moreover, based on network design outcomes, we 

found that with a large M value, only small value of Br can potentially yield the 

results of OBF equal to those of OB.  

 Next, in the investigation of the spare capacity placement techniques, the 

numerical results in the thesis show that SW+WW+SR can be used to reduce the 

network capacity with respect to the results of SW+WW. This leads to a conclusion 

that the stub release option in SW+WW+SR is useful. However, the experiments also 
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demonstrate that the effectiveness of the stub release is rather limited. The fiber 

reduction of SW+WW+SR with respect to SW+WW occurs in only for some values 

of M and also some protection techniques. For the SF+WF technique, the experiments 

indicate that the fiber requirement for SF+WF is always greater than that for 

SW+WW and SW+WW+WR for all values of M. Nevertheless, in terms of the spare 

capacity management, SF+WF outperforms SW+WW and SW+WW+SR.  

For the next issue that we study in the thesis, the wavelength allocation is 

discussed. By using the proposed heuristic algorithms, the thesis found that in most 

cases, the results of VLT are achieved by the results of PVLT. For the case of an LT 

system in which no wavelength converters are needed, it appears that the fiber 

requirement is always greater than those of PVLT and VLT. Therefore, this 

observation leads to a conclusion that for the multicast traffic environment, the 

wavelength conversion capability of MC-OXCs is effectively useful for fiber savings 

of restorable WDM mesh networks. 

Apart from the proposed ILP formulations, this thesis finally presents an ILP-

based heuristic algorithm as an alternative tool for designing multicast WDM mesh 

networks in the cases with and without link protection. The objective of introducing 

the heuristic algorithm is to design large-sized WDM networks, where the proposed 

ILP mathematical models cannot be completely computed within a reasonable time. 

With the introduced heuristic algorithm, the derived ILP mathematical model is 

decomposed into a number of smaller sub-ILP problems and those sub-ILP problems 

are solved in a sequence manner.    

To examine the performance of the ILP-based heuristic algorithm, both small 

and large optical networks are employed. Based on the experimental results, we found 

that for small networks, the heuristic procedure generates comparable network 

solutions with respect to the optimal results of ILP models. For large networks, the 

experiments demonstrate that the heuristic procedure still provides network design 

outcomes of good quality when comparing with the best bounds obtained from the 

ILP models. Therefore, it is conceivable that the proposed heuristic algorithm may be 

able to offer near-optimal solutions for designing multicast WDM networks with and 

without link protection.    
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8.2 Future Work 

Although this thesis provides the resulting study of two significant MC-RWA and 

optical protection problems for WDM networks, there are other research issues that 

are equally important and we should study them as future research works. A number 

of examples of future works are as follows.  

1. Traffic Grooming: since optical WDM networks are expected to be 

underlying infrastructures of IP networks, a bandwidth requirement of an IP stream 

that must reserve for communications through optical networks is generally much 

lower than available wavelength capacity. This results in the ineffective use of 

network resources. Therefore, with this scenario, a new challenge problem, that is, 

traffic grooming [101-104], is introduced to networks. Traffic grooming refers to the 

problem of efficiently combining low-speed traffic streams onto high-speed 

wavelengths with the aim to maximize network utilization. Hence, possible research 

works are to design effective algorithms to solve the traffic grooming problem and 

also study what is the best virtual structure to effectively groom several IP traffic 

streams. Note that this problem is significant not only for IP networks, but also for 

MPLS- and GMPLS-based networks [32-34, 103, 104]. As we research in the thesis, a 

study of the traffic grooming in IP- over-WDM networks is presented in [105].     

2. Scalability: in the design of modern communication networks, one of 

important aspects that we should carefully consider is the network scalability. 

Network scalability refers to as a capability of network to enlarge its service area. 

This capability is extremely important because as the global economic system grows 

continuously, a traffic volume of networks is expected to increase dramatically. 

Therefore, to handle the growth of traffic volume efficiently, network designers 

should intelligently provide the scalability to networks. Hence, with this importance, 

one of possible future works is the analysis of network scalability.       

3. Reliability and Availability: in addition to studying network 

survivability in this thesis by providing protection systems to optical networks, the 

network reliability and availability [108, 109] should also be studied for optical 

networks. This is because these two parameters are very important to guarantee 

network users and customers that networks are sustainable in service despite of failure 
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occurrences. Therefore, a further research issue is to find effective approaches in 

computing the network reliability and availability of WDM networks both in cases 

with and without link restoration. In addition, one of possible challenge problems of 

this issue is to answer how the network availability and reliability are improved when 

efficient protection systems are provided to WDM networks. 

4. Quality of Services (QoS) and Quality of Protections (QoP): as 

several business firms are increasingly preferable to use communication networks for 

transaction purposes, these business firms may require different quality of services 

and also different quality of protections (QoS and QoP) [110] from network 

providers. Therefore, under this environment, QoS and QoP should be included in 

network design in order to implement networks cost-effectively. Consequently, a 

possible research issue is to analyze and design WDM networks under the 

considerations of QoS and QoP. This research issue may include the problem of 

designing QoS and QoP that is suitable for business companies as well as optimized 

the network design.  

5. Pricing Theory and Economic Analysis: as studied in this thesis, the 

network model assumes that we have known traffic demands in advance. However, 

the thesis does not consider techniques to compute traffic demands of networks. 

Therefore, a possible research work is to intensively study and analyze such 

techniques. This work is significant because these techniques could lead to the 

improvement of the network design both in terms of the installation network cost and 

the profit return. One of favourite techniques to predict traffic demands of 

communication networks is the pricing theory [111] that relies on the economic 

analysis.    

6. Express Route: as a traffic volume in existing networks, especially in 

Internet, is expected to increase rapidly, it is possible that some points on networks 

are bottleneck, thereby degrading the quality of services (e.g., delay, and throughput). 

Therefore, to solve this problem effectively, WDM optical links are useful and 

employed as express routes [112] to bypass bottleneck points of networks. Hence, it is 

crucial to study the concept of express route in existing traditional networks, 

including circuit-switched, packet-switched, and Internet networks. This crucial 

problem may include a problem of what are effective combinations of express routes 
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to decrease every bottleneck point of networks simultaneously. The express route 

combinations may be ring, bus, star, and/or arbitrarily-connected topologies.      

7. Multi-Granularity Optical Switching: since implementations of 

OXCs and MC-OXCs are rather complicated, there are thus several techniques to 

decrease this complication. One of popular techniques is the multi-granularity optical 

switching technique [113, 114] that employs several switching levels in stead of 

purely using wavelength switching level to cross-connect traffic when it passes OXCs 

or MC-OXCs. Such additional switching levels are fiber and waveband (a group of 

wavelength channels) levels. Therefore, this technique creates a new challenge 

research issue of reconsidering the RWA and MC-RWA problems so that RWA and 

MC-RWA algorithms are designed to be compatible with the multi-granularity 

switching technique. Note that this switching technique is now included in the 

GMPLS network design.            
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