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Appendix A
Extracts of a tape-recorded interview

Q. referring to interviewer’s questions
A referring to respondent’s answers

Al: In Thai

> O

> O > O
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A2: In English

Q. What’s your position?

A 1'mthe assistant front office manager.

Q. And what do you do in that position?

A: Just control the staff to work in each section and make
sure that they assign the right room to the right guest
because we have many corporate guest and most of them
request they request a lot like hig bed, facing the
pool, which floor, high floor, lower floor, so we have
to assign the right room to them otherwise we will have
a problem upon checking in. Make it smooth, checking in
and checking out,

They call in in advance?

Yes, they call in, right.

And the guest knows which room..

Right, right.

These like a corporate house.

Righti

> 0O = 0 = O
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They came here..

Right.

What kind of...?

Many of them like IBM... something like that. Japanese
and also German, .... something like that. Many of
them. A lot, a lot of corporate guest.

You pick up a lot at the airport?

We will pick them up if they ask for it.

Otherwise they make their own way.

Right.

We have our airport representative at the

to take care. In the morning they’ll have all the
arrival list. They’ll have the arrival list. when
guest name and the flight number so they attend to the
exit, where the guest coming.

The guest know already if they would be picked up.
Right, right. If they request in advance. If they not
our airport representative will arrange the limousine
for them.

How long have you worked here?

Nearly thirteen years.

Really? Most senior?

| found that | was the youngest one at the front office
Now nearly to be the oldest one.

Have you always worked in the front office?

Right, only front office. Many positions, like two
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year’s quest, relation officer, front desk supervisor
and the rest assistant front office manager.

How many people you have under you?

Forty, maybe more.

How long is the shift?

Three, twenty-four hours.

Two positions per shift?

No, guest relation around four, two to four. Guest
relation officer between shift and the receptionist
three, three to four and concierge, one to two, and
cashier two to three,



Appendix B
The chi-square test

The chi-square test (X2) is the test that can be
used to compare the frequencies which are actually
observed with those that are expected on the basis of some
theoretical model. X2 is calculated as

where

o
I

observed frequency
expected frequency.

m
11

The following is an example of the use of X2.
Table B.1 (taken from Table 5.1 in chapter 5) presents the
frequencies of T(r) variants in the prevocalic position of
male and female speakers.

First, calculate the expected frequencies in each
cell by using the formula

E = row total X column total
grand total
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Table B.l - Frequency of T(r) variants by sex
Prevocalic T(r)

Kale Female

[f] 45 98
iD 191 67

! 1,906 2,021
Total 2142 2, 186

Table B.2 - Frequency of T(r) variants by sex
Prevocalic T(r)

Male  Female
D 45 98 143
[] 191 67 258

11 1906 2,021 3,927

Total 2,142 2, 186 4,328
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Table B.2 presents the row total and grand total of
variants used. To get the expected frequency of the first
cell (the use of [rl by male), we calculate as follows:

2142 X 143
4328

m
11

10.7

The same process is repeated to find the expected
frequencies of the other cells. Table B.3 presents the
expected frequencies of all the cells.

Table B.3 - Expected frequency of T(r) variants by male
Prevocalic T(r)
Male Female
Hr: 70.7 12.3 143
j. 12716 1304 258

] 1,943.5 1,983.5 3,927

Total 2,142 2, 186 4,328
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Next compare each respective cell of Table B.2
with Table B.3 as follows:

X2 =E (0 - E)2
E
= (45-70.7)2 4 (191-127.6)2 4 (1906-1943.5)2
70.7 127.6 1943.5

+>06-72.3)2 + (67-130.4)2 + (2021-1983.5)2
72.3 130.4 1983.5

9.4 +31.4 407 +723 +30.8 407
82.1

The sum of all the (0-Ei2/E values is the value of
the test statistic X2, which in the present case is 82.1.
We look up for a table of X2 values (most statistics texts
provide such a table) to determine whether our value is
statistically significant. The table requires us to know
the number of degree of freedom, Which means the number of
cell entries we are free to vary without also determining
the value in additional cells. The general formula for
computing degrees of freedom (d.f.) is (&-l) X ic-1), where
R = number of rows in the table and c= number of columns.
A X2 table tells wus that for 2 d.f., a X2 value of
13.82 is significant at .001. Our value of 82.1 is far
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above 13.82. We conclude that the relationship between sex
groups and T(r) variation in Table C.I is statistically
significant at the p = .001 level (Butler 1985:98-126).

Butler (ibid.) says that the chi-square test is
unreliable when the expected frequency in any cell falls
below 5. However, according to Blalock 1981:292), if the
number of cells is relatively large and if only one or two
cells have expected frequencies of 5 or less, then it is
generally advisable to go ahead with chi-square tests.



Appendix C
The Spearman rank correlation coefficient (r )

Correlation is an area of statistics which is
concerned with the study of systematic relationships
between two (or more) variables. It attempts to answer
questions such as: Do high values of variable X tend to
go together with high values of variable Y? Or do high
values of X go with low values of Y? Or is there some
more complex relationship between X and Y, or perhaps
no relationship at all?  (Butler 1985:137-153).

In order to find out the correlation between two
variables, a descriptive statistic known as a correlation
coefficient is calculated. The value of the correlation
coefficient varies from +1 for perfect positive correlation,
through zero for no correlation, to -1 for perfect negative
correlation. For ordinal variables, the appropriate measure

Is the so-called Spearman rank correlation coefficient,

which is based solely on the ranking of the observations.

To calculate the rank correlation coefficients,
first rank the set of N scores on the first variable from
smallest (1) to largest (NY. Next, rank the set of
scores on the other variable from 1to N If there are
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ties, use the arithmetic mean of the ranks that would have
been received. For example, if what would have been the
fifth and sixth scores are tied, each will be scored 5.5.
Thus, each subject (or each case) has two ranks, one on
each variable. For each pair of ranks, calculate the
difference (d) between the ranks and square it (dz). The
Spearman correlation coefficient (r=) is calculated as

.= 1 68d2
N(N2-1)

If the r_ value as computed from the sample is
very low, then it probably will not be either empirically
or statistically significant. If the rm is quite high (e.g.
15 or higher), then it will be empirically significant
and probably statistically significant. However, it could
fail to be statistically significant if the sample size
were very small (Bailey 1980: 344-345). Kurtz (1983:272)
gives a table of the range of  values and its level of
association (.see Table c.I). If the is of intermediate
value, the researcher may wish to test for statistical
significance by using the formula above.

The following is an example of the use of the
Spearman correlation coefficient. Table C.2 presents the
percentage of Cgl in Thai and lol in English of eight Job
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level IV Type [1/111 female subjects (taken from No. 15,
Table 7.20 in chapter 7) To calculate r=, first rank the
percentages of [03 in Thai from 1 to 8 with the mean rank
to the group of tied scores. Then, rank the percentages
of [03 in English from 1 to 8  Next, calculate the
difference between ranks for each pair of [03, and square
it.  Summation over all eight pairs of [03 gives Ed2.
These operations are shown in Table C.3.

Table c¢.I - value and its level of association

value Level of association

75 - 1.00 Very high associdt ion

5 - .74 High association

25 - .49 Moderate association

0 - .24 Low association

00 - -.24 Low association

25 - -.49 Moderate association

50 - -.74 High associdtion

75 - -1.00 Very high association
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Table C.2 - Scores (%) of Col in Thai and 01 in English
of eight Job level IV Type II/111 female

subjects
Subjects [ol in Thai oD in English
F4-3-1 100.0 7.8
F4-3-2 93.1 7.8
F4-3-3 92.3 100.0
F4-3-4 100.0 61.9
F4-3-5 88.5 50.0
F4-3-6 100.0 53.8
F4-3-7 100.0 18.1

F4-S-8 87.0 20.0
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Table C.3 - Ranking of the scores of o3 in Thai and Col
in English, and calculation of Ed2

101 Rank 00J Rank Rank a2
in Thai in English difference (d)
100.0 6.5 1.8 6.5 0 0.00
93.1 4.0 7.8 6.5 -2.5 6.25
92.3 3.0 100.0 8.0 -5 25.00
100.0 6.5 61.9 5.0 1.5 2.25
88.5 2.0 50.0 3.0 -1 1.00
100.0 6.5 53.8 4.0 2.5 6.25
100.0 6.5 18. 1 1.0 5.5 30.25
87.0 1.0 20.0 2.0 -1 1.00

£d2=72
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Now calculate r=as follows:
r= = 1- 6 X 72
8(82-1)

= 0.143

The critical value of r5 for N =8 at the one per
cent level in a noil-directional test is 0.881. since the
calculated value is much smaller than the critical value,
no significant correlation can therefore be claimed at the
one per cent level. In other words, the subjects’ use of
tor in Thai and o3 in English is not correlated.

Bailey (1978:346) says that it is routine in
research reports to report the value of r and also to
report r=2, interpreted as the percentage of all possible
variance that is explained by the relationship. For
example, an r=2 of 1.00 means that 100 percent of the
correlation is explained. He comments further that quite
a lagre r is required to yield a respectable-looking rs .
For example, an r_ of .5 yields an r_z of only .25 (25
percent of the variance explained»,
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