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Aircraft detection from remote sensing images is a useful task and 

essential in many fields; for example, in the military, aircraft detection systems are 
used to search and inspect an enemy aircraft from remote sensing images. 
Nowadays, aircraft detection from remote sensing images has gained increasing 
research attention because this task is very challenging. This task is difficult due to 
many occurred problems in remote sensing images, such as a shadow, a 
complicated background, and various aircraft scales. In this research, we create a 
Viridis saliency map using many techniques from image processing such as color 
mapping, morphological image processing, and image thresholding. The Viridis 
saliency map can help reduce the noise from the background of remote sensing 
images well. Moreover, we combine our Viridis saliency map with a famous 
detector called Single Shot Scale-invariant Face Detector, which is used to detect a 
human face in the image. From the results, this method can handle the scale 
problem efficiently. 
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CHAPTER I  

Introduction 

 
 Remote sensing is the process that gathers information about the object, 
area, and phenomenon without making physical contact using a remote sensing 
device called a remote sensor. We can collect information on our target by gauging 
the nature of the reflectance of light energy, and the received information will be 
used for analysis and interpretation based on the user's intentions.  
 Nowadays, remote sensing technologies have been developed rapidly and 
are used in numerous fields, such as agriculture, geography, economic, commercial, 
and military. Frequently, remote sensing technologies use the information from aerial 
images obtained from a drone or an airplane and satellite images to analyze and 
apply with social works such as weather forecasting, land surveying, urban planning, 
object classification, and object detection. 
 Object detection is a process of finding the location of objects and classify 
the class of objects at the same time. Object detection is used to apply in many 
ways; for example, in traffic, we use the object detection system to measure a traffic 
density by detecting the number of vehicles on the road and in the military field, we 
use the object detection system to detect an aircraft from remote sensing image for 
searching and inspecting the enemies' aircraft. 
 Aircraft detection from remote sensing images is one of the most exciting 
works that use the information from aerial images and satellite images to identify the 
aircraft's location in the image. Anywise, this task is very challenging due to many 
factors such as the various rotations of the aircraft, the complexity of background, 
the various scales of the aircraft, and the shadow that occurred around the aircraft. 
Figure 1 shows examples of problems that affect the detection of aircraft from 
remote sensing images. 
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(c) 

 

 

(d) 

Figure 1 (a) The aircraft rotation problem, (b) the background complexity problem, 
(c) the aircraft scale problem, and (d) the aircraft shadow problem 

 
 In recent years, deep learning has become influential in many computer 
works.  Deep Learning uses multiple convolutional layers to extract higher-level 
features from the input data so that way, deep learning can deal with the complex 
problems well compared to conventional detection methods. Many researchers 
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apply deep learning to detect the aircraft from remote sensing images because it 
computes very fast and gives high accuracy. For example, in 2013, Wu et al. [1] 
proposed the aircraft detection method based on binarized normed gradients (BING) 
to provide candidate regions of aircraft. Then used the convolutional neural network 
(CNN) model to determine which region contains the aircraft. In 2014, Chen et al. [2] 
proposed the aircraft detection framework based on gradient thresholding images 
and deep convolutional neural networks (DNN). This work used image processing 
techniques, such as gradient filtering and image thresholding, to extract the input 
image features and then used the DNN to identify the aircraft's locations from these 
features. In 2017, Han et al. [3] used a region locating network (RLN) to find the 
candidate regions which contain the aircraft from large-scale remote sensing images. 
Then Faster R-CNN is used to detect the aircraft’s locations from these regions. These 
methods work well and give a good result, but it still has some problems; for 
example, the dense small aircraft cannot be identified, and the objects that have 
characteristics similar to the aircraft are detected as aircraft. 
 In 2017, Single shot scale-invariant face detector (S3FD) is an interesting deep 
learning face detection method that can handle the different scales of faces and can 
reduce an incorrect prediction very well. However, this method is always confused 
by the object that looks like a human face, such as an animal face and a toy face. 
 In this work,  we propose a fusion between a Viridis saliency map and a single 
shot scale-invariant face detector that can reduce much noise from background, 
solve the problem of aircraft's scale well, reduce the confusion between aircraft and 
aircraft-like, and detect the aircraft from remote sensing images efficiently. 
 

1.1 Objective 

 To propose an algorithm that can detect the aircraft from remote sensing 

images effectively. 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 5 

1.2 Scopes and Assumptions 

1. The remote sensing images used in this work need a height between 0.8 and 

1.5 km from a ground level. 

2. All aircraft must park on the ground.  

3. The remote sensing images used in this work are gathered from Google Earth. 

4. The remote sensing images used in this work are RGB color images with the 

 .jpg format files.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER II  

Background Knowledge 

 
2.1 Image Processing 

 Image processing is a set of techniques and algorithms for analyzing, 

enhancing, and transforming a digital image by using a digital computer to process. 

The image processing technique is used to apply with various fields such as 

medicine, biology, astronomy, and engineering. 

 Image processing is an essential technique in the medical field and is used to 

process with many types of images, for example, gamma-ray and x-ray images. Figure 

2(a) shows an example image of a brain scan by using gamma-ray imaging and using a 

technique from image processing to enhance and obtain a tumor in the brain.  Figure 

2(b) shows the example image of a lung scan by using x-ray imaging and using a 

technique from image processing to enhance the cancer visibility in the lung. 

 

 

      (a)            (b) 

Figure 2 (a) Tumor detection using gamma-ray imaging and (b) lung cancer detection 
using x-ray imaging 

Source: Adapted from [4] and [5] 
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 2.1.1 Digital Image Definitions 

 A digital image is denoted as a two-dimensional function 𝑓(𝑥, 𝑦), where 𝑥 and 

𝑦 are discrete coordinates, and the value of 𝑓 at any coordinates (𝑥, 𝑦) is called gray 

level or intensity. The image 𝑓(𝑥, 𝑦) is an array (matrix) that contains 𝑀 rows and 𝑁 

columns, and the intersection between a row and a column is called a pixel. The 

integer value is assigned for the discrete coordinate:  𝑥 = 0,1,2, … , 𝑀 − 1 and  

𝑦 = 0,1,2, … , 𝑁 − 1. Thus, the image 𝑓(𝑥, 𝑦) with 𝑀 × 𝑁 array can be written as 

𝑓(𝑥, 𝑦) = [

𝑓(0,0) 𝑓(0,1) ⋯ 𝑓(0, 𝑁 − 1)
𝑓(1,0) 𝑓(1,1) ⋯ 𝑓(1, 𝑁 − 1)

⋮ ⋮ ⋱ ⋮
𝑓(𝑀 − 1,0) 𝑓(𝑀 − 1,1) ⋯ 𝑓(𝑀 − 1, 𝑁 − 1)

]. 

  

 Figure 3 shows the example image and its intensity array where 0, 0.5, 1 

represent black, gray, and white, respectively. 

 

 

Figure 3 The example of a grayscale image (left) and its corresponding intensity 
array (right) 

 

 2.1.2 Basic Mathematical Tools Used in Image Processing 

 For image processing tasks, mathematical tools are very useful and essential 

because they can help in many ways, such as image enhancement, noise reduction, 

and feature extraction. 
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  2.1.2.1 Elementwise Operations  

 An elementwise operation between one or two images is used to perform on 

a pixel by pixel basis. For example, consider the following 3x3 array of images: 

[

𝑎11 𝑎12 𝑎13

𝑎21 𝑎22 𝑎23

𝑎31 𝑎32 𝑎33

] and  [
𝑏11 𝑏12 𝑏13

𝑏21 𝑏22 𝑏23

𝑏31 𝑏32 𝑏33

]. 

 

 The elementwise product (⊙) between these two examples is defined by this 

formula: 

[

𝑎11 𝑎12 𝑎13

𝑎21 𝑎22 𝑎23

𝑎31 𝑎32 𝑎33

]  ⊙  [
𝑏11 𝑏12 𝑏13

𝑏21 𝑏22 𝑏23

𝑏31 𝑏32 𝑏33

]  =   [
𝑎11𝑏11 𝑎12𝑏12 𝑎13𝑏13

𝑎21𝑏21 𝑎22𝑏22 𝑎23𝑏23

𝑎31𝑏31 𝑎32𝑏32 𝑎33𝑏33

]. 

 

  2.1.2.2 Arithmetic Operations 

 Arithmetic operations, such as addition, subtraction, multiplication, and 

division, are a kind of elementwise operation often used to apply with the image 

tasks. For example, subtraction between two images can be used to detect the 

differences. Arithmetic operations between two images of size 𝑀 × 𝑁, 𝑓(𝑥, 𝑦) and 

𝑔(𝑥, 𝑦), are denoted as 

   Addition:       𝐴(𝑥, 𝑦) =  𝑓(𝑥, 𝑦) + 𝑔(𝑥, 𝑦), 

   Subtraction:       𝑆(𝑥, 𝑦) =  𝑓(𝑥, 𝑦) − 𝑔(𝑥, 𝑦), 

   Multiplication:      𝑀(𝑥, 𝑦) =  𝑓(𝑥, 𝑦) × 𝑔(𝑥, 𝑦), 

   Division:       𝐷(𝑥, 𝑦) =  𝑓(𝑥, 𝑦) ÷ 𝑔(𝑥, 𝑦), 

where 𝐴(𝑥, 𝑦), 𝑆(𝑥, 𝑦), 𝑀(𝑥, 𝑦), and 𝐷(𝑥, 𝑦) are also images of size 𝑀 × 𝑁. 
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  2.1.2.3 Logical Operations 

 Logical operations, such as AND, OR, and NOT, are often used to combine 

two binary images, where the binary image is the image that consists of two colors: 

black (0) and white (1). For integer images, the logical operation is applied in an 

elementwise (bitwise) way. Table 1 shows an example of a truth table for AND (∧), 

OR (∨), and NOT (∼) operators. The example results of using AND, OR, and NOT 

operators with a binary image are shown in Figure 4. 

 

Table 1 The example of a truth table for AND, OR, and NOT operators 

a b a AND b a OR b NOT(a) 

1 1 1 1 0 
1 0 0 1 0 
0 1 0 1 1 
0 0 0 0 1 

 

 

Figure 4 The visualization of logical operators (AND, OR, and NOT) 
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 2.1.3 Spatial Filtering 

 Spatial filtering is the technique that uses to process or transform a spatial 

domain of an input image into the desired output. There are many kinds of a filter 

such as negative filter, log transformation filter, and gaussian filter. 

 Gaussian filter is one of the popular filters that use to blur an image to avoid 

the noise. For example, many types of research, such as medicine, engineering, and 

military use the gaussian filter to adjust and enhance an image before using it with 

the primary model. 

 

  2.1.3.1. Gaussian Filters 

  The Gaussian filter is the spatial filter that uses to blur and reduce noise in 

images. It generates a window called kernel (see in section 2.6.1), and the coefficient 

of this Gaussian kernel is defined by this equation: 

𝐺(𝑥, 𝑦) = 𝐾𝑒
−

𝑥2+𝑦2

2𝜎2 , 

where 𝐾 is the amplitude and 𝜎 is the standard deviation. Figure 5(a) shows a 

graphical representation of the Gaussian distribution with 𝐾 = 1, and 𝜎 = 1, and 

Figure 5(b) shows the example of a 3x3 Gaussian kernel. 

 

 

           (a)         (b) 

Figure 5 (a) The graphical representation of Gaussian distribution with K=1, and σ=1, 
and (b) a 3x3 Gaussian kernel 
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 2.1.4 Color Image Processing 

 Color is one of the essential descriptors of image processing. Color is often 

used for classifying the objects and assigning a class of each pixel in the image. Many 

kinds of research used color descriptors for achieving their goals; for example, in 

engineering, color is used to detect a defect on the circuit board, and in medicine, 

color is used to inform the difference between a bad cell and good cell. 

 

  2.1.4.1 Color Models 

 A color model is a mathematical model describing how colors can be 

represented as tuples of numbers. There are many kinds of color models, such as 

the RGB color model and the grayscale model. 

 

   2.1.4.1.1 The RGB Color Model 

 The RGB color model (also called RGB color space or RGB color system) 

produces all colors by mixing between three primary colors: red (R), green (G), and 

blue (B). This model is based on the Cartesian coordinate system, and the color 

subspace is the cube shown in Figure 6(a). This model's color values are points within 

this cube, which are defined by vectors extending from the origin, and all values are 

normalized to be in the range [0,1]. For each pixel of RGB color image, store triplet 

values of (R, G, B) and have a depth of 24 bits where the number of bits will scale 

the range of color values in the image. The example of 24-bit RGB color is shown in 

Figure 6(b). 
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     (a)       (b) 

Figure 6 (a) The color subspace and (b) the example of 24-bit RGB color 
 

   2.1.4.1.2 The Grayscale Model 

 Grayscale is a range of shades of the gray color where the intensity is stored 

as an 8-bit integer giving 256 different shades of gray. An example of grayscale shade 

is shown in Figure 7. 

 

 

Figure 7 The example of grayscale 
 

 To transform the RGB color image to the grayscale color image, there are 

many methods available, but the most popular method which is widely used among 

the researcher is the following equation: 

𝐺𝑟𝑎𝑦(𝑥, 𝑦) = 0.299 ⋅ 𝑅(𝑥, 𝑦) + 0.587 ⋅ 𝐺(𝑥, 𝑦) + 0.114 ⋅ 𝐵(𝑥, 𝑦), 
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where 𝑅(𝑥, 𝑦), 𝐺(𝑥, 𝑦), and 𝐵(𝑥, 𝑦) is the intensity of the red, green, and blue 

channels of RGB color image at any pixels (𝑥, 𝑦), respectively. 

 

  2.1.4.2 Color Mapping 

 Color mapping is a process that maps the colors of the source image to the 

other colors. Color mapping plays a significant role in data visualization as it can 

enhance the effectiveness and efficiency of data and provide more insights into data. 

Nevertheless, choosing a poor color mapping will make the insights of data obscure 

and decrease the algorithm's efficiency. One of the best colormaps is Viridis 

colormap, which was developed in 2015 by Stéfan van der Walt and Nathaniel Smith 

[6]. 

 The color scales in Viridis Colormap were designed to be: 

1. Colorful, spanning a palette as broad as possible to make it easy to observe. 

The color scales of Viridis colormap is shown in Figure 8. 

 

 

Figure 8 The Viridis color scales 
 

2. Perceptually uniform, meaning that the closed color values will provide a 

similar color appearance, and the color values that are far away from each 

other will provide a more different color appearance consistently. 

3. Robust to color blindness, making the color blindness more easily distinguish 

colors. 
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 Figure 9 shows the evaluation of Viridis colormap. We can observe that 

whether there is a change in the color scale of Viridis colormap, the perceptual 

derivatives and lightness derivatives still provide very close values. 

 

 
Figure 9 The evaluation of Viridis colormap 
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 2.1.5 Morphological Image Processing 

 Morphological operations in image processing, such as erosion and dilation, 

are a set of non-linear operations that process images based on shapes. 

Morphological operation is a useful technique used to adjust each pixel and improve 

the shape of objects in the image. A small template called the structuring element is 

applied to process all possible locations in the image by comparing it with the 

corresponding neighborhood pixels. 

 Besides, the concept of set reflection and translation is widely used in 

morphological operations. The reflection of a structuring element 𝐵 denoted by �̂� is 

defined as 

�̂� = {𝑤|𝑤 = −𝑏, 𝑓𝑜𝑟 𝑏 ∈ 𝐵}, 

where �̂� is the set of points in 𝐵 whose coordinates have been reversed. 

 The translation of a structuring element 𝐵 by point 𝑧 denoted by (𝐵)𝑧 is 

defined as 

(𝐵)𝑧 = {𝑐|𝑐 = 𝑏 + 𝑧, 𝑓𝑜𝑟 𝑏 ∈ 𝐵}, 

where (𝐵)𝑧 is the set of points in B whose coordinates have been shifted by point 𝑧. 

 

  2.1.5.1 Erosion and Dilation 

 Erosion and Dilation are useful techniques that have been widely used in 

many image processing tasks. These techniques are used to reduce noise from the 

background and used to join some parts of the separated objects. 

 

   2.1.5.1.1 Erosion 

 Erosion is the technique used to decrease the thickness and remove small 

anomalies of objects in the binary image by subtracting objects which are smaller 
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than the structuring element. Given 𝐴 is a binary input image and 𝐵 is a structuring 

element, then erosion of 𝐴 and 𝐵 denoted as 𝐴 ⊖ 𝐵, is defined as 

𝐴 ⊖ 𝐵 =  {𝑧|𝐵𝑧 ⊆ 𝐴}, 

where 𝐵𝑧 is the translation of a structuring element 𝐵 by point 𝑧. 

 Figure 10 shows the example of erosion using different structuring elements, 

while Figure 11 shows the result of using erosion to remove image components with 

a square structuring element of size 7 × 7 whose components are all 1s. 

 

 

Figure 10 The example of erosion using different structuring elements 
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Figure 11 The result of using erosion with a structuring element of size 7×7 whose 

components are all 1s 
 

   2.1.5.1.2 Dilation 

 Dilation is the technique used to increase the size, fill in holes, and connect 

broken parts of the object in the binary image. Given 𝐴 is a binary input image and 𝐵 

is a structuring element, then dilation of 𝐴 and 𝐵 denoted as 𝐴⨁𝐵, is defined as 

𝐴⨁𝐵 = {𝑧|(�̂�)
𝑧

∩ 𝐴 ≠ ∅)}, 

where (�̂�)
𝑧

 is the translation of the reflection of structuring element 𝐵 by point 𝑧. 

 Figure 12 shows the example of using dilation with different structuring 

elements, while Figure 13 shows the result of using dilation to connect image 

components with a square structuring element of size 31 × 31 whose components 

are all 1s. 
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Figure 12 The example of dilation using different structuring elements 

 

 

 
Figure 13 The result of using dilation with a structuring element of size 31×31 whose 

components are all 1s 
    



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 19 

  2.1.5.2 Opening and Closing 

 Opening and closing are technique in image processing which use the 

combination between the erosion and the dilation to process images. Opening 

commonly used to smooth the contour of the object and remove thin protrusions. 

Like the opening, closing also used to smooth sections of contours, but closing 

typically fuses small broken parts, eliminates the gaps in the contour, and fills the 

small holes inside objects. 

 The opening of binary image 𝐴 by structuring element 𝐵, denoted by 𝐴 ∘ 𝐵, is 

defined as 

𝐴 ∘ 𝐵 = (𝐴 ⊝ 𝐵) ⨁ 𝐵. 

 

 Hence, the opening of 𝐴 by 𝐵 is the erosion of 𝐴 by 𝐵 and then followed by 

the dilation of the result by 𝐵. 

 Similarly, the closing of binary image 𝐴 by structuring element 𝐵, denoted by 

A  B, is defined as 

𝐴  𝐵 = (𝐴 ⨁ 𝐵) ⊝ 𝐵. 

 

 The closing of 𝐴 by 𝐵 is the dilation of 𝐴 by 𝐵 and then followed by the 

erosion of the result by 𝐵.  

 Figure 14 shows the results of using the morphological opening and closing 

operation with a square structuring element of size 17 × 17 whose components are 

all 1s. We can observe that the morphological opening can be used to remove noise 

around an interesting instance, and the morphological opening can be used to fulfill 

holes inside an interesting instance. 
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Figure 14 The results of using the morphological opening and closing operation with 

a square structuring element of size 17×17 whose components are all 1s 
 

 2.1.6 Thresholding 

 Thresholding is one of the segmentation methods that aim to partition an 

image into a foreground and background. The primary way to separate the objects 

from the background is to select threshold 𝑇 to divide each pixel into one of two 

levels. For any point (𝑥, 𝑦) in the image, the segmented image, denoted by 𝑔(𝑥, 𝑦), is 

defined as 

𝒈(𝒙, 𝒚) =  {
𝟏     𝒊𝒇 𝒇(𝒙, 𝒚) > 𝑻

𝟎     𝒊𝒇 𝒇(𝒙, 𝒚) ≤ 𝑻
 , 

where 𝑓(𝑥, 𝑦) is the intensity value of the image 𝑓 at coordinates (𝑥, 𝑦) and 𝑇 is a 

constant suitable over an entire image. 

 

  2.1.6.1 Otsu’s Method 

 Otsu thresholding method is an essential technique in image processing, 

which uses to perform automatic image thresholding. This method returns an 
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optimal threshold that divides pixels into two classes: background and foreground. 

This threshold is assigned by minimizing intra-class intensity variance. 

 Suppose a grayscale image 𝑓 has 𝐿 distinct integer intensity levels: 

0,1, … , 𝐿 − 1. The weighted intra-class variance 𝜎𝑤
2 (𝑡), defined as  

𝜎𝑤
2 (𝑡) = 𝑞1(𝑡)𝜎1

2(𝑡) + 𝑞2(𝑡)𝜎2
2(𝑡), 

where 𝑡 is the threshold, which is a value in the range [0, 𝐿 − 1]. 

 The process for calculating 𝜎𝑤
2 (𝑡) is explained next. First, a histogram 

probability for every pixel value is computed. Let 𝑃(𝑖) be the histogram probability 

of the pixel value 𝑖 = 0,1, … , 𝐿 − 1, and Let 𝑛𝑖 denote as the number of pixels with 

intensity 𝑖 = 0,1, … , 𝐿 − 1. Then 𝑃(𝑖) is defined by the following equation: 

𝑃(𝑖) =
𝑛𝑖

∑ 𝑛𝑖
𝐿−1
𝑖=0

. 

 

 After that, each pixel value is separated into two classes, 𝑐1 and 𝑐2, by 

threshold 𝑡, using probability function 𝑞1(𝑡) and 𝑞2(𝑡), defined in the following 

equation: 

𝑞1(𝑡) =  ∑ 𝑃(𝑖)

𝑡

𝑖=0

, 

𝑞2(𝑡) =  ∑ 𝑃(𝑖)

𝐿−1

𝑖=𝑡+1

. 

 

 Class 𝑐1 represents the pixels with intensity in the range [0, 𝑡], and class 𝑐2 

represents the pixels with intensity in the range [𝑡, 𝐿 − 1]. 

 Next, the mean intensity value of the pixels in class 𝑐1, 𝜇1(𝑡), and class 𝑐2 

and 𝜇2(𝑡) are computed by the following equations: 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 22 

𝜇1(𝑡) =  ∑
𝑖𝑃(𝑖)

𝑞1(𝑡)

𝑡

𝑖=1

, 

𝜇2(𝑡) =  ∑
𝑖𝑃(𝑖)

𝑞2(𝑡)

𝐿−1

𝑖=𝑡+1

. 

 

 Then the variances for class 𝑐1, 𝜎1
2(𝑡), and class 𝑐2, 𝜎2

2(𝑡), are 

𝜎1
2(𝑡) =  ∑[𝑖 − 𝜇1(𝑡)]2

𝑃(𝑖)

𝑞1(𝑡)
 

𝑡

𝑖=0

, 

𝜎2
2(𝑡) =  ∑ [𝑖 − 𝜇2(𝑡)]2

𝑃(𝑖)

𝑞2(𝑡)
 

𝐿−1

𝑖=𝑡+1

. 

 

 Finally, the optimal threshold is the value, 𝑡∗, that minimizes 𝜎𝑤
2 (𝑡): 

𝜎𝑤
2 (𝑡∗) = min

0≤𝑡≤𝐿−1 
𝜎𝑤

2 (𝑡). 

 

 Figure 15 shows the example result of using Otsu's method with a grayscale 

image. 

 

 

Figure 15 The example result of using Otsu’s method 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 23 

2.2 Machine Learning 

 Nowadays, Artificial Intelligent (AI) and Machine Learning (ML) play an 
essential role in many fields of research and practical applications. AI system is 
applied in people's daily lives, for example, search engines, transportation systems, 
and fake news filters because it enables human capabilities: reasoning, analysis, and 
understanding, to be increasing more rapidly, efficiently, and effectively. 
 AI system will analyze raw data and achieve knowledge by finding insight 
patterns from that data without explicitly programmed. This capability is called ML 
[7]. Usually, ML is separated into four categories: association analysis, reinforcement 
learning, unsupervised learning, and supervised learning [8]. 
 Reinforcement learning is the training of ML models to make a sequence of 
decisions by giving rewards or punishments for a system. The goal of this learning is 
to maximize or minimize the total rewards. Unsupervised learning draws inferences 
and extracts patterns from input data without labeling as a classification. Supervised 
learning is the process of an algorithm learning from a training dataset that can be 
taught by feeding it input data and labeled output data. Given N is the number of 
samples in training dataset which is a form of input-output vector 
pairs (𝑥1, 𝑦1), (𝑥2 , 𝑦2), … , (𝑥𝑁 , 𝑦𝑁), where each 𝑦𝑗 is defined by an unknown mapping 
function 𝑦 = 𝑓(𝑥). This learning aims to approximate the mapping function, which 
can predict the output variables from unseen input data. 
 

2.3 Artificial Neural Networks 

 An artificial neural network (ANN) is a mathematical model that simulates 

biological nerve cells' function in the human brain called neurons. Figure 16 shows 

three main parts of a neuron: dendrite, cell body, and axon. A signal will be 

transmitted from a neuron to other neurons by receiving a signal through the 

dendrite, transforming a signal through the cell body, and sending the transformed 

signal via the axon. 
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Figure 16 The biological neuron 
 

 ANN consists of three main layers, namely the input layer, the hidden layer, 
and the output layer. Each layer of ANN consists of multiple simple processing units 
called artificial neurons or nodes, as shown in Figure 17. Artificial neurons try to 
mimic the structure and behavior of a biological neuron by applying a dot product 
between input values and weights, then add a bias and use the activation function 
to transform these values into results, as shown in Figure 18. 

 Given the number of  input 𝑁, input 𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑁), weight 𝑊 =

(𝑤1, 𝑤2, … , 𝑤𝑁), bias 𝑏, and activation function 𝜑, the output of an artificial neuron in 

a hidden layer is defined by the following equation: 

𝑦 = 𝜑 (∑ 𝑤𝑖𝑥𝑖 + 𝑏

𝑁

𝑖=1

). 

 

 Generally, the artificial neurons in the output layer do not employ an 

activation function because the last output layer often uses for representing class 

scores and uses them to predict the class of input data.  
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Figure 17 The visualization of an artificial neural network with one hidden layer 
 

 

Figure 18 The visualization of an artificial neuron in the hidden layer 
 

 2.3.1 Activation Functions 

 An activation function is used in ANN to bound the output value to some 

limit. There are numerous activation functions used in ANNs, such as the rectified 

linear unit function (ReLU), sigmoid function (sigmoid), hyperbolic tangent function 

(tanh), and exponential linear unit function (ELU), as shown in Figure 19. 
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Figure 19 The common activation functions used in ANN 
 

• Sigmoid – The sigmoid function is a mathematical function which 

exhibits a S-shaped curve. This function maps real-valued numbers to 

a continuous range of values between 0 and 1. The sigmoid function 

is defined by this formula: 

𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥)  =  
1

1 + 𝑒−𝑥
 =  

𝑒𝑥

𝑒𝑥 + 1
. 

 

• Tanh – The hyperbolic tangent function is like sigmoid, but this 

function produced the range value of output from -1 to 1. The 

hyperbolic tangent function is defined by this formula: 

𝑡𝑎𝑛ℎ(𝑥)  =
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
=

1 − 𝑒−2𝑥

1 + 𝑒−2𝑥
. 
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• ReLU – The rectified linear unit function is the most popular 

activation function used in deep learning research. It produces the 

output value above or equal to zero and experiences fewer issues 

with vanishing gradients than sigmoid and tanh. The rectified linear 

unit function is defined by this formula: 
𝑅𝑒𝐿𝑈(𝑥)  =  𝑚𝑎𝑥(0, 𝑥). 

 

• ELU – The exponential linear unit function is a strong alternative to 

ReLU. ELU can produce negative outputs and converge to zero faster 

than many activation functions. The exponential linear unit function is 

defined by this formula: 

𝐸𝐿𝑈(𝑥) =  {
𝑥, 𝑥 < 0

𝛼 ∙ (𝑒𝑧 − 1), 𝑥 ≥ 0
    , 𝛼 ∈  ℝ+. 

 

2.4 Training Artificial Neural Networks 

 For training an ANN, input data is used to forward pass through the network 

to produce the predicted output. Then a loss function (or cost function) is selected 

to evaluate the error between the predicted output and the exact output, also 

known as the ground truth, and propagate it back through the network to improve 

trainable network parameters. 

 

 2.4.1 Loss Functions 

  The loss function is used to evaluate the performance of a predictive model 

by measuring the inconsistency between predicted the output and the ground truth. 

A value from the loss function is a non-negative real number where decreasing 

values represent increasing of the model's correctness. It means that to get the best 

model performance, we have to minimize the loss function. 
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Figure 20 The visualization of the loss function 
Source: Adapted from [9] 

 

 Given 𝑚 is the number of training input, 𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑚) is a training input, 

𝑌 = (𝑦1, 𝑦2, … , 𝑦𝑚) is a ground truth. The loss function 𝐿�̂�, where 𝜃 = (𝜃1, 𝜃2, … , 𝜃𝑛) is 

the vector of trainable parameters, can be written as 

𝐿�̂� = 𝑘 ∑ ℓ(𝑓(𝑥𝑖), 𝑦𝑖)

𝑚

𝑖=1

, 

where 𝑘 is a constant, and ℓ(𝑓(𝑥𝑖), 𝑦𝑖) is a function that compared between the 

predicted output 𝑓(𝑥𝑖) of the training input 𝑥𝑖  and the corresponding ground truth 𝑦𝑖. 

 Nowadays, there are many loss functions that are usually used in ANNs, such 

as mean squared error (MSE), mean absolute error (MAE), L1 loss (L1), L2 loss (L2), 

and cross entropy loss (CE). 
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• Mean squared error  

𝐿𝑀𝑆𝐸  =  
1

𝑚
∑(𝑦𝑖 − 𝑓(𝑥𝑖))

2
𝑚

𝑖=1

  

 

• Mean absolute error  

𝐿𝑀𝐴𝐸  =  
1

𝑚
∑|𝑦𝑖 − 𝑓(𝑥𝑖)|

𝑚

𝑖=1

 

 

• L1 loss  

𝐿𝐿1  =  ∑|𝑦𝑖 − 𝑓(𝑥𝑖)|

𝑚

𝑖=1

 

 

• L2 loss  

𝐿𝐿2  =  ∑(𝑦𝑖 − 𝑓(𝑥𝑖))2 

𝑚

𝑖=1

 

 

• Cross entropy loss  

𝐿𝐶𝐸  =  −
1

𝑚
∑(𝑦𝑖 ⋅ log(𝑓(𝑥𝑖)) + (1 − 𝑦𝑖) ⋅ 𝑙𝑜𝑔(1 − 𝑓(𝑥𝑖)))

𝑚

𝑖=1

 

 

 2.4.2 Backpropagation 

  Backpropagation is a standard algorithm of ANNs that use to find the 

minimum of a loss function in the weight space. The work of this algorithm is to 

compute the gradient of the loss function 𝐿 or a vector of all partial derivatives of 

the loss function 𝐿 with respect to any trainable parameters 𝜃. Then the gradient 

descent method (see in section 2.4.3) will use these partial derivatives to improve 

the parameters 𝜃 iteratively. The illustration of the Backpropagation algorithm is 

shown in Figure 21. 
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Figure 21 The visualization of the backpropagation method 
 

 2.4.3 Optimization Algorithms 

 A gradient descent algorithm is an optimization method used to minimize the 

loss function 𝐿 with respect to any trainable parameters 𝜃. The gradient descent 

method will update parameters 𝜃 in the opposite direction of the gradient of the 

loss function 𝐿: 

∆𝜃𝑗 =  −𝜂 ⋅
𝜕𝐿

𝜕𝜃𝑗
, 

where ∆𝜃𝑗 is the update change of a trainable parameters 𝜃𝑗 , and 𝜂 is the learning 

rate, which is the size of steps we take to achieve the minimum. 
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 2.4.4 Hyperparameters 

  Hyperparameter, such as a learning rate, the number of an epoch, the loss 

function, and the batch size, is a parameter that is not learned by a network, and the 

value is initialized before the learning process begins. The hyperparameter will define  

a network structure and how the network is trained. 

 

 2.4.5 Parameter Initialization 

 The initial values of the trainable parameters, such as weights 𝑤𝑖 and biases 

𝑏𝑖, play an essential role in the training phase. For example, using too high initial 

values may cause harshly huge gradients and make the training process unstable. In 

contrast, using too low initial values may cause the small gradients and make the 

training process take a long time. There are many methods proposed for initialization, 

and one of the methods that researchers commonly use is called Xavier initialization. 

 

  2.4.5.1 Xavier Initialization 

 Xavier initialization is the method which is widely used for parameter 

initialization. Xavier initialization assigns layer’s weights to values chosen from a 

random uniform distribution between minus one and one and scaled by a 

normalization factor of √6

√𝑛𝑖𝑛+𝑛𝑜𝑢𝑡
 : 

𝑤𝑖  ~ 𝑈 [−
√6

√𝑛𝑖𝑛 + 𝑛𝑜𝑢𝑡

,
√6

√𝑛𝑖𝑛 + 𝑛𝑜𝑢𝑡

 ], 

where 𝑛𝑖𝑛 and 𝑛𝑜𝑢𝑡 are the numbers of neurons in the previous layer and next layer, 

respectively. 
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2.5 Deep Neural Networks 

  A deep neural network (DNN) is an ANN which consists of two or more hidden 

layers. Because DNN has a higher number of hidden layers from the regular ANN, 

DNN can analyze or solve the more complex data problems. For example, DNN can 

recognize a sound, recognize graphics, and perform many other tasks related to 

prediction, creativity, and analysis.  

 

 

Figure 22 The visualization of a DNN with three hidden layers 
 

2.6 Convolutional Neural Networks 

 Convolutional neural network (CNN) is a specific type of DNN which is 

particularly useful in computer vision tasks such as image recognition, object 

segmentation, and object detection. The process and structure of CNN are like DNN 

but differ from DNN in two ways: convolutional layers and pooling layers. 
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 2.6.1 Convolutional Layers 

 A convolutional layer defines a window called a kernel (also known as a 

mask, template, and filter), an array whose size and coefficients define the 

neighborhood of operation and the feature of the kernel. For a kernel 𝑤 size 𝑚 × 𝑛, 

assume that 𝑚 = 2𝑎 + 1 and 𝑛 = 2𝑏 + 1, where 𝑎 and 𝑏 are non-negative integers. 

Given 𝑓(𝑥, 𝑦) is the value of the array at point (𝑥, 𝑦), the convolution of 𝑤 and 𝑓, 

denoted as (𝑤 ∗ 𝑓)(𝑥, 𝑦), is defined by the following equation: 

(𝑤 ∗ 𝑓)(𝑥, 𝑦) =  ∑ ∑ 𝑤(𝑠, 𝑡)

𝑏

𝑡=−𝑏

⋅ 𝑓(𝑥 + 𝑠, 𝑦 + 𝑡)

𝑎

𝑠=−𝑎

. 

 

 Figure 23 show an example of convolution result between 3 × 3 kernel and 

3 × 3 input array. 

 

 

Figure 23 The example of a convolutional operation with kernel of size 3×3 
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 The kernel moves from the top left to the right with a stride value until it 

parses the complete width. Then it hops down to the left with the same stride value 

and repeats the process until the entire input array is traversed. The movement of 

the kernel is shown in Figure 24. 

 

 

Figure 24 The movement of kernel 
 

 2.6.2 Pooling Layers 

 A pooling layer is a type of downsampling function used to compress a 

spatial transform of the feature map. Like convolutional layers, the pooling layer 

defines the window to traverse all the arrays but focuses more on compressing the 

information. The most common pooling is max pooling. 

 Max pooling returns the maximum value from a portion of the array, which 

covers by the window. Max pooling performs as a noise reduction. It ignores all the 

noisy activations and also de-noising along with dimensionality reduction. Figure 25 

shows an example of max pooling result with 2 × 2  filters and stride 2. 
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Figure 25 The example result using max pooling with 2×2 
 

 2.6.3 CNN Architecture 

 CNN architecture is designed to mimic the connectivity pattern of neurons of 

the human brain. A standard classification CNN will process each input by feeding 

them through a collection of convolutional layers with kernels, pooling layers, fully 

connected layers, and a loss function to predict the input class. Figure 26 show the 

visualization of the famous CNN architecture:  Visual Geometry Group 16 (VGG16) 

[10]. 
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Figure 26 The visualization of the VGG16 architecture 

2.7 Object Detection 

 Object detection is the task which deals with identifying and location 

instances of objects of a particular class in the image. The object detection networks 

take images as input and output bounding boxes for all interest objects with a class 

label, as shown in Figure 27. 

 

 

Figure 27 The visualization of an example image with ground truth bounding boxes 
 

2.8 Single Shot Scale-invariant Face Detector 

 Single Shot Scale-invariant Face Detector (S3FD) [11] is a real-time face 

detector that is implemented and trained on the AP2019 dataset in this project. S3FD 

is a one-stage face detection network that requires only a single pass through the 

entire CNN and predicts bounding boxes with confidence scores for objects in the 

given image. 
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 2.8.1 Multi-scale Feature Maps and Prior Boundary Boxes 

  To predict object bounding boxes and class scores, S3FD defines a collection 

of bounding boxes called prior boxes at each cell. For each cell, the network 

generates a set of predictions composed of a bounding box with confidence scores 

for each class. Then the prior boxes are matched to the ground truth boxes, and 

those with the IoU value (see in section 2.9.1) higher than a set of thresholds are 

selected. Finally, the matched prior boxes are encoded into four offsets with 

confidence scores and used to compute the loss value during the training phase. 

Figure 28 shows the visualization of an example prior box in con6_2 and conv7_2. 

 

 

Figure 28 The visualization of an example prior box in con6_2 and conv7_2 
 

 Using prior boxes is usually applied by many other object detection methods. 

However, one thing that distinguishes S3FD from the other is that the network applies 

it in multiple layers instead of only applying it on the last layer. Applying the 

technique of using prior boxes with multiple layers makes S3FD use shallow layers to 

detect smaller faces and more deep layers to detect larger faces. 
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 For each detection layer, the prior box scales are designed as listed in the 

second column of Table 2, and the prior boxes are 1:1 aspect ratio (width: height) 

because the bounding box of the face is approximately square. 

 

Table 2 The prior box scales of each detection layer 

Position Scale 

conv3_3 16 
conv4_3 32 
conv5_3 64 
conv_fc7 128 
conv6_2 256 
conv7_2 512 

 

 2.8.2 S3FD Architecture 

 The architecture of S3FD, shown in Figure 29, is based on VGG16 network with 

auxiliary structures: 

• Base convolutional layers: We keep the layers from conv1_1 to pool5 of 

VGG16 and discard all others. 

• Extra convolutional layers: we keep the layers fc6 and fc7 of VGG16 and 

add extra layers behind them. 

• Detection convolutional layers: Select conv3_3, conv4_3, conv5_3, 

conv_fc7, conv6_2 and conv7_2 as the detection layers. 

• Normalization layers: Due to the difference in feature scales of conv3_3, 

conv4_3, and conv5_3, therefore we use L2 normalization to rescale their 

norm to 10, 8, and 5, respectively. After that, the scales are learned during 

the backpropagation. 
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• Predicted convolutional layers: For each detection layer, the layer will be 

followed by 𝑝 × 3 × 3 × 𝑞 convolutional layers, where 3 × 3 is the kernel size, 

and 𝑝 and 𝑞 are the numbers of an input channel and output channel. For 

each prior, we predict four offsets corresponding to its coordinates and  𝑁𝑠 

class scores for classification, where 𝑁𝑠 = 𝑁𝑚 + 1 (𝑁𝑚 is the max-out 

background label) for conv3_3 detection layer and 𝑁𝑠 = 2 for other detection 

layers. 

• Multi-task loss layer: we use softmax loss and smooth L1 loss for 

classification and regression, respectively. 

 

 

Figure 29 The visualization of the Single Shot Scale-invariant Face Detector (S3FD) 
architecture 

  

 2.8.3 Max-out Background Label 

 For a 640 × 640 input image, it has 34,125 priors, while about 75.02% of them 

come from the conv3_3 detection layer (see in the third column of Table 3), which 
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related to the smallest prior (16 × 16). These smallest priors contribute most to the 

incorrect predictions (false positives).  

 

Table 3 The detailed information about priors in a 640×640 image 

Position Number Percentage (%) 

conv3_3 25600 75.02 
conv4_3 6400 18.76 
conv5_3 1600 4.69 
conv_fc7 400 1.17 
conv6_2 100 0.29 
conv7_2 25 0.07 

  

 To solve this issue, a max-out background label, which is the method that 

can reduce false positive rate, is applied for the conv3_3 detection layer by 

predicting 𝑁𝑚 class scores for background labels and selecting the highest value as a 

final score, as display in Figure 30. 

 

 

Figure 30 The visualization of the max-out background label 
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 2.8.4 Loss Function 

 The loss function used by S3FD is the multi-task loss defined in RPN [12]. The 

multi-task loss function is a sum between weighted confidence loss (classification) 

and weighted localization loss (regression): 

𝐿({𝑝𝑖}, {𝑡𝑖}) =
𝜆

𝑁𝑐𝑙𝑠
∑ 𝐿𝑐𝑙𝑠(𝑝𝑖 , 𝑝𝑖

∗) +
1

𝑁𝑟𝑒𝑔
∑ 𝑝𝑖

∗𝐿𝑟𝑒𝑔(𝑡𝑖 , 𝑡𝑖
∗)

𝑖𝑖

, 

where 𝑖 is the index of a prior, and 𝑝𝑖 is the predicted probability that prior 𝑖 is an 

aircraft. The ground truth label 𝑝𝑖
∗ is 1 if the prior is positive, 0 otherwise. 𝑡𝑖 is a 

vector representing four parameterized coordinates of the predicted bounding box, 

and 𝑡𝑖
∗ is that of the ground truth box associated with a positive prior. The 

classification loss 𝐿𝑐𝑙𝑠(𝑝𝑖, 𝑝𝑖
∗) is softmax loss over two classes (non-aircraft vs. aircraft), 

the regression loss 𝐿𝑟𝑒𝑔(𝑡𝑖 , 𝑡𝑖
∗) is the smooth L1 loss defined as 

𝐿𝑟𝑒𝑔(𝑡𝑖 , 𝑡𝑖
∗) =  𝐿1𝑠𝑚𝑜𝑜𝑡ℎ(𝑡𝑖 − 𝑡𝑖

∗), 

where 

𝐿1𝑠𝑚𝑜𝑜𝑡ℎ(𝑥) =  {
0.5𝑥2

|𝑥| − 0.5
    

𝑖𝑓 |𝑥| < 1 
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 . 

 

 The term 𝑝𝑖
∗𝐿𝑟𝑒𝑔 means the regression loss is activated only for positive priors 

and ignored otherwise. These two terms are normalized by 𝑁𝑐𝑙𝑠 and 𝑁𝑟𝑒𝑔 , and 

weighted by a balancing parameter 𝜆 (𝜆 = 1 in S3FD paper). In this implementation, 

the 𝑐𝑙𝑠 term is normalized by the number of positive and negative priors, and the 

𝑟𝑒𝑔 term is normalized by the number of positive priors. 

 

 2.8.5 Hard Negative Mining 

 Hard negative mining is the method used for making the training process is 

stable and faster in optimization. Instead of using all negatives, the negatives are 
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sorted by their confidence loss values and pick the negatives with the top loss and 

keep the ratio between the negatives and positives is at most 3:1. 

 

 2.8.6 Non-maximum suppression 

 Non-Maximum suppression (NMS) is a post-processing technique used to 

make sure that the prediction bounding box identifies a particular object in the given 

image only once. First, select the top-k confidence scores (k=200 in S3FD paper) from 

the set of prediction bounding boxes and discard all others. Next, choose the box 

with the highest confidence score and calculate the IoU value with the remaining 

boxes. If there is a box that has the IoU value higher than the threshold, remove it. 

Finally, repeat the process until there are no more prediction boxes left. 

 

2.9 Performance Evaluation 

 Performance evaluation is defined as a procedure to measure the results. The 

two most common metrics used for evaluating an object detection system are 

Intersection over Union, Precision and Recall. 

 

 2.9.1 Intersection over Union 

 Intersection over Union (IoU) is an evaluation metric used to measure an 

object detector's accuracy on a dataset. IoU calculates the value of the area of 

overlap between a predicted bounding 𝐵𝑃𝑟𝑒𝑑  and the corresponding ground truth 

box 𝐵𝐺𝑇: 

𝐼𝑜𝑈 =
|𝐵𝑃𝑟𝑒𝑑  ∩ BGT|

|𝐵𝑃𝑟𝑒𝑑  ∪  BGT|
=  

|𝐵𝑃𝑟𝑒𝑑  ∩ BGT|

|𝐵𝑃𝑟𝑒𝑑| + |𝐵𝐺𝑇| − |𝐵𝑃𝑟𝑒𝑑  ∩ BGT|
. 
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 Figure 31 shows the three IoU examples. A score that closes to 1 means that 

the predicted bounding box accurately matches the ground truth bounding box. The 

score that closes to 0 means that the predicted bounding box and the ground truth 

bounding box are not overlapping on each other. 

 

 

Figure 31 The examples of the Intersection over Union (IoU) 
 

 2.9.2 Precision and Recall 

 Precision and recall are mathematical functions used to measure the 

accuracy of data retrieval, classification, and identification.  

 Precision (𝑃),  known as the positive predictive value, is defined as the 

fraction of the number of correct predictions (true positives), 𝑇𝑃 , over the sum 

between the number of incorrect predictions (false positives), 𝐹𝑃, and the number of 

true positives: 

𝑃 =
𝑇𝑃

𝐹𝑃 + 𝑇𝑃
. 
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 Recall (𝑅), known as sensitivity, is defined as the fraction of the number of 

true positives over the sum between the number of missed predictions (false 

negatives), 𝐹𝑁, and the number of true positives: 

𝑅 =
𝑇𝑃

𝐹𝑁 + 𝑇𝑃
. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER III  

Proposed Method 
 

 In this work, we propose the method that combines a Viridis saliency map 

with the Single Shot Scale-invariant Face Detector (S3FD), see in section 2.8. We 

create a one-dimensional image called Viridis saliency map, which can reduce the 

background's complexity well and combine it with the three-dimensional RGB input 

image into a four-dimensional input image of size 640 × 640 before feeding through 

the S3FD network. The architecture of our approach is shown in Figure 32. 

 

 

Figure 32 The visualization of our proposed method architecture 
 

3.1 Viridis Saliency Map 

 The process for creating a Viridis saliency map, shown in Figure 33, follows 

these five steps: 
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Figure 33 The process of the Viridis saliency map creation 
 

1. We transform an RGB color input image into Viridis color image and grayscale 

image. Then we choose the last channel of the Viridis color image, which can 

perform the shape of the aircraft and reduce noise from the background well 

as shown in Figure 34(e), to apply in the next step. 
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Figure 34 (a) Input images, (b) grayscale images of (a), (c) Viridis color images of (a), 
(d) the last channel of the Viridis color images of (c) 

 

2. We use the Gaussian filter with a kernel size 5 × 5, whose components are all 

1s, to blur the image. The example results of using Gaussian filtering are 

shown in Figure 35(b). 
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Figure 35 (a) Input images (the last channel of Viridis color images), (b) the results of 
using Gaussian filtering of (a) 

 

3. We use the Otsu's thresholding method to convert the blurred image into a 

binary image, as shown in Figure 36. 

 

 

Figure 36 (a) Input images (blurred images), (b) the results of using the Otsu’s 
method of (a) 

 

4. We apply the morphological closing operation with a square structuring 

element of size 13 × 13 whose components are all 1s to connect some 

separated parts of the aircraft body. 
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Figure 37 (a) Input images (binary images), (b) the result of using the morphological 
closing operation of (a) 

 

5. We create a binary mask image using the CHAIN_APPROX_SIMPLE [13] 

algorithm, a kind of contour approximation method in the OpenCV library, to 

find the contour of all objects in the image. Then fulfill the area inside the 

contours. 
 

 

Figure 38 (a) Input images, (b) the contour points of all object in (a), (c) the result of 
the filling inside all objects in contour points (b) 
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6. Due to the better detail from the grayscale image, we use bitwise AND 

operation to combine the binary mask image with a grayscale image to make 

the Viridis saliency map instead of combining it with the last channel of the 

Viridis color image. 

 

 

Figure 39 (a) Input images (filled images), (b) the Viridis saliency maps 
 

3.2 Applying Viridis Saliency Map with S3FD 

 To combine the Viridis saliency map with the S3FD network, we join an RGB 

input image with its Viridis saliency map as a 4-dimensional input array. Then feed it 

into the S3FD network for detecting the aircraft. The S3FD network parameters that 

we used in this work are the same in the S3FD paper. In addition, we use precision 

and recall (see in section 2.9.2) for evaluating the performance of our proposed 

method. The result will be described in Chapter IV. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER IV  

Results and Discussion 

 
 In this work, the proposed method is built using PyTorch, an open-source 

machine learning library, with self-programmed python code and preexisting python 

code. The computer used to train this model has a single NVIDIA GTX 1050ti GPU.  

In addition, we create our dataset for training and testing called AP2019, which 

collects remote sensing images containing aircraft inside from Google Earth. This 

dataset composes of 206 remote sensing images with bounding box annotations for 

all 4,828 aircraft. We separate our dataset into a training set consisting of 160 images 

(3,347 aircraft), a validation set consisting of 23 images (483 aircraft), and a test set 

consisting of 23 images (998 aircraft). The example images from our dataset are 

shown in Figure 40.  

 

 

Figure 40 Example images from the AP2019 dataset 
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 For training, our method's hyperparameter settings are identical to the 
hyperparameters used in the S3FD paper. Some examples of these hyperparameters 
are the interval between prior box center points, kernel sizes, threshold values, and 
loss function parameters. 
 Before feeding the input image into the model, the image must be resized to 
640x640 pixels. The examples of resized image (640x640) from our dataset are shown 
in Figure 41. Moreover, to increase the input data diversity, we use the same data 
augmentation techniques in the S3FD paper. Examples include random image 
cropping, random image expansion, random hue, random contrast, random 
saturation, and random brightness. 
 

 
Figure 41 The examples of resized image (640x640) from the AP2019 dataset 

 
 Our method was trained on AP2019, which contained only remote sensing 
images and annotations for aircraft, using a batch size of 2 and a learning rate of 10-3. 
The iteration for this training is limited to 23,000 repetitions because the 
computation resources, for example, GPU and RAM, are limited. Our training and 
validation loss of each iteration is shown in Figure 42. 
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Figure 42 Training and validation losses for 23,000 iterations on AP2019 

 

 For evaluating our method's performance, we used the IoU threshold of 0.6 
and compared it with the other two methods: original S3FD and SSD [14]. The result 
of our method is shown in Table 4. 
 
Table 4 The comparative results of our proposed method 

Method Precision (%) Recall (%) 

SSD 63.74 46.59 
S3FD 84.95 94.99 
Ours 77.62 98.00 

  
 In Table 4, the results show that our method performed exceptionally well in 
the term of recall rate compared to the original S3FD and the SSD. However, our 
method provided a lower precision rate than the original S3FD, as our method gives a 
very high number of incorrect predictions. 
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 Figure 43-48 shows examples of detections and missed detection in six 
example images from 23 test images in AP2019 made by our method trained on the 
complete AP2019 dataset. In these examples,  

• Green boxes represent correct predictions,  

• Red boxes represent missed predictions,  

• Yellow boxes represent incorrect predictions.  
 

 We can observe that our method can detect aircraft in remote sensing images 
well, but our method is still confused by the object that has a shape like an aircraft, 
and the aircraft that park very close to each other cannot be detected. 
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Figure 43 The example result of aircraft detection by our proposed method 
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Figure 44 The example result of aircraft detection by our proposed method 
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Figure 45 The example result of aircraft detection by our proposed method 
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Figure 46 The example result of aircraft detection by our proposed method 
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Figure 47 The example result of aircraft detection by our proposed method 
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Figure 48 The example result of aircraft detection by our proposed method  
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CHAPTER V  

Conclusions 

 

 In this thesis, we present a method to detect an aircraft from remote sensing 

images trained on the AP2019 dataset. The proposed method combines  

a Viridis saliency map, which can remove the complexity of background in remote 

sensing images well, with the S3FD network to handle the various scales of the 

aircraft in the images.  The proposed method was evaluated on 24 remote sensing 

images that contain 998 aircraft inside. The results in Table 4 show that our proposed 

method's recall is very high because almost aircraft from the 24 remote sensing 

images are detected, but the precision of our proposed method decreases because 

the network was produced many incorrect predictions (false positive) compared to 

the original S3FD. 

 

 5.1 Future Work 

 In this work, the proposed method aims to detect aircraft from remote 

sensing images as much as possible. However, our proposed method is confused by 

the object that looks similar to the aircraft and caused many incorrect predictions. 

Therefore, we will find some way to decrease this proposed method's false positive 

rate, and we will try to improve the Viridis saliency map to reduce noise better to 

make the detector more accurate and more efficient. Besides, we will do more 

experiments about the change of model's performance when the model's 

parameters are adjusted, and we will try the other performance evaluation criteria 

that appropriate to this work, such as the 𝐹𝛽 − 𝑠𝑐𝑜𝑟𝑒 [15], which can weight the 

importance of the recall value. 
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