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CHAPTER I

Introduction and statement of results

A topological group is complete if it has a trivial center and every continuous automor-

phism is inner. In other words, a group G is complete if Z(G) = {1} and Aut(G) =

Inn(G), where Aut(G) and Inn(G) denote the set of continuous automorphisms of G

and the set of inner automorphisms of G, respectively. Finite complete groups have been

extensively studied in the past, see e.g. Suzuki [14].

In [1], Burnside defined Aut
Ĝ
(G) and AutC(G) to be the set of all automorphisms

which preserve equivalence classes of irreducible representations of G, and the set of all

automorphisms which preserve conjugacy classes of G, respectively. These definitions are

first defined for finite groups, but carried over to more general settings. In general one

has the inclusions, for every locally compact group G,

Inn(G) ⊆ Aut
Ĝ
(G) ⊆ AutC(G) ⊆ Aut(G). (1.1)

In [2], Conti, D’Antoni, and Geatti show that Inn(G) = Aut
Ĝ
(G) for a certain class of

connected Lie groups. From this result, one also recovers the fact that Inn(G) = Aut
Ĝ
(G)

for every compact connected group G. Related work is also studied by Hertweck in [10].

He examined whether Inn(G) = AutC(G) for certain classes of finite solvable groups

whose Sylow subgroups are abelian. His work [10] has a connection with the isomorphism

problem for integral group rings and with certain vertions of the Zassenhaus’s conjecture

that group bases of ZG are rationally conjugate. He also mentioned in the introduction

that Feit and Seitz, using the classification of finite simple groups, showed that Inn(G) =

Autc(G) for a finite simple group G ([4] Theorem c).

In this thesis, we investigate the relations among the sets in (1.1) for finite groups.
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First, we show that, for any finite group G,

Inn(G) � Aut
Ĝ
(G) = AutC(G) � Aut(G). (1.2)

After that, we study these relations for certain classes of finite groups, namely, dihe-

dral groups, symmetric groups, and alternating groups. Then we obtain the result that

all the group G from these families satisfy the equation

Inn(G) = Aut
Ĝ
(G). (1.3)

Therefore we also study Z8 o Z×
8 which gives us an example of a group which does not

satisfy (1.3).

This thesis is organized as follows. In Chapter 2, we introduce general terminologies,

and review concepts of representation theory of finite groups. In Chapter 3, we define the

action by automorphisms on the dual of a group and prove relation (1.2). In Chapter 4, 5,

6, and 7, we compute Inn(G), Aut
Ĝ
(G), and Aut(G) and determine whether Inn(G) =

Aut
Ĝ
(G) or Aut

Ĝ
(G) = Aut(G) when G is a dihedral group, a symmetric group, an

alternating group, and the semi direct product Z8 o Z×
8 , respectively.

The results of this work are summarized below:

1. Inn(Dn) = Aut
D̂n

(Dn) 6= Aut(Dn) for every n ≥ 4.

2. Inn(D3) = Aut
D̂3

(D3) = Aut(D3).

3. Inn(Dn) ∼= Dn if n ≥ 3 and n is odd.

4. Inn(Dn) ∼= Dn
2

if n ≥ 6 and n is even.

5. Inn(D4) ∼= Z2 × Z2.

6. Aut(Dn) ∼= Zn o Z×
n for every n ≥ 3.

7. Inn(Sn) = Aut
Ŝn

(Sn) = Aut(Sn) ∼= Sn for every n ≥ 3, n 6= 6.

8. Inn(S6) = Aut
Ŝ6

(S6) 6= Aut(S6).

9. Inn(An) = Aut
Ân

(An) 6= Aut(An) for every n ≥ 4.
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10. Inn(An) ∼= An for every n ≥ 4.

11. Aut(An) ∼= Sn for every n ≥ 4, n 6= 6.

12. Every automorphism of An is the restriction of an inner automorphism of Sn for

every n ≥ 4, n 6= 6.

13. Inn(Z8 o Z×
8 ) 6= Aut

Ẑ8oZ×8
(Z8 o Z×

8 ).

14. Inn(Z8 o Z×
8 ) ∼= Z4 o Z×

8 .

15. Aut
Ẑ8oZ×8

(Z8 o Z×
8 ) ∼= (Z2 × Z4) o Z×

8 .



CHAPTER II

Representations of finite groups

In this chapter, we will give basic terminology related to representation theory of finite

groups. Throughout this thesis, C is the set of all complex numbers, and unless stated

otherwise, all vector spaces are over C and finite dimensional, and all groups are finite

Md(C) = {[aij ]d×d | aij ∈ C for all i, j ∈ {1, 2, . . . , d}},

GLd(C) = {A ∈Md(C) |A is invertible},

Ud(C) = {A ∈Md(C) |AA∗ = A∗A = I} where A∗ = (A)t.

We call GLd(C) the general linear group of degree d, and Ud(C) the unitary group

of degree d.

Definition 2.1. A matrix representation of a group G is a group homomorphism

X : G → GLd(C). The parameter d is called the degree, or dimension, of the repre-

sentation and is denoted by degX.

For any vector space V , define

GL(V ) = {T : V → V | T is an invertible linear operator}.

If dimV = d, then GLd(C) ∼= GL(V ) as groups. Therefore, we can also think of repre-

sentations in this term. This is the idea of G-module.

Definition 2.2. Let V be a vector space and G be a group. We say that V is a G-

module if there is a group homomorphism

ρ : G→ GL(V ).
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Equivalently, V is a G-module if there is a multiplication, gv, of elements of V by ele-

ments of G such that

1. gv ∈ V ,

2. g(cv + dw) = c(gv) + d(gw),

3. (gh)v = g(hv), and

4. 1v = v

for all g, h ∈ G; v, w ∈ V ; and scalars c, d ∈ C.

We will go back and forth between the notions of matrix representations and G-

modules. Each of them has its own advantage. Matrix representation is more concrete,

while G-module, as it is more abstract, can give us a cleaner proof.

Definition 2.3. Let V be a G-module. A submodule of V is a subspace W that is

closed under the action of G, i.e.,

w ∈W ⇒ gw ∈W for all g ∈ G.

We also say that W is a G-invariant subspace. Equivalently, W is a subset of V that

is a G-module in its own right. We write W ≤ V if W is a submodule of V .

Next, we introduce irreducible representations that will be the building blocks of all

the others.

Definition 2.4. A nonzero G-module V is reducible if it contains a nontrivial sub-

module W . Otherwise, V is said to be irreducible. Equivalently, V is reducible if it has

a basis B in which every g ∈ G is assigned a block matrix of the form

X(g) =

A(g) B(g)

0 C(g)


where the A(g) are square matrices, all of the same size, for each g ∈ G, and 0 is a

non-empty matrix of zeros.
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If V is reducible, then the corresponding representations are said to be reducible.

If V is irreducible, then so do the corresponding representations.

Theorem 2.5 (Maschke’s Theorem ([13], p.16)). Let G be a finite group and let V

be a nonzero G-module. Then

V = W (1) ⊕W (2) ⊕ · · · ⊕W (k),

where each W (i) is an irreducible G-submodule of V .

Corollary 2.6 ([13], p.17). Let G be a finite group and let X be a matrix representation

of G of dimension d > 0. Then there is a fixed matrix T such that every matrix X(g),

g ∈ G, has the form

TX(g)T−1 =


X(1)(g) 0 · · · 0

0 X(2)(g) · · · 0
...

...
. . .

...

0 0 · · · X(k)(g)

 ,

where each X(i) is an irreducible matrix representation of G.

Definition 2.7. A representation is completely reducible if it can be written as a

direct sum of irreducibles.

Note from this definition, Maschke’s theorem could be restated as follows : Every rep-

resentation of a finite group having positive dimension is completely reducible.

Next, we give a concept of isomorphism between G-modules.

Definition 2.8. Let V and W be G-modules.

Then a G-homomorphism (or simply a homomorphism) from V into W is a linear

tranformation φ : V →W such that

φ(gv) = gφ(v)

for all g ∈ G and v ∈ V .
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A G-isomorphism is a G-homomorphism φ : V →W that is bijective. In this case,

we say that V and W are G-isomorphic, or G-equivalent, written V ∼= W . Otherwise

we say that V and W are G-inequivalent.

We also have the equivalence between matrix representations in the next definition.

Definition 2.9. Matrix representations X and Y of a group G are equivalent if there

is an invertible matrix T such that

Y (g) = TX(g)T−1 for all g ∈ G.

We write X ∼= Y if X and Y are equivalent.

Theorem 2.10 (Schur’s Lemma, [13], p.22). Let V and W be two irreducible G-

modules. If φ : V →W is a G-homomorphism, then either

(i) φ is a G-isomorphism, or

(ii) φ is the zero map.

Corollary 2.11 ([13], p.22). Let X and Y be two irreducible matrix representations

of G. If T is any matrix such that TX(g) = Y (g)T for all g ∈ G, then either

(i) T is invertible, or

(ii) T is the zero matrix.

Corollary 2.12 ([13], p.23). Let X be an irreducible matrix representation of G over

the field of complex numbers. Then the only matrices T that commute with X(g) for all

g ∈ G are those of the form T = cI i.e., scalar multiples of the identity matrix.

Next, we introduce the notion of characters and their inner product which is a pow-

erful tool. Much of the information contained in a representation can be obtained from

its character.

Definition 2.13. Let X be a matrix representation. Then the character of X is the

function χ : G→ C defined by

χ(g) = trX(g),
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where tr denotes the trace of a matrix.

If V is a G-module, then its character is the character of a matrix representation X

corresponding to V .

The terminology used for representations will be applied without change to the cor-

responding characters. For example, if X has character χ, we say that χ is irreducible

whenever X is, etc.

Proposition 2.14 ([13], p.31). Let X be a matrix representation of a group G of degree

d with character χ. Then

(i) χ(1) = d,

(ii) χ(hgh−1) = χ(g) ∀g, h ∈ G,

(iii) If Y is a representation of G with character ψ, then

X ∼= Y → χ(g) = ψ(g) for all g ∈ G.

In fact, the converse of (iii) in proposition 2.14 is also true (see Corolary 2.18). This

can be proved after we have the notion of inner product of characters.

We can think of a character χ of a group G = {g1, . . . , gn} as a row vector of complex

numbers :

χ = (χ(g1), χ(g2), . . . , χ(gn)) ∈ Cn.

We have the usual inner product in Cn given by

(a1, a2, . . . , an) · (b1, b2, . . . , bn) = a1b1 + a2b2 + · · ·+ anbn.

Therefore, we may define an inner product of χ and ψ by

χ · ψ =
∑
g∈G

χ(g)ψ(g).

Nevertheless, for normality (see [13], p.34), we divide this formula by |G|. This leads

to the definition of character inner product.
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Definition 2.15 ([13], p.34). Let χ and ψ be any two functions from a group G to the

complex numbers C. The inner product of χ and ψ is

〈χ, ψ〉 =
1
|G|

∑
g∈G

χ(g)ψ(g).

Proposition 2.16 ([13], p.34). Let χ and ψ be characters. Then

〈χ, ψ〉 =
1
|G|

∑
g∈G

χ(g)ψ(g−1).

Theorem 2.17 (Character Relations of the First Kind, ([13], p.35)). Let χ and

ψ be irreducible characters of a group G. Then

〈χ, ψ〉 = δχ, ψ =


1 if χ = ψ,

0 if χ 6= ψ.

Corollary 2.18 ([13], p.37). Let X be a matrix representation of G with character χ.

Then

(i) X is irreducible if and only if 〈χ, χ〉 = 1.

(ii) Let Y be another matrix representation of G with character ψ. Then X ∼= Y if

and only if χ = ψ.

Theorem 2.19 (Character Relations of the Second Kind, ([13], p.42)). Let K, L

be conjugacy classes of G. Then

∑
χ

χKχL =
|G|
|K|

δK,L,

where the sum is taken over all irreducible characters of G.



CHAPTER III

Action by automorphisms on the dual of a group

In this chapter we define the action by automorphisms on the dual of a group. Then we

give some results which will be used later.

3.1 Group automorphisms

In this section, we recall elementary definitions and theorems in group theory. Their

proofs can be found in any standard text such as [3], [6], [9], and [11].

Definition 3.1. Let G be a group.

(i) A function f : G → G is called an automorphism of G if f is a bijective

homomorphism. The set of all automorphisms of G is denoted by Aut(G).

(ii) Let x ∈ G, and φx : G → G by g 7→ xgx−1. Then φx is an automorphism of G,

called the inner automorphism induced from x. The set of all inner automor-

phisms of G is denoted by Inn(G). Thus

Inn(G) = {φx | x ∈ G}.

Since Inn(G) � Aut(G), we can define a quotient group which is called the outer

automorphisms group of G, by

Out(G) = Aut(G)/ Inn(G).

(iii) Let g, h ∈ G. We say that g and h are conjugate if there exists k ∈ G such

that g = khk−1. Then conjugation is an equivalence relation. The set of all con-

jugates of g is called the conjugacy class of g, and is denoted by Kg. Thus

Kg = {hgh−1 | h ∈ G}.
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(iv) The center of G, denoted by Z(G), is defined by

Z(G) = {g ∈ G | ∀x ∈ G, gx = xg}.

Theorem 3.2. Let G be a group. Then

(i) Aut(G) is a group under composition,

(ii) Inn(G) � Aut(G),

(iii) The map f : G → Inn(G) defined by f(g) = φg, is an epimorphism whose kernel

is Z(G),

(iv) Z(G) � G and G/Z(G) ∼= Inn(G),

(v) ∀g, h ∈ G, φg = φh ↔ g−1h ∈ Z(G),

(vi) G is abelian ↔ Z(G) = G,

(vii) G is abelian ↔ Inn(G) = {idG} ↔ ∀g ∈ G, Kg = {g}.

3.2 The dual of a group

Since every representation of a finite group G can be written as a direct sum of irre-

ducibles, it is useful to find the collection A of all inequivalent irreducible representations

of G. Suppose we can find such A. Then every representation is equivalent to a direct sum

of elements in A. The collection A is called the dual of G. We give a precise definition

of the dual of a group as follows.

Definition 3.3. Let G be a finite group. The dual of G, denoted by Ĝ, is defined to be

the set of all equivalence classes of irreducible representations of G. That is

Ĝ = {[X]∼= |X is an irreducible representation of G},

where ∼= is the equivalence of representations defined in Definition 2.9.
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Remark 3.4. The dual of a group may not be a group. If G is abelian, then its dual

will be a group. In fact, Ĝ is a group isomorphic to G if G is a finite abelian group (see

[5], p.90). Perhaps, there is no natural condition on G so that the dual of G becomes a

group.

It may seem that there are infinitely many inequivalent irreducible representations,

and Ĝ contains infinitely many elements. However, Ĝ is a finite set, as implied by the

following theorem.

Theorem 3.5 ([13], p.40). Let G be a finite group and suppose

C[G] ∼=
⊕
i

miV
(i)

where the V (i) form a complete list of pairwise inequivalent irreducible G-modules. Then

(i) mi = dimV (i),

(ii)
∑
i

(dimV (i))2 = |G|, and

(iii) the number of V (i) equals the number of conjugacy classes of G.

Theorem 3.5 implies that for a finite group G

(i) |Ĝ| = the number of conjugacy classes of G, and

(ii) |G| =
∑

[X]∈Ĝ

(degX)2.

3.3 Action by automorphisms on the dual of a group

We will give an action of Aut(G) on Ĝ. This action will give us the definition of Aut
Ĝ
(G)

on which our work will emphasize. In this section, unless stated otherwise, χ will be

a character of some representation. If there are more than one representations in the

context, such as X and Y , we denote their characters by χX and χY , respectively.
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Lemma 3.6. Let φ ∈ Aut(G), and X : G → GLd(C) a representation. Let χ be the

character of X. Then the following statements hold.

(i) X ◦ φ is a representation.

(ii) deg(X ◦ φ) = degX.

(iii) χ
X◦φ

= χ ◦ φ where χ
X◦φ

are characters of X ◦ φ.

(iv) If X ◦ φ ∼= X, then χ ◦ φ = χ.

(v) If X is irreducible, then X ◦ φ is irreducible.

Proof. (i) Since φ : G→ G and X : G→ GLd(C), X ◦ φ : G→ GLd(C). Next, we prove

that X ◦ φ is a group homomorphism. Let g, h ∈ G. Then

(X ◦ φ)(gh) = X(φ(gh)) = X(φ(g)φ(h))

= X(φ(g))x(φ(h))

= (X ◦ φ)(g)(X ◦ φ)(h).

Therefore X ◦ φ is a representation. This proves (i) and (ii).

For (iii),

χ
X◦φ

(g) = tr(X ◦ φ)(g) = trX(φ(g))

= χ(φ(g))

= (χ ◦ φ)(g) for all g ∈ G.

This shows χ
X◦φ

= χ ◦ φ.

(iv) follows immediately from (iii) and Corollary 2.18.

To prove (v), we will use Corollary 2.18(i). Assume that X is irreducible. Then

〈χ, χ〉 = 1. From (iii) the character of X ◦ φ is χ ◦ φ, so we would like to show that

〈χ ◦ φ, χ ◦ φ〉 = 1.
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〈χ ◦ φ, χ ◦ φ〉 =
1
|G|

∑
g∈G

(χ ◦ φ)(g)(χ ◦ φ)(g−1)

=
1
|G|

∑
g∈G

χ(φ(g))χ(φ(g)−1)

=
1
|G|

∑
h∈G

χ(h)χ(h−1) since φ is bijective.

= 〈χ, χ〉 = 1.

Therefore X ◦ φ is irreducible.

Theorem 3.7. Let G be a finite group. Define · : Aut(G)× Ĝ→ Ĝ by

φ · [X] = [X ◦ φ] for φ ∈ Aut(G) and [X] ∈ Ĝ.

Then this function is a group action.

Proof. From Lemma 3.6, we have [X ◦ φ] ∈ Ĝ for every φ ∈ Aut(G) and [X] ∈ Ĝ. Next,

let φ ∈ Aut(G), and [X], [Y ] ∈ Ĝ be such that [X] = [Y ]. Then X ∼= Y , and

χ
X◦φ

= χX ◦ φ = χY ◦ φ = χ
Y ◦φ

.

Therefore X ◦ φ ∼= Y ◦ φ. Hence

φ[X] = [X ◦ φ] = [Y ◦ φ] = φ[Y ].

This shows that the action is well-defined. Next, for φ, ψ ∈ Aut(G) and [X] ∈ Ĝ,

(φ ◦ ψ)[X] = [X ◦ (φ ◦ ψ)] = [(X ◦ φ) ◦ ψ] = ψ[X ◦ φ] = ψ(φ[X])

and 1[X] = [X ◦ 1] = [X]. This proves the theorem.
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Theorem 3.8. Let G be a finite group, φ ∈ Aut(G). Then φ maps a conjugacy class of

G onto a conjugacy class of G.

Proof. Let g ∈ G and Kg the conjugacy class of g. Then

φ(Kg) = φ{hgh−1 | h ∈ G}

= {φ(h)φ(g)φ(h)−1 | h ∈ G}

= {lφ(g)l−1 | l ∈ G}

= Kφ(g).

This shows that φ maps the conjugacy class of g onto the conjugacy class of φ(g).

The action in Theorem 3.7 gives us the next definition.

Definition 3.9. Let G be a finite group.

(i) If φ ∈ Aut(G) and φ(K) = K for every conjugacy class K of G, then φ is said to

preserve conjugacy classes of G.

Denote by AutC(G) the set of all automorphisms which preserve conjugacy classes

of G.

(ii) If φ ∈ Aut(G) and is in the kernel of the action defined in Theorem 3.7, then φ is

said to preserve equivalence classes of irreducible representation of G.

Denote by Aut
Ĝ
(G) the kernel of the action in Theorem 3.7. Thus

Aut
Ĝ
(G) = {φ ∈ Aut(G) | φ[X] = [X] for every [X] ∈ Ĝ}

= {φ ∈ Aut(G) | X ◦ φ ∼= X for every [X] ∈ Ĝ}.

Since every inner automorphism maps an element g ∈ G to its conjugate, and Aut
Ĝ
(G)

is defined as the kernel of the action, we have the following corollary.
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Corollary 3.10. Let G be a finite group. Then

(i) Inn(G) ⊆ AutC(G),

(ii) Aut
Ĝ
(G) � Aut(G).

Note We will show later that AutC(G) = Aut
Ĝ
(G) for any finite group G. Thus we will

have Inn(G) � Aut
Ĝ
(G) = AutC(G) � Aut(G) for every finite group G.

Theorem 3.11. Let G be a finite group, and g, h ∈ G. Then g and h are conjugate if

and only if χ(g) = χ(h) for every irreducible character χ of G.

Proof. By Proposition 2.14, it suffice to prove only the converse. Suppose that χ(g) =

χ(h) for every irreducible character χ of G but g and h are not conjugate. Let K =

Kg, L = Kh. By Theorem 2.19, we have

0 =
∑
χ

χKχL
=

∑
χ

χ(g)χ(h)

=
∑
χ

χ(g)χ(g)

=
∑
χ

|χ(g)|2

where the sum is taken over all irreducible characters. Therefore χ(g) = 0 for every

irreducible character. Applying Theorem 2.19 again, we have

0 =
∑
χ

χ(g)χ(g) =
∑
χ

χKχK

=
|G|
|K|

6= 0, which is a contradiction.

Therefore, the theorem is proved.

Theorem 3.12. Let G be a finite group. Then Aut
Ĝ
(G) = AutC(G).

Proof. Let φ ∈ Aut(G). We denote by Irr(G) the set of irreducible characters of G. Thus

[X] ∈ Ĝ ↔ χX ∈ Irr(G).
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φ ∈ Aut
Ĝ
(G) ↔ ∀ [X] ∈ Ĝ,X ◦ φ ∼= X

↔ ∀χ ∈ Irr(G) χ ◦ φ = χ

↔ ∀χ ∈ Irr(G)∀g ∈ G χ(φ(g)) = χ(g)

↔ ∀g ∈ G ∀χ ∈ Irr(G) χ(φ(g)) = χ(g)

↔ ∀g ∈ G, g and φ(g) are conjugate

↔ φ preserves conjugacy classes of G.

Corollary 3.13. For every finite group G,

Inn(G) � Aut
Ĝ
(G) = AutC(G) � Aut(G).

Proof. It follows immediately from Corollary 3.10 and Theorem 3.12

Proposition 3.14. Let G be a finite abelian group. Then

Inn(G) = AutC(G) = Aut
Ĝ
(G) = {idG}.

Proof. Since Kg = {hgh−1 | h ∈ G} = {g} for every g ∈ G, the automorphism which

preserves conjugacy classes of G is necessarily the identity map, so we have

Aut
Ĝ
(G) = AutC(g) ⊆ {idG} ⊆ Inn(G) ⊆ AutC(G).

This proves the proposition.



CHAPTER IV

Dihedral groups Dn

4.1 Definition and notation

Let Dn (n ≥ 3) be the dihedral group of order 2n defined by

Dn =
〈
r, s | rn = s2 = 1, s r = r−1 s

〉
.

Elementary properties of the dihedral group can be found in [3], [6], [9], and [11].

Denote by Hom(Dn) the set of all homomorphisms from Dn into Dn. In this chapter,

we determine whether Aut
D̂n

(Dn) = Inn(Dn) or Aut
D̂n

(Dn) = Aut(Dn). To do this,

we directly calculate all conjugacy classes of Dn, all inner automorphisms of Dn, and

all automorphisms of Dn. Since Dn is generated by r and s, every φ ∈ Hom(Dn) is

completely determined by φ(r) and φ(s).

If φ ∈ Hom(Dn) and φ(r) = a and φ(s) = b, we denote φ by the diagram

(r 7→ a, s 7→ b).

Also, recall that we denote the conjugacy class of an element g in a group G by

Kg = {hgh−1 |h ∈ G}, and denote by φg the inner automorphism induced from g.

4.2 Conjugacy classes in Dn

Recall that Dn =
〈
r, s | rn = s2 = 1, s r = r−1 s

〉
= {si rj | 0 ≤ i ≤ 1, 0 ≤ j ≤ n− 1}

= {rj | 0 ≤ j ≤ n− 1} ∪ {srj | 0 ≤ j ≤ n− 1}.

Let i ∈ {0, 1, . . . , n− 1},
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Kri = {x ri x−1 |x ∈ Dn}

= {rj ri r−j | 0 ≤ j ≤ n− 1} ∪ {s rj ri r−j s−1 | 0 ≤ j ≤ n− 1}

= {ri} ∪ {r−i}

= {ri, rn−i}

Ks ri = {rj s ri r−j | 0 ≤ j ≤ n− 1} ∪ {s rj s ri r−j s−1 | 0 ≤ j ≤ n− 1}

= {s ri−2j | 0 ≤ j ≤ n− 1} ∪ {s r2j−i | 0 ≤ j ≤ n− 1}.

Case 1: n is even.

K1 = {1},

Kr = {r, rn−1},

Kr2 = {r2, rn−2},
...

K
r

n
2−1 = {r

n
2
−1, r

n
2
+1},

K
r

n
2

= {r
n
2 },

Ks = {s r−2j | 0 ≤ j ≤ n− 1} ∪ {s r2j | 0 ≤ j ≤ n− 1}

= {s rm |m is even and 0 ≤ m ≤ n− 1},

Ks r = {s r1−2j | 0 ≤ j ≤ n− 1} ∪ {s r2j−1 | 0 ≤ j ≤ n− 1}

= {s rm |m is odd and 0 ≤ m ≤ n− 1}.

In this case the number of conjugacy classes in Dn is
n+ 6

2
.



20

Case 2: n is odd.

K1 = {1},

Kr = {r, rn−1},

Kr2 = {r2, rn−2},
...

K
r

n−1
2

= {r
n−1

2 , r
n+1

2 },

Ks = {sr−2j | 0 ≤ j ≤ n− 1} ∪ {sr2j | 0 ≤ j ≤ n− 1}

= {srn−2j | 0 ≤ j ≤ n− 1} ∪ {sr2j | 0 ≤ j ≤ n− 1}

⊇ {srn−m |m is even and 0 ≤ m ≤ n− 1}

∪ {srm |m is even and 0 ≤ m ≤ n− 1}

= {srm | 0 ≤ m ≤ n− 1}.

Therefore Ks = {srm | 0 ≤ m ≤ n− 1}.

In this case the number of conjugacy classes in Dn is
n+ 3

2
.

4.3 Inn(Dn) Dn = {ri | 0 ≤ i ≤ n− 1} ∪ {sri | 0 ≤ i ≤ n− 1}

= {ri | 1 ≤ i ≤ n} ∪ {sri | 1 ≤ i ≤ n}.

Then

Inn(Dn) = {φh |h ∈ Dn}

= {φri | 1 ≤ i ≤ n} ∪ {φsri | 1 ≤ i ≤ n}.

For each 1 ≤ i ≤ n, we have

φri(r) = rirr−i = r,

φri(s) = risr−i = sr−2i = srn−2i,

φsri(r) = srirr−is = srs = r−1 = rn−1,

φsri(s) = srisr−is = r−2is = sr2i.
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Then

Inn(Dn) = {(r 7→ r, s 7→ sr−2i) | 1 ≤ i ≤ n}

∪ {(r 7→ rn−1, s 7→ sr2i) | 1 ≤ i ≤ n}.

Case 1 : n is odd.

{r2i | 1 ≤ i ≤ n} = {r2i | 1 ≤ i ≤ n−1
2 } ∪ {r

2i | n+1
2 ≤ i ≤ n}

= {rm |m is even and 2 ≤ m ≤ n− 1}

∪ {rm |m is even and n+ 1 ≤ m ≤ 2n}

= {rm |m is even and 1 ≤ m ≤ n}

∪ {rm−n |m is even and n+ 1 ≤ m ≤ 2n}

= {rm |m is even and 1 ≤ m ≤ n}

∪ {ri | i is odd and 1 ≤ i ≤ n}

= {rm | 1 ≤ m ≤ n}.

Similarly {r−2i | 1 ≤ i ≤ n} = {rm | 1 ≤ m ≤ n}.

Thus

Inn(Dn) = {(r 7→ r, s 7→ srm) | 1 ≤ m ≤ n}

∪ {(r 7→ rn−1, s 7→ srm) | 1 ≤ m ≤ n},

and | Inn(Dn)| = 2n.

Case 2 : n is even. Similar to case 1, we have

{r2i | 1 ≤ i ≤ n} = {rm | 1 ≤ m ≤ n and m is even}

= {r−2i | 1 ≤ i ≤ n}.
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Therefore

Inn(Dn) = {(r 7→ r, s 7→ srm) |m is even and 1 ≤ m ≤ n}

∪ {(r 7→ rn−1, s 7→ srm) |m is even and 1 ≤ m ≤ n}

and | Inn(Dn)| = n.

4.4 AutD̂n
(Dn)

We will use the result obtained in Section 4.2 to calculate Aut
D̂n

(Dn). First, assume

that n is odd.

φ ∈ Aut
D̂n

(Dn)

→ φ preserves conjugacy classes of Dn

→ (φ(r) = r or φ(r) = rn−1) and (φ(s) = srm for some 1 ≤ m ≤ n)

→ φ ∈ {(r 7→ r, s 7→ srm) | 1 ≤ m ≤ n}

∪ {(r 7→ rn−1, s 7→ srm) | 1 ≤ m ≤ n}.

Hence

Aut
D̂n

(Dn) ⊆ {(r 7→ r, s 7→ srm) | 1 ≤ m ≤ n}

∪ {(r 7→ rn−1, s 7→ srm) | 1 ≤ m ≤ n}. (4.1)

Similarly, if n is even,

Aut
D̂n

(Dn) ⊆ {(r 7→ r, s 7→ srm) | 1 ≤ m ≤ n and m is even }

∪ {(r 7→ rn−1, s 7→ srm) | 1 ≤ m ≤ n and m is even }. (4.2)

If we compare (4.1), (4.2) and the results in Section 4.3, we obtain the next theorem.

Theorem 4.1. Aut
D̂n

(Dn) = Inn(Dn) for every n ≥ 3.

Proof. Use the fact that Inn(G) ⊆ Aut
Ĝ
(G) for any finite group G and compare (4.1),

(4.2) above to Inn(Dn).
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Theorem 4.2. Aut
D̂n

(Dn) = Aut(Dn) ↔ n = 3.

Proof. (←) Let n = 3 and φ ∈ Aut(Dn). Then Dn = D3 = {1, r, r2, s, sr, sr2}. Since

|r| = |r2| = 3, and |s| = |sr| = |sr2| = 2, we have φ(r) ∈ {r, r2} and φ(s) ∈ {s, sr, sr2}.

Then

φ ∈ {(r 7→ r, s 7→ srm) | 0 ≤ m ≤ 2} ∪ {(r 7→ r2, s 7→ srm) | 0 ≤ m ≤ 2}

= Inn(Dn).

Therefore φ ∈ Inn(Dn). This shows that

Aut(Dn) ⊆ Inn(Dn).

Hence Aut
D̂n

(Dn) = Aut(Dn).

(→) Assume that n 6= 3. If n is odd, (r 7→ r2, s 7→ s) is an automorphism of Dn

which does not belong to Aut
D̂n

(Dn). If n is even, (r 7→ r, s 7→ sr) is an automorphism

of Dn which is not in Aut
D̂n

(Dn). This shows that Aut
D̂n

(Dn) 6= Aut(Dn).

Corollary 4.3. Inn(Dn) = Aut(Dn) ↔ n = 3.

Proof. It follows directly from Theorem 4.1 and Theorem 4.2.
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4.5 Aut(Dn)

Although we already knew whether Aut
D̂n

(Dn) = Inn(Dn) and Aut
D̂n

(Dn) = Aut(Dn),

we are still interested in calculating Aut(Dn).

Theorem 4.4. Aut(Dn) = {(r 7→ ri, s 7→ srj) | 1 ≤ i ≤ n, gcd(i, n) = 1, and 1 ≤ j ≤

n}.

Proof. (⊆) Let φ ∈ Aut(Dn). Since |r| = n ≥ 3 and |srj | = 2 for all j, we have

φ(r) 6= srj for all j. Let φ(r) = ri for some i ∈ {1, 2, . . . , n}. Since φ ∈ Aut(Dn),

n = |r| = |φ(r)| = |ri| = n

gcd(n, i)
. Hence gcd(n, i) = 1. It follows that

φ(〈r〉) = 〈φ(r)〉 =
〈
ri

〉
= 〈r〉 (4.3)

Since φ is 1-1, φ(s) /∈ 〈r〉. Therefore φ(s) = srj for some 1 ≤ j ≤ n. This shows that

φ ∈ {(r 7→ ri, s 7→ srj) | 1 ≤ i ≤ n, gcd(i, n) = 1, and 1 ≤ j ≤ n}.

(⊇) Let φ : Dn → Dn be a homomorphism such that

φ(r) = ri for some 1 ≤ i ≤ n and gcd(i, n) = 1, and

φ(s) = srj for some 1 ≤ j ≤ n.

Similar to (4.3) above, φ(〈r〉) = 〈r〉 and

φ(s 〈r〉) = φ(s)φ(〈r〉) = φ(s) 〈r〉 = srj 〈r〉 = s 〈r〉 .

This shows that φ is surjective. Since Dn is finite, φ is bijective. Therefore φ ∈ Aut(Dn).

Corollary 4.5. |Aut(Dn)| = nφ(n), where

φ(n) = |{m ∈ N | 1 ≤ m ≤ n, and gcd(m, n) = 1}|

is the Euler’s phi Function.
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Corollary 4.6. |Out(Dn)| =


φ(n)

2
if n is odd,

φ(n) if n is even.

We will find some concrete groups to which Inn(Dn), Aut
D̂n

(Dn), and Aut(Dn) are

isomorphic. Since Inn(Dn) = Aut
D̂n

(Dn), our work reduce to finding only the abstract

groups for Inn(Dn) and Aut(Dn). To find a group to which Aut(Dn) is isomorphic, we

will use the notion of semidirect product of groups.

Theorem 4.7. (i) Inn(Dn) ∼= Dn if n is odd and n ≥ 3.

(ii) Inn(Dn) ∼= Dn
2

if n is even and n ≥ 6.

(iii) Inn(D4) ∼= Z2 × Z2.

Proof. Assume that n ≥ 3 and n is odd. Consider the map

Dn → Inn(Dn), x 7→ φx.

This map is an epimorphism (Theorem 3.2(iii)). In addition, (see Section 4.3)

|Dn| = 2n = | Inn(Dn)|.

Thus the map is an isomorphism, and Inn(Dn) ∼= Dn.

Next, assume that n is even and n ≥ 6. Recall that

Inn(Dn) = {(r 7→ r, s 7→ srm) | 1 ≤ m ≤ n, and m is even}

∪ {(r 7→ r−1, s 7→ srm) | 1 ≤ m ≤ n, and m is even}.

Let a = (r 7→ r, s 7→ sr2), and b = (r 7→ r−1, s 7→ s) ∈ Inn(Dn). Claim

(i) a
n
2 = 1 = b2,

(ii) ba = a−1b,

(iii) Inn(Dn) = 〈a, b〉.
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(i) and (ii) can be proved by direct calculation. In fact, al = (r 7→ r, s 7→ sr2l) for every

1 ≤ l ≤ n
2 . Furthermore, bal = (r 7→ r−1, s 7→ sr−2l) for every 1 ≤ l ≤ n

2 . Thus

Inn(Dn) = {(r 7→ r, s 7→ srm) | 1 ≤ m ≤ n, and m is even}

∪ {(r 7→ r−1, s 7→ srm) | 1 ≤ m ≤ n, and m is even}

= {al | 1 ≤ l ≤ n
2 } ∪ {ba

l | 1 ≤ l ≤ n
2 }

⊆ 〈a, b〉 .

This shows that Inn(Dn) = 〈a, b〉.

Now, recall that Dn
2

=
〈
r, s | r

n
2 = 1 = s2, sr = r−1s

〉
. From (i) and (ii), we can

see that a and b satisfy the relation in the presentation of Dn
2

if we replace r by a

and s by b. Thus there is a unique homomorphism φ : Dn
2
→ Inn(Dn) mapping r

to a and s to b. From (iii), a and b generate Inn(Dn), so we have φ is surjective. In

addition, |Dn
2
| = n = | Inn(Dn)| (see Section 3.3). Hence φ is also injective. Therefore φ

is an isomorphism, and Inn(Dn) ∼= Dn
2
. This proves (ii). From Section 3.3, we see that

| Inn(D4)| = 4. It is the fact that, up to isomorphism, the groups of order 4 are Z4 and

Z2×Z2. By direct calculation, we can see that every nonidentity element of Inn(D4) has

order 2. Thus Inn(D4) ∼= Z2 × Z2.

Note if we define D2 to be the group of {1, r, s, sr} of order 4 with the relation r2 =

s2 = 1 and sr = r−1s. Then D2
∼= Z2 × Z2, and the previous theorem becomes

Inn(Dn) ∼= Dn
2

if n ≥ 3 and n is even,

Inn(Dn) ∼= Dn if n ≥ 3 and n is odd.

Next, we will prove that Aut(Dn) ∼= Zn o Z×
n . We first give theorems which will be

used in the proof.

Theorem 4.8 ([3], p.93). If H and K are finite subgroups of a group, then

|HK| =
|H||K|
|H ∩K|

.
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Theorem 4.9 ([3], p.180). Suppose G is a group with subgroups H and K such that

(i) H �G,

(ii) H ∩K = 1.

Let ϕ : K → Aut(H) be the homomorphism defined by mapping k ∈ K to the automor-

phism of left conjugation by k on H. Then HK ∼= H oK.

In particular, if G = HK with H and K satisfying (i) and (ii), then G is the semidirect

product of H and K.

Theorem 4.10. Aut(Dn) ∼= Zn o Z×
n for every n ≥ 3.

Proof. First, recall that (see Section 4.5)

Aut(Dn) = {(r 7→ ri, s 7→ srm) | 1 ≤ i ≤ n, gcd(i, n) = 1 and 1 ≤ m ≤ n}.

Let G = Aut(Dn),H = {(r 7→ r, s 7→ srm) | 1 ≤ m ≤ n}, and

K = {(r 7→ ri, s 7→ s) | 1 ≤ i ≤ n and gcd(i, n) = 1}.

Claim

(i) H ∼= Zn, and K ∼= Z×
n .

(ii) H �G, and K ≤ G.

(iii) H ∩K = 1.

(iv) G = HK.

First, we prove (i). Let φ : Zn → G be defined by φ(m) = (r 7→ r, s 7→ srm). If m1 = m2

in Zn, then there exists k ∈ Z such that m1 = nk +m2, and thus rm1 = rnk+n2 = rm2 .

This shows that φ is well-defined. Next, let m1, m2 ∈ Zn

φ(m1 +m2) = (r 7→ r, s 7→ srm1+m2)

= (r 7→ r, s 7→ srm1)(r 7→ r, s 7→ srm2)

= φ(m1)φ(m2).
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Therefore φ is a homomorphism. It is easy to see that Im(φ) = H, and kerφ = {0}.

Then φ is an isomorphism. Hence Zn ∼= H. Next, let ψ : Z×
n → K be defined by

ψ(i) = (r 7→ ri, s 7→ s). Using the same argument as φ, we obtain that Z×
n
∼= K.

Next, we prove (ii). From (i), we know that Z×
n
∼= K and, so Zn ∼= H we obtain that

H ≤ G and K ≤ G. Now, let p = (r 7→ ri, s 7→ srm) ∈ G and q = (r 7→ r, s 7→ srl) ∈ H.

Let

p−1 = (r 7→ ri, s 7→ srm)−1 = (r 7→ rx, s 7→ sry). (4.4)

Then

pqp−1 = (r 7→ ri, s 7→ srm)(r 7→ r, s 7→ srl)(r 7→ rx, s 7→ sry)

= (r 7→ ri, s 7→ srm)(r 7→ rx, s 7→ sry+l)

= (r 7→ rix, s 7→ srm+iy+il) (4.5)

From Equation (4.4), p−1 = (r 7→ rx, s 7→ sr), so p−1(r) = rx and p−1(s) = sr. Therefore

rix = (ri)x = (p(r))x = p(rx) = r.

Thus, from (4.5), we obtain pqp−1 = (r 7→ r, s 7→ srm+iy+il) ∈ H. This shows that

H �G. (iii) is obvious. For (iv), by Theorem 4.8, we obtain that

|HK| =
|H||K|
|H ∩K|

= |Zn||Z×
n |

= nφ(n)

= |Aut(Dn)| (Corollary 4.5).

Since HK ⊆ Aut(Dn) and Aut(Dn) is a finite set, we have Aut(Dn) = HK. By Theorem

4.9,

Aut(Dn) = HK ∼= Zn o Z×
n .



CHAPTER V

Symmetric groups Sn

5.1 Definition and notation

Recall that Sn is the group of all bijections from {1, 2, . . . , n} onto itself under the

function composition. We multiply elements in Sn from right to left. Its elementary

properties can be found in [3], [6], [9], and [11].

If f : Sn → Sn and σ = (a1 a2 . . . al) is a cycle in Sn, then sometimes we will

write f(σ) = f(a1 a2 . . . al) rather than f(σ) = f((a1 a2 . . . al)). In addition, if x ∈

{1, 2, . . . , n} is written as one of the non-fixed symbols in the cycle decomposition of σ,

we will say that σ contains x as a symbol in its cycle notation, or simply σ contains x,

or x is in σ.

For example, if σ = (1 2 3)(5 6) ∈ S7, then σ contains 1, 2, 3, 5, and 6 but does

not contain 4 and 7. Consider S1 = {(1)} and S2 = {(1), (1 2)}. It is easy to see that

Inn(Si) = Aut(Si) = {id} for i = 1, 2 where id is the identity map. Hence

Inn(Si) = Aut
Ŝi

(Si) = Aut(Si) for i = 1, 2.

In Section 5.2, we consider Sn when n ≥ 3.

5.2 Inn(Sn), AutŜn
(Sn), and Aut(Sn)

Definition 5.1 ([12], p.92). A group G is called complete if it has no center and no

outer automorphism.

Theorem 5.2 ([12], p.92). Sn is complete when n ≥ 3 and n 6= 6.
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Corollary 5.3. For n ≥ 3, n 6= 6,

Inn(Sn) = Aut
Ŝn

(Sn) = Aut(Sn) ∼= Sn.

Proof. From Theorem 5.2, we obtain Inn(Sn) = Aut
Ŝn

(Sn) = Aut(Sn). In addition,

the map Sn → Inn(Sn), by g 7→ φg is an isomorphism. Therefore, the corollary is proved.

Next, we will show that

Aut
Ŝ6

(S6) = Inn(S6).

Lemma 5.4. Let φ ∈ Aut(Sn). If φ maps transpositions to transpositions, then the

following statements hold :

(i) If transpositions (x y) and (mn) have a common symbol (for instance,

x = m), then transpositions φ(x y) and φ(mn) have a common symbol.

(ii) for each a ∈ {1, 2, . . . , n} there exists a unique a′ ∈ {1, 2, . . . , n} such that

φ({(aα) |α ∈ {1, 2, . . . , n} − {a}}) = {(a′ β) |β ∈ {1, 2, . . . , n} − {a′}}

Proof. Let a ∈ {1, 2, . . . , n}, α1, α2 ∈ {1, 2, . . . , n} − {a} and α1 6= α2. Assume that

φ(aα1) = (x1 y1), φ(aα2) = (x2 y2). If x1, y1, x2, y2 are all distinct, then

2 = |(x1 y1)(x2 y2)| = |φ(aα1)φ(aα2)|

= |φ((aα1)(aα2))|

= |φ(α2 α1 a)|

= |(α2 α1 a)| = 3, a contradiction.

Therefore x1 = x2, x1 = y2, y1 = x2, or y1 = y2. Then we can write

φ(aα1) = (a′ β1), φ(aα2) = (a′ β2)

for some a′ ∈ {1, 2, . . . , n}, β1, β2 ∈ {1, 2, . . . , n} − {a′}, β1 6= β2. This proves (i).
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Next, let a ∈ {1, 2, . . . , n}. Choose α1, α2 ∈ {1, 2, . . . , n}− {a}, and α1 6= α2. Then

by (i), there exist a′, β1, β2 ∈ {1, 2, . . . , n}, a′, β1, β2 are all distinct, and φ(aα1) =

(a′ β1), φ(aα2) = (a′ β2).

Suppose there exists α ∈ {1, 2, . . . , n} − {a, α1, α2} such that

φ(aα) does not contain the symbol a′. (5.1)

Since (aα1) and (aα) have a common symbol, by (i), φ(aα1) and φ(aα) have a common

symbol. Because φ(aα1) = (a′ β1), φ(aα) contains either the symbol a′ or β1. But from

(5.1), we see that φ(aα) contains β1. If we consider φ(aα2) and φ(aα) with the same

argument, we have φ(aα) contains β2. Hence φ(aα) = (β1 β2). Now

4 = |(αα2 α1 a)| = |φ(αα2 α1 a)|

= |φ((aα1) (aα2) (aα))|

= |φ(aα1)φ(aα2)φ(aα)|

= |(a′ β1)(a′ β2)(β1 β2)|

= |(a′ β2)| = 2, a contradiction.

The contradiction arises from supposition (5.1). This implies that for every α ∈

{1, 2, . . . , n}−{a, α1, α2}, φ(aα) contains the symbol a′. Thus φ({(aα) |α ∈ {1, 2, . . . , n}−

{a}}) = {(a′ β) |β ∈ {1, 2, . . . , n} − {a′}}. The uniqueness of a′ is obvious, so we have

proved (ii).

Theorem 5.5. Aut
Ŝ6

(S6) = Inn(S6).

Proof. Let φ ∈ Aut
Ŝ6

(S6). Then φ maps transpositions to transpositions. From Lemma

5.4(ii), we can define s : {1, 2, . . . , 6} → {1, 2, . . . , 6} by s(a) = a′ where a and a′ are as

in Lemma 5.4(ii). Then s is 1-1 because φ is. Therefore s is bijective, that is s ∈ S6.

Next, we prove that φ = φs, (the inner automorphism induced from s). Let (x y) be

a transposition. Then by Lemma 5.4(ii),
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φ(x y) ∈ φ{(xα) |α ∈ {1, 2, . . . , 6} − {x}}

= {(x′ β) |β ∈ {1, 2, . . . , 6} − {x′}}, where x′ = s(x)

= {(s(x)β) |β ∈ {1, 2, . . . , 6} − {x′}}.

Thus φ(x y) = (s(x)β) for some β ∈ {1, 2, . . . , 6} − {x′}.

Similarly,

φ(y x) = (s(y) γ) for some γ ∈ {1, 2, . . . , 6} − {s(y)}.

Since φ(x y) = φ(y x), (s(x)β) = (s(y) γ). because x 6= y, we have s(x) 6= s(y), and thus

s(x) = γ. Hence φ(x y) = (s(x) s(y)).

φs(x y) = s(x y)s−1 = (s(x) s(y)).

Therefore φ(x y) = φs(x y) for every transposition (x y). Then φ = φs, and φ ∈ Inn(S6).

This proves that Aut
Ŝ6

(S6) = Inn(S6).

To show that Aut
Ŝ6

(S6) 6= Aut(S6), we will find an automorphism φ of S6 which does

not preserve conjugacy classes. Since Inn(S6) = Aut
Ŝ6

(S6), every outer automorphism

of S6 does not preserve conjugacy classes. Therefore φ can be any outer automorphism

of S6. One of the outer automorphisms of S6 is given in [3].

Theorem 5.6 ([3], p.221). The map

(1 2) → (1 2)(3 4)(5 6)

(2 3) → (1 4)(2 5)(3 6)

(3 4) → (1 3)(2 4)(5 6)

(4 5) → (1 2)(3 6)(4 5)

(5 6) → (1 4)(2 3)(5 6)

extends to an automorphism of S6.



33

In the remaining part of this chapter, unless stated otherwise, φ is the automorphism

in Theorem 5.6. We can see that φ does not preserve conjugacy classes of S6, so φ ∈

Aut(S6)−Aut
Ŝ6

(S6). Therefore, we obtain Theorem 5.7, and Corollary 5.8.

Theorem 5.7. Aut
Ŝ6

(S6) 6= Aut(S6).

Corollary 5.8. Let n ∈ N.

If n 6= 6, then Inn(Sn) = Aut
Ŝn

(Sn) = Aut(Sn).

If n = 6, then Inn(S6) = Aut
Ŝ6

(S6) 6= Aut(S6).

Proof. Combine Theorem 5.5, Theorem 5.7, and Corollary (5.3).

Since φ /∈ Aut
Ŝ6

(S6). There exists an irreducible representation X of S6 such that X◦

φ � X. We will find such an X. The method of constructing irreducible representations

of Sn (for n ∈ N) can be found in [13]. After using the method, we obtain an irreducible

representation X of S6 such that X ◦ φ � X, which will be shown in the next example.
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Examples 5.9. Let X : S6 → GL5(C) be irreducible representation of S6 defined by

X(1 2) =



−1 −1 −1 −1 −1

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1


, X(2 3) =



0 1 0 0 0

1 0 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1


,

X(3 4) =



1 0 0 0 0

0 0 1 0 0

0 1 0 0 0

0 0 0 1 0

0 0 0 0 1


, X(4 5) =



1 0 0 0 0

0 1 0 0 0

0 0 0 1 0

0 0 1 0 0

0 0 0 0 1


,

X(5 6) =



1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 0 1

0 0 0 1 0


.

Let Y = X ◦ φ : S6 → GL5(C). Then Y is an irreducible representation of S6. We

will show that X � Y .
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Y (1 2) = X(φ(1 2))

= X((1 2)(3 4)(5 6))

= X(1 2)X(3 4)X(5 6)

=



−1 −1 −1 −1 −1

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1





1 0 0 0 0

0 0 1 0 0

0 1 0 0 0

0 0 0 1 0

0 0 0 0 1





1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 0 1

0 0 0 1 0



=



−1 −1 −1 −1 −1

0 0 1 0 0

0 1 0 0 0

0 0 0 1 0

0 0 0 0 1





1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 0 1

0 0 0 1 0



=



−1 −1 −1 −1 −1

0 0 1 0 0

0 1 0 0 0

0 0 0 0 1

0 0 0 1 0


.

Then

χX(1 2) = trX(1 2) = 3

χY (1 2) = trY (1 2) = −1.

Therefore χX 6= χY , which implies that X � Y . That is X ◦ φ � X.



CHAPTER VI

Alternating groups An

An is a normal subgroup of Sn consisting of all even permutations. In this chapter, we

use the same terminology and notation as in the previous chapter.

If we consider A1 = A2 = {(1)}, and A3
∼= Z3, then we have

{id} = Inn(An) = Aut
Ân

(An) = Aut(An) for n = 1, 2 and

{id} = Inn(A3) = Aut
Â3

(A3) 6= Aut(A3).

In the remaining part, we will consider An when n ≥ 4.

6.1 Inn(An), AutÂn
(An), InnAn

(Sn), and Aut(An)

In this section, we determine whether Inn(An) = Aut
Ân

(An) or Aut
Ân

(An) = Aut(An).

To do this, we also define InnAn(Sn) to be the set of inner automorphisms of Sn restricted

to An.

Theorem 6.1. Let n ≥ 4. Then

(i) Z(An) = {(1)},

(ii) Inn(An) = {φx | x ∈ An} and φx = φy iff x = y,

(iii) | Inn(An)| =
n!
2

.

Proof. Let n ≥ 5. Since Z(An) �An and An is simple,

Z(An) = An or Z(An) = {(1)}.



37

Because An is not abelian, Z(An) 6= An. Therefore Z(An) = {(1)}. Then f : An →

Inn(An), g 7→ φg is an isomorphism. This implies (ii) and (iii). For n = 4, we can

compute directly to see that Z(A4) = {(1)}, and then (ii) and (iii) follow.

Lemma 6.2. Let G be a group, H �G, and g ∈ G. Then φg|H ∈ Aut(H).

Proof. Since H � G, φg(H) = gHg−1 = H. Therefore φg : H → H is surjective. Hence

φg|H ∈ Aut(H).

From this Lemma, we have

{φx|An | x ∈ Sn} ⊆ Aut(An).

This set will be used in the rest of this chapter, so we give it a notation.

Notation : InnAn(Sn) = {φx|An | x ∈ Sn}.

Theorem 6.3. Let n ≥ 4. Then

(i) For each x, y ∈ Sn, φx|An = φy|An ↔ x = y,

(ii) | InnAn(Sn)| = n!,

(iii) InnAn(Sn) ⊇ Inn(An).

Proof. (i) Let x, y ∈ Sn.

φx|An = φy|An ↔ ∀g ∈ An, φx(g) = φy(g)

↔ ∀g ∈ An, x g x−1 = y g y−1

↔ ∀g ∈ An, y−1 x g = g y−1 x

↔ y−1 x ∈ Z(An) = {(1)} (by Theorem 6.1(i))

↔ y−1 x = (1)

↔ x = y.

(ii) is an immediate consequence of (i).
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For (iii),

InnAn(Sn) = {φx|An | x ∈ Sn}

⊇ {φx|An | x ∈ An}

= Inn(An).

Theorem 6.4. Inn(An) � InnAn(Sn) ≤ Aut(An) for every n ≥ 4.

Proof. We know that InnAn(Sn) ⊆ Aut(An). Next let x, y ∈ Sn. Since φx(An) = An and

φy(An) = An, we have

φx|An(φy|An)−1 = φx|Anφ
−1
y |An = φxφ

−1
y |An = φxy−1 |An ∈ InnAn(Sn).

This shows Inn(Sn)|An ≤ Aut(An). Since Inn(An)�Aut(An) and Inn(An) ⊆ InnAn(Sn),

we also have Inn(An) � InnAn(Sn).

Theorem 6.5. (i) Inn(A4) = Aut
Â4

(A4).

(ii) Aut
Â4

(A4) � InnA4(S4).

Proof. First, we prove (i) by directly compute all conjugacy classes of A4.

A4 = {(1), (1 2)(3 4), (1 3)(2 4), (1 4)(2 3), (1 2 3), (1 2 4), (1 3 4), (2 3 4), (1 3 2),

(1 4 2), (1 4 3), (2 4 3)}. All conjugacy classes of A4 are

K(1) = {(1)},

K(1 2)(3 4) = {(1 2)(3 4), (1 3)(2 4), (1 4)(2 3)},

K(1 2 3) = {(1 2 3), (1 3 4), (1 4 2), (2 4 3)}, and

K(1 3 2) = {(1 3 2), (1 4 3), (1 2 4), (2 3 4)}.

Claim A4 = 〈(1 2 3), (1 3 4)〉. Since (1 2 3)(1 3 4) = (2 3 4), and (1 3 4)(1 2 3) = (1 2 4),

we obtain that (1 2 3), (1 3 4), (2 3 4), and (1 2 4) ∈ 〈(1 2 3), (1 3 4)〉. Then their inverses
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(1 3 2), (1 4 3), (2 4 3), and (1 4 2) are also in 〈(1 2 3), (1 3 4)〉. Hence 〈(1 2 3), (1 3 4)〉 con-

tains all 3-cycles. Since 3-cycles generate A4, we obtain that A4 = 〈(1 2 3), (1 3 4)〉. Thus

every φ ∈ Aut(A4) is completely determined by φ(1 2 3) and φ(1 3 4). Let φ ∈ Aut
Â4

(A4).

There are at most 4 choices for φ(1 2 3) and at most 3 choices for φ(1 3 4). By Theorem

6.1(iii)

|Aut
Â4

(A4)| ≤ 4 · 3 = 12 =
4!
2

= | Inn(A4)|.

Since Inn(A4) ⊆ Aut
Â4

(A4), Inn(A4) = Aut
Â4

(A4). This proves (i).

For (ii), since Inn(A4) � InnA4(S4) and AutA4(S4) = Inn(A4), we have Aut
Â4

(A4) �

InnA4(S4).

We will use the following propositions to prove Theorem 6.6. Nevertheless, the proofs

of these propositions are routine, and we defer them to the appendix.

Proposition A.3. Let n ≥ 5 and φ ∈ Aut(An) which maps 3-cycles to 3-cycles. If

(x y z) and (a b c) have two common symbols, then φ(x y z) and φ(a b c) have two common

symbols. Furthermore, after rotation the two common symbols of φ(x y z) and φ(a b c) are

in the corresponding positions of the common symbols in (x y z) and (a b c), respectively.

More precisely,

(i) For distinct a, b, c, d ∈ {1, 2, . . . , n}, φ(a b c) and φ(a b d) have two common sym-

bols, and after rotation, we can write

φ(a b c) = (a′ b′ c′) and φ(a b d) = (a′ b′ d′).

where a′, b′, c′, d′ are all distinct.

(ii) For distinct m, n, p, q ∈ {1, 2, . . . , n}, φ(mnp) and φ(mq n) have two common

symbols, and after rotation we can write

φ(mnp) = (m′ n′ p′) and φ(mq n) = (m′ q′ n′)

where m′, n′, p′, q′ are all distinct.
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Proposition A.4. Let n ≥ 5 and φ ∈ Aut(An) which maps 3-cycles to 3-cycles. Then

for every a ∈ {1, 2, . . . , n} there exists a unique a′ ∈ {1, 2, . . . , n}, such that

φ{(amr) |m, r ∈ {1, 2, . . . , n} − {a}, m 6= r}

= {(a′ x y) |x, y ∈ {1, 2, . . . , n} − {a′}, x 6= y}.

Theorem 6.6. Let n ≥ 5, and φ ∈ Aut(An). If φ maps 3-cycles to 3-cycles, then

φ ∈ InnAn(Sn).

Proof. Assume that φ map 3-cycles to 3-cycles. By Proposition A.4, for each a in

{1, 2, . . . , n}, there exists a unique a′ in {1, 2, . . . , n} such that

φ{(amr) |m, r ∈ {1, 2, . . . , n} − {a}, m 6= r}

= {(a′ x y) | x, y ∈ {1, 2, . . . , n} − {a′}, x 6= y}.

Define x : {1, 2, . . . , n} → {1, 2, . . . , n} by x(a) = a′ where a and a′ are as above.

Since φ is 1-1, x is 1-1. Because {1, 2, . . . , n} is a finite set, x is bijective. That is

x ∈ Sn. Claim that φ = φx|An . To show this, let (a b c) be a 3-cycle. We will apply

Proposition A.4 to φ(a b c). Since φ(a b c) ∈ φ{(amr) |m, r ∈ {1, 2, . . . , n} − {a}, m 6=

r} = {(a′ x y) | x, y ∈ {1, 2, . . . , n} − {a′}, x 6= y}, where a′ = x(a), there are x1, y1 ∈

{1, 2, . . . , n} − {a′}, x1 6= y1, such that

φ(a b c) = (a′ x1 y1) = (x(a)x1 y1).

Apply Proposition A.4 again, we have

φ(a b c) = φ(b c a)

∈ {(bm r) |m, r ∈ {1, 2, . . . , n} − {b}, m 6= r}

= {(b′ x y) | x, y ∈ {1, 2, . . . , n} − {b′}, x 6= y}, where , b′ = x(b).
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Then there are x2, y2 ∈ {1, 2, . . . , n} − {b′}, x2 6= y2, and

φ(b c a) = (b′ x2 y2) = (x(b)x2 y2).

Similarly, there are x3, y3 ∈ {1, 2, . . . , n} − {c′}, x3 6= y3, and

φ(c a b) = (c′ x3 y3) = (x(c)x3 y3).

Since φ(a b c) = φ(b c a) = φ(c a b), we have

φ(a b c) = (x(a)x1 y1) = (x(b)x2 y2) = (x(c)x3 y3).

Therefore φ(a b c) contains x(a), x(b) and x(c) as symbols in its cycle notation. Since

x(a), x(b) and x(c) are all distinct, and φ(a b c) is a 3-cycles, we conclude that

φ(a b c) = (x(a)x(b)x(c)) or (x(a)x(c)x(b)). (6.1)

Suppose for a contradiction that

φ(a b c) = (x(a)x(c)x(b)). (6.2)

Choose d ∈ {1, 2, . . . , n} − {a, b, c}. Using the same argument as φ(a b c), we will have

φ(a b d) = (x(a)x(b)x(d)) or (x(a)x(d)x(b)). (6.3)

By Proposition A.3, φ(a b c) and φ(a b d) have two common symbols, and after rotations

we can write φ(a b c) and φ(a b d) so that the common symbols lie in the first and second

position. From (6.2) and (6.3), we can see that the common symbols of φ(a b c) and

φ(a b d) are x(a) and x(b). Now, write

φ(a b c) = (x(b)x(a)x(c))

φ(a b d) = (x(b)x(d)x(a)) or (x(b)x(a)x(d)).
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Therefore

φ(a b d) = (x(b)x(a)x(d)). (6.4)

Apply Proposition A.4 to φ(a d c), we conclude that φ(a d c) contains x(a) as a symbol

in its cycle notation. On the other hand, we obtain that

φ(a d c) = φ((a b c)(a d b))

= φ(a b c)φ(a d b)

= φ(a b c)φ(a b d)−1

= φ(a b c)(φ(a b d))−1

= (x(a)x(c)x(b))(x(a)x(d)x(b))−1 (from (6.2) and (6.4))

= (x(a)x(c)x(b))(x(a)x(b)x(d))

= (x(b)x(d)x(c)).

This contradicts the fact that φ(a d c) contains x(a). This implies φ(a b c) 6= (x(a)x(c)x(b)).

From (6.1), we conclude that φ(a b c) = (x(a)x(b)x(c)). Now

φx(a b c) = x(a b c)x−1 = (x(a)x(b)x(c)) = φ(a b c).

Since (a b c) is arbitrary, φ and φx|An
are equal at every 3-cycle. Since 3-cycles generate

An, we conclude that φ = φx|An , and φ ∈ InnAn(Sn).

Corollary 6.7. Aut
Ân

(An) � InnAn(Sn) for every n ≥ 5.

Proof. It suffices to prove Aut
Ân

(An) ⊆ InnAn(Sn) since InnAn(Sn) ≤ Aut(An) and

Aut
Ân

(An) � Aut(An). Let φ ∈ Aut
Ân

(An). Then φ preserves conjugacy classes of An.

In particular, φ maps 3-cycles to 3-cycles. Apply the previous theorem, we obtain that

φ ∈ InnAn(Sn). This shows Aut
Ân

(An) ⊆ InnAn(Sn).

Corollary 6.8. Inn(An) � Aut
Ân

(An) � InnAn(Sn) ≤ Aut(An) for every n ≥ 4.

Proof. Combine Theorem 6.4, 6.5, and Corollary 6.7.

The next theorem appears in Exercise 2.12 of [13].



43

Theorem 6.9 ([13], p.89). Let G be a group and let H ≤ G have index two. Then the

following hold.

(i) H �G.

(ii) Every conjugacy class of G having nonempty intersection with H becomes a con-

jugacy class of H or splits into two conjugacy classes of H having equal size.

Furthermore, the conjugacy class K of G does not split in H if and only if some

k ∈ K commutes with some g /∈ H.

(iii) Let χ be an irreducible character of G. Then χ|H is irreducible or is the sum of two

inequivalent irreducibles. Furthermore, χ|H is irreducible if and only if χ(g) 6= 0

for some g /∈ H.

Let An denote the alternating subgroup of Sn and consider π ∈ Sn having cycle

type λ = (λ1, λ2, . . . , λl) (see [13], p.2). Then

(iv) π ∈ An if and only if n− l is even.

(v) The conjugacy classes of Sn that split in An are those where all parts of λ are odd

and distinct.

Theorem 6.10. Aut
Ân

(An) ( InnAn(Sn) for every n ≥ 4.

Proof. Let n ≥ 4. We divide into 2 cases.

Case 1 : n is odd. Let α = (1 2 . . . n) be an n-cycle in Sn. Since n is odd, α ∈ An. Also,

the cycle type of α is λ = (n). By Theorem 6.9(v), the conjugacy class of α in

Sn split in An. That is there exists an n-cycle β in An such that α and β are

conjugate in Sn but are not conjugate in An. Therefore there is a σ ∈ Sn − An

such that α = σβσ−1 = φσ(β). Then φσ ∈ InnAn(Sn) − Aut
Ân

(An). Therefore

Aut
Ân

(An) ( InnAn(Sn).

Case 2 : n is even. Let α = (1 2 . . . n − 1) and follow the same method as case 1, we

will obtain σ ∈ Sn − An such that φσ ∈ InnAn(Sn) − Aut
Ân

(An). Therefore

Aut
Ân

(An) ( InnAn(Sn).
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Theorem 6.11. Inn(An) = Aut
Ân

(An) for every n ≥ 4.

Proof. Let n ≥ 5, H = Inn(An), K = Aut
Ân

(An), and G = InnAn(Sn). Then by Corol-

lary 6.8, we have

H � K � G.

By the Third Isomorphism Theorem,
G/H

K/H
∼= G/K. Then |G/K||K/H| = |G/H| =

|G|
|H|

=
n!
n!
2

= 2. Therefore 1 ≤ |G/K| ≤ 2. From Theorem 6.10, K 6= G, so |G/K| 6= 1.

Thus |G/K| = 2. Hence |K/H| = 1. Then |K| = |H|. Since H ⊆ K and K is finite,

H = K. That is Inn(An) = Aut
Ân

(An).

Corollary 6.12. Inn(An) = Aut
Ân

(An) 6= Aut(An) for every n ≥ 4.

Proof. Combine Theorems 6.4, 6.10, and 6.11.

6.2 Aut(An)

In this section, we will give a relation between Aut(An) and InnAn(Sn) which is stronger

than that given in Theorem 6.4. In addition, we find a concrete group to which Aut(An) is

isomorphic. First, we give two lemmas about inequalities which are proved by induction.

Lemma 6.13. ∀k ≥ 3, (3k − 3)! > 6k−1k!.

Proof. We will prove by induction.

For k = 3, we have (3k − 3)! = 6! = 6× 120 > 6× 36 = 63−13! = 6k−1k!.

Assume that k ≥ 3 and (3k − 3)! > 6k−1k!. Then we obtain that

(3(k + 1)− 3)! = (3k)!

= (3k)(3k − 1)(3k − 2)(3k − 3)!

> (3k)(3k − 1)(3k − 2)6k−1k!

> (3k)(3k − 1)(6)6k−1k!

> (k + 1)6kk!

= 6(k+1)−1(k + 1)!.
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Therefore (3k − 3)! > 6k−1k! for every k ≥ 3.

Lemma 6.14. ∀n ≥ 7, ∀k ∈ N, 2 ≤ k ≤ n
3 → (n− 3)! > 6k−1k!(n− 3k)!.

Proof. We will prove this statement by induction on n.

Let n = 7. The only k ∈ N such that 2 ≤ k ≤ 7
3 is k = 2. Then we have (n − 3)! =

24, 6k−1k!(n− 3k)! = 12, and (n− 3)! > 6k−1k!(n− 3k)!. Let n = 8. Similar to the case

n = 7, we will have (n− 3)! > 6k−1k!(n− 3k)!. Next, assume that n ≥ 8 and

∀k ∈ N, 2 ≤ k ≤ n
3 → (n− 3)! > 6k−1k!(n− 3k)!.

Let k ∈ N be such that 2 ≤ k ≤ n+1
3 . We will divide into 2 cases :

case 1 : 6 ≤ 3k ≤ n. Then

(n+ 1− 3)! = (n− 2)!

= (n− 2)(n− 3)!

> (n− 2)6k−1k!(n− 3k)! (by induction hypothesis)

> (n− 3k + 1)6k−1k!(n− 3k)! (n− 2 > n− 3k + 1)

= 6k−1k!(n+ 1− 3k)!

case 2 : 3k = n+ 1. Then 6k−1k!(n+ 1− 3k)! = 6k−1k!, and (n+ 1− 3)! = (3k− 3)!. Since

n ≥ 8, we have k =
n+ 1

3
≥ 3. Thus by Lemma 6.13, we obtain (3k−3)! > 6k−1k!.

That is (n+ 1− 3)! > 6k−1k!(n+ 1− 3k)!.

Corollary 6.15.

∀n ≥ 7, ∀k ∈ N, 2 ≤ k ≤ n

3
→ 2k−1(n− 3)! > 6k−1k!(n− 3k)!.

Lemma 6.16 ([3], p.33). Let p be a prime number. Then an element has order p in

Sn if and only if its cycle decomposition is a product of commuting p-cycles.
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Theorem 6.17. Let n ≥ 4, n 6= 6, and φ ∈ Aut(An). Then φ maps 3-cycles to 3-cycles.

Proof. First, we consider in the case n ∈ {4, 5}. Let σ be a 3-cycle in An. Then |φ(σ)| =

|σ| = 3. Then, by Lemma 6.16, φ(σ) is the product of disjoint 3-cycles. Since n ∈ {4, 5},

there are no pair of disjoint 3-cycles. Hence φ(σ) is a 3-cycle. This shows that φ maps

3-cycles to 3-cycles. Now assume that n ≥ 7. For each k ∈ N with 3k ≤ n, let Ck be the

set of all even permutations in An which are the product of k 3-cycles. That is

Ck =

σ ∈ An
∣∣∣∣∣∣ σ = (a1 a2 a3)(a4 a5 a6) · · · (a3k−2 a3k−1 a3k) and

a1, . . . , a3k ∈ {1, 2, . . . , n} are all distinct

 .

By Theorem 6.9, Ck is a conjugacy class of An for every k. In particular, C1 is the

conjugacy class of 3-cycles. Let σ be a 3-cycle. Then |φ(σ)| = |σ| = 3. By Lemma 6.16,

φ(σ) is a product of disjoint 3-cycles. That is φ(σ) ∈ Ck for some k ∈ N. This implies

that φ(C1) = Ck for some k ∈ N. We claim that φ(C1) = C1. Suppose that there exists

2 ≤ k ≤ n
3 such that φ(C1) = Ck. Since φ is bijective, |C1| = |Ck|. Therefore

2n!
3!(n− 3)!

= 2
(
n

3

)
= |C1| = |Ck|

=
2k

k!

(
n

3

)(
n− 3

3

)
· · ·

(
n− 3(k − 1)

3

)
=

2k

k!
n!

3!(n− 3)!
(n− 3)!

3!(n− 6)!
· · · (n− 3k + 3)!

3!(n− 3k)!

=
2k

k!
n!

(3!)k(n− 3k)!

This implies 2k−1(n − 3)! = 6k−1k!(n − 3k)! which contradicts Corollary 6.15. Hence

φ(C1) = C1. That is φ maps 3-cycles to 3-cycles.

Corollary 6.18. Let n ≥ 4 and n 6= 6. Then

(i) Aut(An) = InnAn(Sn),

(ii) |Aut(An)| = n!,

(iii) |Out(An)| = 2.
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Proof. First assume that n ≥ 5 and n 6= 6. Then we obtain that (i) follows from Theorems

6.4, 6.6 and 6.17. (ii) follows from (i), and Theorem 6.3(ii). (iii) follows from (ii), and

Theorem 6.1(iii).

Next, let n = 4. We will show that Aut(A4) = InnA4(S4).

Recall (see in the proof of Theorem 6.5) that A4 = 〈(1 2 3), (1 3 4)〉 and the conjugacy

class

K(1 2 3) = {(1 2 3), (1 3 4), (1 4 2), (2 4 3)} together with

K(1 3 2) = {(1 3 2), (1 4 3), (1 2 4), (2 3 4)} contains all 3-cycles in A4.

Let φ ∈ Aut(A4). Since A4 = 〈(1 2 3), (1 3 4)〉, φ is completely determined by φ(1 2 3)

and φ(1 3 4). Also, by Theorem 6.17, φ maps 3-cycles to 3-cycles. Therefore φ(1 2 3) ∈

K(1 2 3) ∪K(1 3 2). In addition, by Theorem 3.8,

if φ(1 2 3) ∈ K(1 2 3), then φ(1 3 4) ∈ K(1 2 3) and

if φ(1 2 3) ∈ K(1 3 2), then φ(1 3 4) ∈ K(1 3 2).

Thus there are at most 8 choices for the φ(1 2 3) and after φ(1 2 3) is known, there are

atmost 3 choices for φ(1 3 4). This implies that

|Aut(A4)| ≤ 8 · 3 = 24 = 4! = InnA4(S4).

From Theorem 6.4, InnA4(S4) ≤ Aut(A4), so we obtain that

Aut(A4) = InnA4(S4).

This proves (i). (ii) follows from (i), and Theorem 6.3(ii). (iii) follows from (ii), and

Theorem 6.1(iii).
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Theorem 6.19. (i) InnAn(Sn) ∼= Sn for every n ≥ 3.

(ii) Aut(An) ∼= Sn for every n ≥ 4, n 6= 6.

Proof. Let f : Inn(Sn)→ InnAn(Sn) be defined by f(φx) = φx|An . Let φx, φy ∈ Inn(Sn).

Then

f(φxφy) = f(φxy) = φxy|An = (φxφy)|An = (φx|An)(φy|An) = f(φx)f(φy).

Therefore f is a homomorphism.

f(φx) = f(φy) → φx|An = φy|An

→ x = y

→ φx = φy.

Hence φ is 1-1. Thus f is an isomorphism. Hence InnAn(Sn) ∼= Inn(Sn). Since Inn(Sn) ∼=

Sn, we obtain that InnAn(Sn) ∼= Sn. This proves (i). For n ≥ 4, n 6= 6, we obtain from

(i) and Corollary 6.18(i) that

Aut(An) = InnAn(Sn) ∼= Sn.



CHAPTER VII

Semidirect product Z8 o Z×8

7.1 Definition and notation

Recall from Theorem 4.10 that Aut(Dn) ∼= Zn o Z×
n . It is easy to see that

(r 7→ ri, s 7→ s)(r 7→ r, s 7→ srm)(r 7→ ri, s 7→ s)−1 = (r 7→ r, s 7→ srim).

This shows that the action of Z×
n on Zn in the semidirect product is given by

i ·m = im for i ∈ Z×
n , m ∈ Zn. (7.1)

This action corresponds to an isomorphism φ from Z×
n to Aut(Zn) given by

φ(a)(x) = ax for all a ∈ Z×
n , x ∈ Zn ([3], p.135).

In addition, from this action, we have the formula for the multiplication in Zn o Z×
n

as follows : for all (m, i), (l, j) ∈ Zn o Z×
n

(m, i)(l, j) = (m+ il, ij). (7.2)

In this chapter, we compute Inn(Z8 o Z×
8 ), and Aut

Ẑ8oZ×8
(Z8 o Z×

8 ) and show that they

are not equal. That is there is an automorphism which preserves conjugacy classes of

Z8 o Z×
8 but is not an inner automorphism of Z8 o Z×

8 . First, we give two lemmas which

will be used in the calculation.

Lemma 7.1. Let H = 〈A〉 and K = 〈B〉 be finite groups generated by A ⊆ H, and

B ⊆ K, respectively. Then H oK is geneated by {(a, 1) | a ∈ A} ∪ {(1, b) | b ∈ B}. In
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particular, if K = Z×
n = 〈b1, b2, . . . , bl〉, and H = Zn = 〈1〉, then

H oK = Zn o Z×
n = 〈(1, 1), (0, b1), (0, b2), . . . , (0, bl)〉 .

Proof. Let (h, k) ∈ H o K. Then (h, k) = (h, 1)(1, k). Since H = 〈A〉 and h ∈ H,

there exist a1, a2, . . . , am ∈ A such that h = al11 a
l2
2 . . . a

lm
m , where l1, . . . , lm ∈ {1, −1}.

Similarly, there are b1, . . . , bk ∈ B and n1, . . . , nk ∈ {1, −1} such that k = bn1
1 bn2

2 . . . bnk
k .

Then

(h, k) = (h, 1)(1, k) = (al11 , 1) . . . (almm , 1)(1, bm1
1 )(1, bm2

2 ) . . . (1, bmk
k ).

This shows that H oK is generated by {(a, 1) | a ∈ A} ∪ {(1, b) | b ∈ B}.

Assume that Z×
n = 〈b1, . . . , bl〉. From Lemma 7.1, we have that every endomorphism

φ of ZnoZ×
n is completely determined by φ(1, 1), φ(0, b1) . . . , φ(0, bl). Like the notation

used in Chapter IV, if φ ∈ Hom(Zn o Z×
n ) mapping (1, 1), (0, b1), . . . , and (0, bl) to

(m0, i0), (m1, i1), . . . , and (ml, il), respectively, we will denote φ by the diagram

((1, 1) 7→ (m0, i0), (0, b1) 7→ (m1, i1), . . . , (0, bl) 7→ (ml, il))

Lemma 7.2. Let (m, i) ∈ Zn o Z×
n . Then

(l, j)(m, i)(l, j)−1 = (l + jm− il, i)

for all (l, j) ∈ Zn o Z×
n .

Proof. Let (l, j) ∈ Zn o Z×
n . Then

(l, j)(m, i)(l, j)−1 = (l, j)(m, i)(j−1 · l−1, j−1)

= (l, j)(m, i)(−j−1l, j−1)

= (l, j)(m− ij−1l, ij−1)

= (l + jm− il, i).
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We will use the formula in Lemma 7.2 to calculate Inn(Z8 o Z×
8 ) and conjugacy

classes of Z8 o Z×
8 .

7.2 All conjugacy classes of Z8 o Z×8

From Lemma 7.2, for each (m, i) ∈ Z8 o Z×
8 , we have

K(m, i) = {(l + jm− il, i) | l ∈ Z8, j ∈ Z×
8 }.

We compute directly by this formula all conjugacy classes of Z8 oZ×
8 and the results are

shown as follows.

K(0, 1) = {(0, 1)}

K(0, 3) = {(0, 3), (2, 3), (4, 3), (6, 3)}

K(0, 5) = {(0, 5), (4, 5)}

K(0, 7) = {(0, 7), (2, 7), (4, 7), (6, 7)}

K(1, 1) = {(1, 1), (3, 1), (5, 1), (7, 1)}

K(1, 3) = {(1, 3), (3, 3), (5, 3), (7, 3)}

K(1, 5) = {(1, 5), (3, 5), (5, 5), (7, 5)}

K(1, 7) = {(1, 7), (3, 7), (5, 7), (7, 7)}

K(2, 1) = {(2, 1), (6, 1)}

K(2, 5) = {(2, 5), (6, 5)}

K(4, 1) = {(4, 1)}
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7.3 Inn(Z8 o Z×8 )

Since Z8 = 〈1〉 and Z×
8 = 〈3, 5〉, by Lemma 7.1, we obtain that

Z8 o Z×
8 = 〈(1, 1), (0, 3), (0, 5)〉

and every φ ∈ Hom(Z8 o Z×
8 ) is completely determined by φ(1, 1), φ(0, 3), and φ(0, 5).

As mentioned before, we use the same notation as in Chapter IV. Thus we denote φ by

the diamgram

((1, 1) 7→ (m1, i1), (0, 3) 7→ (m2, i2), (0, 5) 7→ (m3, i3))

when φ ∈ Hom(Z8 o Z×
8 ) mapping (1, 1), (0, 3), and (0, 5) to (m1, i1), (m2, i2), and

(m3, i3), respectively. Let (m, i) ∈ Z8 o Z×
8 . The values of φ(m, i) at (1, 1), (0, 3), and

(0, 5) are shown below.

(1, 1) → (m, i)(1, 1)(m, i)−1 = (m+ i−m, 1) = (i, 1)

(0, 3) → (m, i)(0, 3)(m, i)−1 = (m+ 0− 3m, 3) = (−2m, 3) (7.3)

(0, 5) → (m, i)(0, 5)(m, i)−1 = (m+ 0− 5m, 5) = (−4m, 5)

Therefore

Inn(Z8oZ×
8 ) = {((1, 1) 7→ (i, 1), (0, 3) 7→ (−2m, 3), (0, 5) 7→ (−4m, 5)) | m ∈ Z8, i ∈ Z×

8 }.

It is easy to see that {(−2m, −4m) | m ∈ Z8} = {(0, 0), (6, 4), (4, 0), (2, 4)}. Hence

Inn(Z8 o Z×
8 ) = {((1, 1) 7→ (i, 1), (0, 3) 7→ (0, 3), (0, 5) 7→ (0, 5)) | i ∈ {1, 3, 5, 7}}

∪ {((1, 1) 7→ (i, 1), (0, 3) 7→ (6, 3), (0, 5) 7→ (4, 5)) | i ∈ {1, 3, 5, 7}}

∪ {((1, 1) 7→ (i, 1), (0, 3) 7→ (4, 3), (0, 5) 7→ (0, 5)) | i ∈ {1, 3, 5, 7}}

∪ {((1, 1) 7→ (i, 1), (0, 3) 7→ (2, 3), (0, 5) 7→ (4, 5)) | i ∈ {1, 3, 5, 7}}

and | Inn(Z8 o Z×
8 )| = 16.
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7.4 Aut
Ẑ8oZ×8

(Z8 o Z×8 )

In this section, we calculate the set of all automorphisms preserving conjugacy classes of

Z8 o Z×
8 . To do this, we first find a presentation of Z8 o Z×

8 .

Proposition 7.3 ([7], p.71). Let R be a set of relations between elements of a set X.

Let G be a group and ϕ : X → G be a mapping such that every relation u = v in R holds

in G (via ϕ). There is a unique homomorphism ψ : 〈X; R〉 → G such that ψ(x) = ϕ(x)

for every x ∈ X. If G is generated by ϕ(X), then ψ is surjective.

Theorem 7.4. Z8 o Z×
8
∼=

〈
a, b, c | a8 = b2 = c2 = 1, bab = a3, cac = a5, bc = cb

〉
.

Proof. Let H =
〈
a, b, c | a8 = b2 = c2 = 1, bab = a3, cac = a5, bc = cb

〉
. Since a, b, and

c have finite orders, every element of G is a finite product of a, b, and c. Since b2 =

c2 = 1, we have b = b−1 and c = c−1. From bab = a3, and cac = a5, we obtain that

ba = a3b−1 = a3b, and ca = a5c−1 = a5c. This implies that the product of a, b, and

c can be written so that all of a appear before b and c. In addition, since bc = cb, the

products of a, b, and c can be written in the form akbicj . Since a8 = b2 = c2 = 1, we

can assume that 0 ≤ k ≤ 7, 0 ≤ i ≤ 1, 0 ≤ j ≤ 1. Hence H has atmost 32 elements,

1, a, a2, . . . , a7, b, ab, . . . , a7b, c, ac, a2c, . . . , a7c, bc, abc, . . . , a7bc.

Next, let x = (1, 1), y = (0, 3), z = (0, 5) ∈ Z8 o Z×
8 . Let ϕ : {a, b, c} → Z8 o Z×

8

be defined by a 7→ x, b 7→ y, c 7→ z. It is easy to see that x, y, and z satisfy the relation

in the presentation of H when a, b, and c are replaced by x, y, and z, respectively. In

addition, we know that x, y, and z generate Z8 o Z×
8 . Therefore, by Proposition 7.3,

there exists an epimorphism ψ : H → Z8 o Z×
8 mapping a to x, b to y, and c to z. Thus

|H| ≤ 32 = |Z8||Z×
8 | = |Z8 o Z×

8 | ≤ |H|.

Hence |H| = 32 and φ is an isomorphism.

Corollary 7.5. Let a = (1, 1), b = (0, 3), c = (0, 5) ∈ Z8 o Z×
8 . Then

Z8 o Z×
8 =

〈
a, b, c | a8 = b2 = c2 = 1, bab = a3, cac = a5, bc = cb

〉
.
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Lemma 7.6. The map (1, 1) → (1, 1), (0, 3) → (2, 3), (0, 5) → (0, 5) extends to a

unique automorphism of Z8 o Z×
8 .

Proof. We use the presentation of Z8 o Z×
8 in the previous Corollary. It can be checked

directly that (1, 1), (2, 3), and (0, 5) satisfy the relation in the presentation. Then, by

Proposition 7.3, the map extends to a unique homomorphism φ : Z8 o Z×
8 → Z8 o Z×

8 .

Since (1, 1)6(2, 3) = (6, 1)(2, 3) = (0, 3), we obtain that (0, 3) ∈ 〈(1, 1), (2, 3), (0, 5)〉

and that 〈(1, 1), (2, 3), (0, 5)〉 = Z8 oZ×
8 . Therefore φ is onto and thus an isomorphism.

Theorem 7.7. Let G = Z8 o Z×
8 . Then

(i) Aut
Ĝ
(G) = {((1, 1) 7→ (i, 1), (0, 3) 7→ (m, 3), (0, 5) 7→ (l, 5)) | i ∈ {1, 3, 5, 7},

m ∈ {0, 2, 4, 6}, l ∈ {0, 4}}.

(ii) |Aut
Ĝ
(G)| = 32.

(iii) Aut
Ĝ
(G) 6= Inn(G).

Proof. LetH = {((1, 1) 7→ (i, 1), (0, 3) 7→ (m, 3), (0, 5) 7→ (l, 5)) | i ∈ {1, 3, 5, 7}, m ∈

{0, 2, 4, 6}, l ∈ {0, 4}}. First we show that Aut
Ĝ
(G) ⊆ H. Let φ ∈ Aut

Ĝ
(G). Then φ

preserves conjugacy classes of G. From the calculation in Section 7.2, we have

φ(1, 1) ∈ K(1, 1) = {(1, 1), (3, 1), (5, 1), (7, 1)},

φ(0, 3) ∈ K(0, 3) = {(0, 3), (2, 3), (4, 3), (6, 3)},

φ(0, 5) ∈ K(0, 5) = {(0, 5), (4, 5)}.

This shows that φ ∈ H, and Aut
Ĝ
(G) ⊆ H. It is easy to see that |H| = 32. There-

fore |Aut
Ĝ
(G)| ≤ 32. Since Inn(G) � Aut

Ĝ
(G) and | Inn(G)| = 16, we have 16 divide

|Aut
Ĝ
(G)|. Then the possible order of Aut

Ĝ
(G) is 16 or 32. To show that Aut

Ĝ
(G) = H,

it suffices to find an automorphism of G preserving conjugacy class of G but not inner.

Let φ be an automorphism given in Lemma 7.6. From the calculation of Inn(G) in Sec-

tion 7.3, we can see that φ is not inner. Next, we show that φ preserves conjugacy classes
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of G. Let m ∈ {0, 1, . . . , 7}. Then

φ(m, 1) = φ(1, 1)m = (1, 1)m = (m, 1),

φ(m, 3) = φ((m, 1)(0, 3)) = (m, 1)(2, 3) = (m+ 2, 3)

φ(m, 5) = φ((m, 1)(0, 5)) = (m, 1)(0, 5) = (m, 5)

φ(m, 7) = φ((m, 1)(0, 7)) = φ((m, 1)(0, 3)(0, 5))

= (m, 1)(2, 3)(0, 5) = (m, 1)(2, 7) = (m+ 2, 7)

(m+ 2, 3) = (3, 1)(m, 3)(3, 1)−1

(m+ 2, 7) = (1, 1)(m, 7)(1, 1)−1.

This implies that φ preserves conjugacy classes of G. Hence |Aut
Ĝ
(G)| > 16. Thus

|Aut
Ĝ
(G)| = 32. This prove (ii) and (iii). Since Aut

Ĝ
(G) ⊆ H and |H| = 32, we obtain

that Aut
Ĝ
(G) = H, which is (i).

Next, we find groups to which Inn(Z8 oZ×
8 ) and Aut

Ẑ8oZ×8
(Z8 oZ×

8 ) are isomorphic.

Theorem 7.8. Inn(Z8 o Z×
8 ) ∼= Z4 o Z×

8 .

Proof. We will apply Theorem 4.9, to prove this theorem. Recall that

Inn(Z8 o Z×
8 ) = {φ(m, i) | (m, i) ∈ Z8 o Z×

8 }.

Let H =
〈
φ(1,1)

〉
, and K =

〈
φ(0,3), φ(0,5)

〉
. Since (φ(1,1))l = φ(1,1)l = φ(l,1), we obtain

that H = {φ(l,1) | l ∈ Z8}. Also, we can see that φ(4,1) fixes (1, 1), (0, 3), and (0, 5), and

thus it is the identity map. Then

|φ(1,1)| = 4 and H =
〈
φ(1,1)

〉 ∼= Z4. (7.4)

Next, consider the group K. Since φ(0,3)φ(0,5) = φ(0,5)φ(0,3) = φ(0,7) and |φ(0,3)| =

|φ(0,5)| = 2, we obtain that

K = {(φ(0,3))
l(φ(0,5))

k | l, k ∈ {1, 2}}

= {φ(0,3), φ(0,5), φ(0,7), id}.
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It is the fact that a group of order 4 which is not cyclic is isomorphic to Z2 × Z2. From

this, we can see that

K ∼= Z2 × Z2
∼= Z×

8 . (7.5)

Next, we will show that H � Inn(Z8 o Z×
8 ). Let φ(m,i) ∈ Inn(Z8 o Z×

8 ). Then

φ(m,i)φ(l,1)(φ(m,i))
−1 = φ(m,i)(l,1)(m,i)−1

= φ(m+il−m,1)

= φ(il,1) ∈ H, for all l ∈ Z8.

Hence

H � Inn(Z8 o Z×
8 ). (7.6)

From (7.4), and (7.5), we know that

H = {φ(1,1), φ(2,1), φ(3,1), φ(4,1)}

K = {φ(0,3), φ(0,5), φ(0,7), id}.

We can see that any nonidentity map in H maps (1, 1) to (1, 1), while any nonidentity

map in K maps (1, 1) to (3, 1), (5, 1) or (7, 1). Hence

H ∩K = {id}. (7.7)

Also,

|HK| = |H||K|
|H ∩K|

=
4× 4

1
= 16 = | Inn(Z8 o Z×

8 )|.

Therefore

Inn(Z8 o Z×
8 ) = HK. (7.8)

From (7.4) to (7.8), we obtain that Inn(Z8 o Z×
8 ) ∼= Z4 o Z×

8 .

Next, we will show that Aut
Ẑ8oZ×8

(Z8 o Z×
8 ) ∼= (Z4×Z2) o Z×

8 . To show this, we will

apply the next theorem in the proof.
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Theorem 7.9 ([3]). Suppose G is a group such that

(1) H �G and K �G

(2) H ∩K = 1.

Then HK ∼= H ×K.

Theorem 7.10. Aut
Ẑ8oZ×8

(Z8 o Z×
8 ) ∼= (Z2 × Z4) o Z×

8 .

Proof. Let G = Z8 o Z×
8 , K =

〈
φ(0,3), φ(0,5)

〉
, and H =

〈
φ(1,1), φ

〉
where φ ∈ Aut

Ĝ
(G)

be defined by φ(1, 1) = (1, 1), φ(0, 3) = (4, 3), φ(0, 5) = (0, 5) (see Theorem 7.7(i)).

Consider the following diagram of mapping

φ(1,1)φ (1, 1)
φ−→ (1, 1)

φ(1,1)−−−→ (1, 1)

(0, 3)
φ−→ (4, 3) = (1, 1)4(0, 3)

φ(1,1)−−−→ (1, 1)4(6, 3) = (10, 3) = (2, 3)

(0, 5)
φ−→ (0, 5)

φ(1,1)−−−→ (4, 5)

φφ(1,1) (1, 1)
φ(1,1)−−−→ (1, 1)

φ−→ (1, 1)

(0, 3)
φ(1,1)−−−→ (6, 3) = (1, 1)6(0, 3)

φ−→ (1, 1)6(4, 3) = (10, 3) = (2, 3)

(0, 5)
φ(1,1)−−−→ (4, 5) = (1, 1)4(0, 5)

φ−→ (1, 1)4(0, 5) = (4, 5).

Hence φφ(1,1) = φ(1,1)φ. Also, |φ| = 2 and |φ(1,1)| = 4. Then

H = {(φ(1,1))
lφk | l ∈ {1, 2, 3, 4}, k ∈ {1, 2}}.

Let H1 =
〈
φ(1,1)

〉
, and H2 = 〈φ〉. Then H1

∼= Z4, and H2
∼= Z2, and H1 ∩ H2 = {id}.

Therefore

|H1H2| =
|H1||H2|
|H1 ∩H2|

=
4× 2

1
= 8 ≥ |H| ≥ |H1H2|.

Hence H = H1H2. Since φ(1,1) and φ commute, we obtain that H1 �H, and H2 �H. By

Theorem 7.9, we obtain that

H = H1H2
∼= H1 ×H2

∼= Z4 × Z2. (7.9)
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From the proof of Theorem 7.8, we know that

K ∼= Z×
8 , (7.10)

and {φ(1,1), φ(2,1), φ(3,1), φ(4,1)}∩K = {id}. Since φ(1,1)φ, φ(2,1)φ, φ(3,1)φ and φ(4,1)φ are

all outer automorphism, we can see that

H ∩K = {φ(a,1)φ
k | k ∈ {1, 2}, a ∈ {1, 2, 3, 4}} ∩K = {id}. (7.11)

Therefore |KH| = |HK| = |H||K| = 8× 4 = 32 = |G|, and thus

G = HK = KH. (7.12)

Next, we will show that H �G. Let g ∈ G. Then there exist k ∈ K and h ∈ H such that

g = kh. Let h0 ∈ H. Then gh0g
−1 = khh0h

−1k−1 = kh0k
−1 (since H is abelian). From

this, we can see that

H �G↔ ∀k ∈ K ∀h ∈ H, khk−1 ∈ H.

Let a ∈ {1, 3, 5, 7} and b ∈ {1, , 2, 3, 4},

φ(0,a)φ(b,1)(φ(0,a))
−1 = φ(0,a)φ(b,1)φ(0,a)

= φ(0,a)(b,1)(0,a)

= φ(ab,a2)

= φ(ab,1) ∈ H.

Next, we will show that φ(0,a)φφ(b,1)(φ(0,a))−1 ∈ H. Consider the following diagram of

mapping
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φ(0,a)φ (1, 1)
φ−→ (1, 1)

φ(0,a)−−−→ (a, 1)

(0, 3)
φ−→ (4, 3) = (1, 1)4(0, 3)

φ(0,a)−−−→ (a, 1)4(0, 3)

= (4a, 1)(0, 3) = (4a, 3) = (4, 3)

(0, 5)
φ−→ (0, 5)

φ(0,a)−−−→ (0, 5)

φφ(0,a) (1, 1)
φ(0,a)−−−→ (a, 1) = (1, 1)a

φ−→ (1, 1)a = (a, 1)

(0, 3)
φ(0,a)−−−→ (0, 3)

φ−→ (4, 3)

(0, 5)
φ(0,a)−−−→ (0, 5)

φ−→ (0, 5).

We can see that φφ(0,a) = φ(0,a)φ. Therefore

φ(0,a)φ→ φ(b,1)φ(0,a)−1 = φ(φ(0,a)φ(b,1)(φ(0,a))
−1)

∈ φH = H.

Thus

H �G. (7.13)

From (7.9) to (7.13), we obtain that G ∼= H oK. That is

Aut
Ẑ8oZ×8

(Z8 o Z×
8 ) ∼= (Z2 × Z4) o Z×

8 .
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Appendix I

Automorphism of An which maps 3-cycles to 3-cycles

Since we will use the argument about the order of elements, we first give the following

Lemma here.

Lemma A.1. Let (a b c) and (x y z) be distinct 3-cycles in Sn.

(i) If (a b c) and (x y z) have no common symbol, then |(a b c)(x y z)| = 3.

(ii) If (a b c) and (x y z) have one common symbol, then |(a b c)(x y z)| = 5.

(iii) If (a b c) and (x y z) have two common symbols, then |(a b c)(x y z)| = 2 or 3.

More precisely, |(a b c)(a b d)| = 2, and |(a b c)(a d b)| = |(a c b)(a b d)| = 3

(iv) If (a b c) and (x y z) have 3 common symbol, then (a b c) is the inverse of (x y z),

so |(a b c)(x y z)| = |(1)| = 1.

Proof. The proof is straightforward. It is just a direct calculation.

Lemma A.2. Let n ≥ 5 and φ ∈ Aut(An) which maps 3-cycles to 3-cycles. If 3-cycles

(x y z) and (a b c) have one common symbol, then φ(x y z) and φ(a b c) have one common

symbol.

More precisely, for distinct a, b1, b2, c1, c2 ∈ {1, 2, . . . , n}, there exists a unique a′ ∈

{1, 2, . . . , n} such that φ(a b1 b2) = (a′ d1 d2) and φ(a c1 c2) = (a′ e1 e2) where a′, d1, d2, e1, e2

are all distinct.

Proof. Let a, b1, b2, c1, c2 ∈ {1, 2, . . . , n} be all distinct. Assume that

φ(a b1 b2) = (x y z) and

φ(a c1 c2) = (mpq).
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Then

|(x y z) (mpq)| = |φ(a b1 b2)φ(a c1 c2)|

= |φ((a b1 b2) (a c1 c2))|

= |(a b1 b2) (a c1 c2)|

= 5.

Therefore, by Lemma A.1, (x y z), (mpq) have one common symbol. After rotation

and renaming, we may assume that x = m = a′, for some a′ ∈ {1, 2, . . . , n}, and

φ(a b1 b2) = (a′ y z), and φ(a c1 c2) = (a′ p q). The uniqueness of a′ is obvious.

Proposition A.3. Let n ≥ 5 and φ ∈ Aut(An) which maps 3-cycles to 3-cycles. If

(x y z) and (a b c) have two common symbols, then φ(x y z) and φ(a b c) have two common

symbols. Furthermore, after rotation the two common symbols of φ(x y z) and φ(a b c) are

in the corresponding positions of the common symbols in (x y z) and (a b c), respectively.

More precisely,

(i) For distinct a, b, c, d ∈ {1, 2, . . . , n}, φ(a b c) and φ(a b d) have two common sym-

bols, and after rotation, we can write

φ(a b c) = (a′ b′ c′) and φ(a b d) = (a′ b′ d′).

where a′, b′, c′, d′ are all distinct.

(ii) For distinct m, n, p, q ∈ {1, 2, . . . , n}, φ(mnp) and φ(mq n) have two common

symbols, and after rotation we can write

φ(mnp) = (m′ n′ p′) and φ(mq n) = (m′ q′ n′)

where m′, n′, p′, q′ are all distinct.

Note If (a b c) and (x y z) are 3-cycles in An which have two common symbols, then

there are 2 cases to be considered :
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Case (1) We can rotate the 3-cycles (a b c) and (x y z) so that their common symbols lie in

the same position, for instance

(a b c) = (1 3 2) , (x y z) = (2 1 5).

Then (a b c) = (2 1 3), (x y z) = (2 1 5), the symbols 1 and 2 in (a b c) and (x y z)

are in the same position.

Case (2) We cannot rotate the 3-cycles (a b c) and (x y z) so that their common symbols lie

in the same position. For instance

(a b c) = (1 3 2) and (x y z) = (5 1 2).

Then
(a b c) = (1 3 2) = (3 2 1) = (2 1 3),

(x y z) = (5 1 2) = (1 2 5) = (2 5 1).

We can see that if 1 in (a b c) and (x y z) lies in the same position, then 2 in them

lies in the different position.

Proof. First, we will prove (i). Let a, b, c, d ∈ {1, 2, . . . , n} be all distinct. Let consider

the order of the product of 3-cycles φ(a b c) and φ(a b d)

|φ(a b c)φ(a b d)| = |φ((a b c)(a b d))|

= |(a b c)(a b d)| = 2.

By Lemma A.1, we have φ(a b c) and φ(a b d) have two common symbols and after ro-

tation, the common symbols lie in the first and second position of φ(a b c) and φ(a b d).

Let a′, b′ be the common symbols which lie in the first and second position, respectively.

Then we can write

φ(a b c) = (a′ b′ c′) and φ(a b d) = (a′ b′ d′)

where a′, b′, c′ and d′ are all distinct. Next, we will prove (ii). Letm, n, p, q ∈ {1, 2, . . . , n}
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be all distinct. Let φ(mnp) = (a b c) and φ(mq n) = (x y z). Suppose that (a b c) and

(x y z) have no common symbol. Then

φ(mq p) = φ((mnp)(mq n))

= φ(mnp)φ(mq n)

= (a b c)(x y z), which contradicts φ maps 3-cycles to 3-cycles.

Therefore (a b c) and (x y z) have at least one common symbol. Now using the same

argument about the order as in (i) we will have a proof of (ii).

Proposition A.4. Let n ≥ 5 and φ ∈ Aut(An) which maps 3-cycles to 3-cycles. Then

for each a ∈ {1, 2, . . . , n} there exists a unique such that a′ ∈ {1, 2, . . . , n},

φ{(amr) |m, r ∈ {1, 2, . . . , n} − {a}, m 6= r}

= {(a′ x y) |x, y ∈ {1, 2, . . . , n} − {a′}, x 6= y}.

Proof. Let a ∈ {1, 2, . . . , n}. Choose m1, r1, m2, r2 ∈ {1, 2, . . . , n} − {a} which are all

distinct. This can be done, since n ≥ 5. From Lemma A.2, there exists a′ ∈ {1, 2, . . . , n}

such that

φ(am1 r1) = (a′m3 r3), φ(am2 r2) = (a′m4 r4)

where a′, m3, r3, m4, r4 are all distinct.

Suppose for a contradiction that there exists a 3-cycle (amr) such that

φ(amr) does not contain a′ as a symbol in its cycle rotation . (A.1)

Consider (amr) and (am1 r1). The number of common symbols in (amr) and (am1 r1)

is 1 or 2. Similarly for (amr) and (am2 r2). From Lemma A.2 and Proposition A.3,

φ(amr) and φ(am1 r1) have at least one common symbol. Also, φ(amr) and φ(am2 r2)

have at least one common symbol.

We denote by [φ(amr), φ(ami ri)] the number of common symbols of φ(amr) and

φ(ami ri) for i = 1, 2.
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There are 4 cases to be considered :

Case 1 : [φ(amr), φ(ami ri)] = 1 for i ∈ {1, 2}

Case 2 : [φ(amr), φ(ami ri)] = 2 for i ∈ {1, 2}

Case 3 : [φ(amr), φ(am1 r1)] = 1 and [φ(amr), φ(am2 r2)] = 2

Case 4 : [φ(amr), φ(am1 r1)] = 2 and [φ(amr), φ(am2 r2)] = 1

We will show that all cases do not occur.

Case 1 : Let φ(amr) = (x y z) where x, y, z are all distinct. For i ∈ {1, 2}, φ(amr) and

φ(ami ri) have one common symbol, so we have (amr) and (ami ri) have one

common symbol, that is a. Therefore a, m1, r1, m2, r2, m, r are all distinct. Then

7 = |(am2 r2m1 r1mr)| = |φ(am2 r2m1 r1mr)|

= |φ((amr)(am1 r1)(am2 r2))|

= |φ(amr)φ(am1 r1)φ(am2 r2)|

= |(x y z)(a′m3 r3)(a′m4 r4)|

= |(x y z)(a′m4 r4m3 r3)| (A.2)

Since φ(amr) and φ(am1 r1) have one common symbol, and φ(amr) does not

contain a′, we have φ(amr) contains either m3 or r3. Similarly, φ(amr) contains

m4 or r4.

Hence there are 4 cases to be considered :

case 1.1 : φ(amr) contains m3 and m4.

case 1.2 : φ(amr) contains r3 and m4.

case 1.3 : φ(amr) contains r3 and r4.

case 1.4 : φ(amr) contains m3 and r4.

All cases will contradict Equation A.2. In fact, in the first three cases, we obtain

that |(x y z)(a′m4 r4m3 r3)| = 4 or 3, and in the last case, we have

|(x y z)(a′m4 r4m3 r3)| = 5 or 4.
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Therefore case 1 does not occur.

Case 2 : Since φ(amr) does not contain a′, φ(amr) contains m3, r3, m4 and r4. This

cannot happen because φ(amr) is a 3-cycle and m3, r3, m4, r4 are all distinct.

Case 3 : We have φ(amr) containsm4 and r4 and contains eitherm3 or r3. Then φ(amr) =

(m4 r4m3), (m4m3 r4), (m4 r4 r3) or (m4 r3 r4).

Case 3.1 : φ(amr) = (m4 r4m3). Then

φ−1(m4 r4m3) = (amr), (A.3)

φ−1(a′m3 r3) = (am1 r1), (A.4)

φ−1(a′m4 r4) = (am2 r2). (A.5)

Note that φ−1 ∈ Aut(An) which maps 3-cycles to 3-cycles, so we can apply

Lemma A.2 and Proposition A.3 for φ−1. Consider (A.3) and (A.4). Since

(amr) = φ−1(m4 r4m3), (am1 r1) = φ−1(a′m3 r3), and (m4 r4m3) and

(a′m3 r3) have one common symbol, we conclude that (amr) and (am1 r1)

have one common symbol. We see that the symbol a is the common symbol of

(amr) and (am1 r1). Therefore a, m, r, m1, r1 are all distinct. From (A.3)

and (A.5)

(amr) = φ−1(m4 r4m3)

(am2 r2) = φ−1(a′m4 r4) = φ−1(m4 r4 a
′).

Apply Proposition A.3, we have (m = m2 and r 6= r2) or

(r = r2 and m 6= m2)
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5 = |(a′ r4m4m3 r3)| (A.6)

= |(m4 r4m3)(a′m3 r3)(a′m4 r4)| (A.7)

= |φ(amr)φ(am1 r1 )φ(am2 r2)|

= |φ((amr)(am1 r1)(am2 r2))|

=


|φ(amr)(am1 r1)(amr2)| if m = m2 and r 6= r2

|φ(amr)(am1 r1)(am2 r)| if r = r2 and m 6= m2

=


|φ(a r)(m1 r1mr2)| if m = m2 and r 6= r2

|φ(am2)(m1 r1mr)| if r = r2 and m 6= m2

= 4, a contradiction.

Case 3.2 : φ(amr) = (m4m3 r4).

We use the same process as in case 3.1. Apply Lemma A.2, we have a, m, r, m1, r1

are all distinct. Apply Proposition A.3, we have

(m = r2 and r 6= m2) or (r = m2 and m 6= r2). Then we have

(a′m4 r3) = (a′m3 r3)(a′m4 r4)(m4m3 r4) (A.8)

= φ(am1 r1)φ(am2 r2)φ(amr)

= φ((am1 r1)(am2 r2)(amr))

=


φ((am1 r1)(am2m)(amr)) if m = r2, r 6= m2

φ((am1 r1)(a r r2)(amr)) if r = m2, m 6= r2

=


φ((am1 r1)(m2mr)) if m = r2, r 6= m2

φ(amr2m1 r1) if r = m2, m 6= r2

Then φ−1(a′m4 r3) is a 5-cycle or product of two 3-cycles. This contradicts

the fact that φ−1 maps 3-cycles to 3-cycles.
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Case 3.3 : φ(amr) = (m4 r4 r3).

Use the same process as case 3.1. The proof is different from case 3.1 at

equation (A.6) and (A.7). Just replace (a′ r4m4m3 r3) by (a′ r4m3m4 r3) in

(A.6) and (m4 r4m3) by (m4 r4 r3) in (A.7) we will have the proof of case

3.3.

Case 3.4 : φ(amr) = (m4 r3 r4).

Using the same process as case 3.2. The proof is different from case 3.2 at

equation (A.8). Just replace (a′m4 r3) by (a′m4)(m3 r3), and (m4m3 r4) by

(m4 r3 r4) in (A.8), then taking the order of the elements we have a contra-

diction.

Case 4 : This can be proved similarly to case 3.

All cases lead to a contradiction. This result from supposition (A.1). Hence

φ{(amr) |m, r ∈ {1, 2, . . . , n} − {a},m 6= r}

⊆ {(a′ x y) |x, y ∈ {1, 2, . . . , n} − {a′}, x 6= y}.

Since φ is 1-1, φ{(amr) |m, r ∈ {1, 2, . . . , n}−{a},m 6= r} = {(a′ x y) |x, y ∈ {1, 2, . . . , n}−

{a′}, x 6= y}. The uniqueness of a′ is obvious. Therefore, Proposition A.4 is proved.
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