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ABST RACT (THAI) 
 อริสรำ พรวฒันวิชยั : แบบจ ำลองกำรท ำนำยอตัรำแลกเปลี่ยนเงินตรำสำกลแบบล ำดบัขั้นโดยใชข้อ้มูล

ปัจจยัพ้ืนฐำนและตวัช้ีวดัทำงเทคนิคบนกำรเขำ้รหสัแบบสองทิศทำงโดยอำศยัตวัแปลง. ( CASCADING 

MODEL FOR FOREX MARKET FORECASTING USING 

FUNDAMENTAL AND TECHNICAL INDICATOR DATA BASED ON 

BERT) อ.ท่ีปรึกษำหลกั : ศรันญำ มณีโรจน์, อ.ท่ีปรึกษำร่วม : สมใจ บุญศิริ 
  

ตลำดแลกเปลี่ยนเงินตรำต่ำงประเทศ (Forex) เป็นตลำดทำงกำรเงินท่ีใหญ่และมีสภำพคล่องสูงท่ีสุดในโลก 

เป็นสถำนท่ีก ำหนดอัตรำแลกเปลี่ยนระหว่ำงประเทศ เน่ืองจำกอัตรำแลกเปลี่ยนเงินตรำต่ำงประเทศมีบทบำทส ำคัญใน
เทคโนโลยีดำ้นกำรเงินและธุรกิจ จึงท ำให้นักวิจยัหลำยท่ำนมีควำมสนใจในดำ้นกำรท ำนำยอตัรำแลกเปลี่ยน โดยลกัษณะขอ้มูล
ของ Forex นั้น มีควำมผนัผวนสูง มีคุณสมบติัไม่เป็นเส้นตรง และบำงคร้ังก็เกิดขึ้นในรูปแบบกำรเดินสุ่ม (random 

walk) ท ำให้ยำกต่อกำรท ำนำย มีงำนวิจยัท่ีเก่ียวขอ้งหลำยงำน พยำยำมสร้ำงกำรท ำนำย Forex โดยกำรรวมขอ้มูลด้ำน
ปัจจยัพ้ืนฐำน (FD) และ ขอ้มูลจำกตวัช้ีวดัทำงเทคนิค (TI) โดยขอ้มูลจำกตวัช้ีวดัทำงเทคนิคนั้น เป็นสัญญำณท่ีสะทอ้นถึง
รูปแบบของรำคำ ในขณะท่ีขอ้มูลดำ้นปัจจยัพ้ืนฐำนจะเป็นขอ้มูลท่ีเป็นตวัช้ีวดัสภำพทำงเศรษฐกิจของประเทศนั้นๆ อย่ำงไรก็
ตำม เมื่อขอ้มูลสองประเภทน้ีถูกน ำไปใชง้ำนจริงกลบัมีขอ้จ ำกดัส ำคญัถึง 2 ประกำร ขอ้จ ำกดัแรกคือปัญหำดำ้นโมเดล เมื่อใช้
แบบจ ำลองโครงข่ำยประสำทเทียมแบบล ำดบัในกำรพยำกรณ์ ท ำให้เกิดปัญหำกำรสูญหำยของค่ำ gradient (Gradient 

vanishing problem) และกำรสูญหำยของข้อมูล (information loss) ข้อจ ำกัดท่ีสองคือด้ำนกำรใช้ข้อมูล
ปัจจยัพ้ืนฐำน  แมจ้ะมีผลกระทบต่ออตัรำแลกเปลี่ยนเป็นอย่ำงมำก แต่ขอ้มูลจะถูกอปัเดตรำยไตรมำส หรือรำยเดือน ซ่ึงควำมถี่
ในกำรอปัเดตไม่เท่ำกับกำรเปลี่ยนแปลงของอตัรำแลกเปลี่ยนสกุลเงิน  ขอ้จ ำกัดน้ีมีช่ือว่ำ ขอ้จ ำกัดกำรปล่อยของขอ้มูลด้ำน
ปัจจยัพ้ืนฐำน ย่ิงไปกว่ำนั้น โดยปกติในกำรพยำกรณ์อตัรำแลกเปลี่ยนท่ีอำศยัขอ้มูลดำ้นปัจจยัพ้ืนฐำน และ ขอ้มูลจำกตวัช้ีวดัทำง
เทคนิค มกัถูกน ำมำรวมเพื่อสร้ำงกำรท ำนำย โดยให้ควำมส ำคญัเท่ำกนั ซ่ึงน ำมำสู่กำรพยำกรณ์ท่ีไม่แม่นย  ำ เน่ืองจำกควำมถี่ของ
ขอ้มูลทั้งสองนั้นไม่เท่ำกัน ในงำนวิจยัน้ี (BERTFOREX) ผูวิ้จยัน ำเสนอโมเดลกำรรวมแบบน ้ ำตก (cascading 

model) ส ำหรับกำรพยำกรณ์รำคำอตัรำแลกเปลี่ยนโดยอำศยั ขอ้มูลดำ้นปัจจยัพ้ืนฐำน และ ขอ้มูลจำกตวัช้ีวดัทำงเทคนิค บน
กำรขำ้รหัสแบบสองทิศทำงโดยอำศยัตวัแปลง (BERT) โดยกำรท ำงำนในแบบจ ำลองมีขั้นตอนดงัต่อไปน้ี 1) ขอ้มูลดำ้น
ปัจจยัพ้ืนฐำนจะถูกน ำไปสกดัหำลกัษณะแฝงของขอ้มูล โดยอำศยักำรขำ้รหัสแบบสองทิศทำงโดยอำศยัตวัแปลง 2) เน่ืองจำก
ควำมถี่ของขอ้มูลดำ้นปัจจยัพ้ืนฐำนนั้น เปลี่ยนแปลงชำ้กว่ำขอ้มูลจำกตวัช้ีวดัทำงเทคนิค ลกัษณะแฝงท่ีสกดัไดข้องขอ้มูลด้ำน
ปัจจัยพ้ืนฐำน จึงถูกรวมเข้ำกับ ข้อมูลตัวช้ีวดัทำงเทคนิค ในรูปแบบน ้ ำหนักเสริม 3) ข้อมูลกำรรวมท่ีได้จำกข้อมูลด้ำน
ปัจจยัพ้ืนฐำน และ ขอ้มูลจำกตวัช้ีวดัทำงเทคนิค จะถูกน ำไปสกดัลกัษณะแฝง โดยอำศยักำรขำ้รหสัแบบสองทิศทำงโดยอำศยัตวั
แปลง 4) เพื่อแสดงถึงประสิทธิภำพของโมเดลน้ี รูปแบบกำรรวมท่ีสกดัได ้จะถูกน ำไปเขำ้โครงข่ำยประสำทเทียมอย่ำงง่ำยเพ่ือ
สร้ำงกำรท ำนำย จำกผลกำรทดลอง งำนวิจัยน้ีสำมำรถเอำชนะงำนวิจัยอ่ืนๆในเชิง จ ำนวนสัญญำณท่ีถูกต้อง ควำมไว 
(sensitivity) ควำมจ ำเพำะ (specificity) ควำมเท่ียงตรง (precision) และค่ำท ำนำยเมื่อผลเป็นลบ (negative 

predictive value) 
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The foreign exchange rate market is the world's biggest and most liquid 

financial market, and it's where all currency pairs' exchange rates are set. Since 

foreign exchange (Forex) rates play a critical role in financial technology and 

business, many researchers are now interested in forecasting them. The 

characteristics of Forex data, that include fluctuation, non-linearity, and random walk 

phenomena, make it difficult for forecasting. Several related studies integrate 

fundamental data (FD) and technical indicator data to generate Forex forecasting 

signals (TI). TI  is a price pattern-based signal, whereas FD is an indicator of the 

country's economic conditions. Nevertheless, when it comes to deployment, these 

two indicators have two major drawbacks. Gradient vanishing and information loss 

occur when modeling a sequential neural network. Furthermore, although FD has a 

big impact on currency prices, it was updated quarterly or monthly which is not as 

frequent as price change. This restriction is known as the FD releasing problem. 

Moreover, Forex forecasting with FD and TI is usually done in equal aggregation, 

which leads to inaccurate predictions due to unequal data changing frequency. In this 

paper (BERTFOREX), we introduce a cascading model for forex market forecasting 

using FD and TI based on BERT (BERTFOREX). The following are the steps in the 

BERTFOREX processing system: 1) BERT is applied to FD to extract hidden 

patterns. 2) Because the frequency of FD changes more slowly than that of TI, these 

hidden FD patterns are aggregated as additional weights for TI. 3) BERT is used to 

extract the aggregated pattern within TI and FD. 4) The BERTFOREX efficiency is 

demonstrated by feeding the aggregated pattern into a simple neural network for 

forecasting. From the experimental results, the proposed method outperforms other 

methods in terms of correct signal percentage, sensitivity, specificity, precision, and 

negative predictive value. 
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CHAPTER 1 INTRODUCTION 

 

 The term "Forex" refers to the foreign exchange rate market, the largest 

financial market in the world where the daily exchange of massive amounts of 

currencies takes place. In all major financial centers throughout the world, traders can 

trade currencies at any time because the forex market is open 24 hours a day and five 

days a week. 

The currency values of a nation against another, commonly known as exchange 

rates, are determined by the forex market. A straightforward form of foreign exchange 

involves exchanging one currency for another at a nearby bank. Exchange rates play a 

critical role in determining the exchange market's dynamics, which are controlled by 

changes in currency demand and supply over time. 

Traders that trade in the forex market can speculate on the direction of the 

exchange rate. Assume the trader is currently trading on USD/EUR quotations. In that 

instance, to gain profit on the Forex market, a trader must correctly predict the direction 

that the exchange rate will go in the future. Assume that the USD/EUR ratio increases 

when the USD strengthens relative to the EUR, the quote currency. The traders must 

buy the USD base currency in order to make a profit. However, the USD/EUR 

depreciates if the US dollar, the base currency, drops. The merchants must sell the basic 

currency. If not, the traders run the danger of losing money and quitting. As a result, 

forecasting the direction of the exchange rate is the most crucial task for forex traders 

to perform. 

In today's automated markets, investors can exchange currencies from any place 

by connecting their PC or mobile phone to the Internet. 

Trading currencies is easy, but it is challenging to do it without losing money 

or making a lot of money. Because the exchange rate is influenced by a number of 

economic factors, and their interconnections are exceedingly complex. As a result, 

anticipating changes in foreign currency rates is the most difficult issue in the field of 

time series forecasting. 

Many academics develop forecasting signals by combining fundamental and 

technical investigations with various trading techniques. Fundamental analysis is 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 4 

concerned with the monetary, social, and political factors that influence price direction. 

These variables are referred to as fundamental data. 

To produce sell and purchase signals, technical analysis primarily employs price 

information such as closing price, open price, high price and low price. However, 

mathematical price modifications, known as technical indicators, are sometimes 

included. 

In this work, fundamental data (FD) and technical indicator data (TI) used in a 

fundamental and a technical analysis technique are concentrated to forecast the 

direction of price in the future. 

In most cases, either FD or TI is inputted to the model to generate forecasting. 

Predictions are produced in [1] and [2] using FD as an input and the extracted 

correlation between price and economic data. The model structure chosen is the 

Multilayer Perceptron (MLP). Even though FD-based model can provide forecasting 

signals, the results are unreliable because the FD is rarely updated. Since FD is only 

delivered on a set day every week, quarter, or month, it is thought to be of no lasting 

significance. On the other hand, exchange rates are continually changing and evolving 

over time. The model will therefore have trouble capturing the impact of the FD-

currency pricing relationship. 

On the other hand, TI is used as the model input by Yao and Tan [3]. In order 

to produce predictions, moving average (MA) intervals of various durations are applied 

to neural networks (NN). The unconsidered influence from FD, notwithstanding the 

possibility that it signals a price reversal, is a drawback of the TI-based method. The TI 

model nevertheless gains from rapid information updates and quantitative pricing in a 

number of essential qualities for unpredictable price forecasts. 

Several recent research have advocated combining FD and TI to produce 

forecasting. AbuHamad et al. [4] calculated FD and TI using independent MLP models. 

The predicted outputs of sub-model are then merged in knowledge based rules to 

produce the final output. 

Yldrm et al. [5] used TI and FD on Long-short term memory (LSTM) 

individually. Their model aggregated LSTMs results using a set of rules. The final 

forecast is then created. As humans create the integration rules, these restrictions might 

reduce the model's ability to forecast. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 5 

The drawbacks of existing models are outlined below. Even though sequential 

neural networks are not only well-known but also widely used in exchange rate 

prediction, some model limitations such as gradient vanishing difficulties and 

information loss are remain due to extended input sequences in Recurrent Neural 

Networks (RNN) and forget gate mechanism in LSTM. 

As a result, our model employs Bidirectional Encoder Representations from 

Transformers (BERT), that include a self-attention mechanism. The self-attention 

mechanism allows our model to extract and remember the relationship between the 

current and other date, irrespective to their distance. BERT is often utilized in Natural 

Language Processing to handle text processing. Nevertheless, both time series and text 

are sequential data. In this work, BERT is utilized to include and use critical 

information from the days preceding and following each date (context). The benefits of 

BERT keep our study from losing critical data and improve the accuracy of exchange 

rate forecasting. 

However, there is a major issue remains which is FD absent value. Because FD 

is rarely updated, it may be regarded as a missing data at unreleasing dates, despite the 

fact that currency prices change on a regular basis. As a result, the model will struggle 

to identify modest changes that may have a significant influence on model prediction. 

As a result, the more frequently FD is updated, the better predictive accuracy is 

produced. The frequency of change for TI and price, however, is same. Considering 

that when we calculate TI using a mathematical equation. We might enter the past price 

with a predetermined frequency. The same frequency TI will then be produced. In our 

suggested cascade aggregation approach using BERT, named Cascading Model for 

Forex Market Forecasting Using Fundamental and Technical Indicator Data Based on 

BERT, we aggregate FD to TI to address the FD problem (BERTFOREX). 

We must use the proper data for the representation of turbulent price movement 

if we want to respond swiftly to frequent Forex change. As a result, TI is selected as 

the main feature of BERTFOREX, with FD adding weight to TI throughout the 

aggregation phase. 

We choose to apply BERT to discover the underlying relation among a quarter 

of the FD before starting the aggregation process due to the FD absence value problem. 

This results in our presented cascade model for forecasting forex. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 6 

The cascading design enables this work to organize incoming 

information appropriately. Initial, using the first BERT, FD is modified as an additional 

weight for TI data (BERT1). Next, the extra weight from FD that was retrieved is added 

to TI. The latent characteristic of the integrated representation is obtained using the 

second BERT to guarantee that the result contains all pertinent data from the date that 

affects the target date (BERT2). The result of this step equates frequency change to 

currency price change by representing TI and FD depending on other affected dates. 

The cascade aggregate frees BERTFOREX from the FD releasing challenge and 

generates an accurate prediction. In BERTFOREX, we show the effectiveness of our 

aggregation pattern from cascaded BERTs. Lastly, we use a simple neural network to 

show the effectiveness of our aggregate pattern from cascaded BERTs in BERTFOREX 

prediction. 
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CHAPTER 2 RELATED WORKS 

In addition, many research illustrate that applying both fundamental and 

technical data provide better forecasting results than predictions with either of them. 

There are 2 types of forex forecasting model as follows: 

1. Fundamental data (FD): the fundamental data can illustrate the economic 

condition of the target currency country which affects to its currency exchange rate. 

2.Technical indicator data (TI): technical indicator data is calculated from the 

historical of currency data. Hence, it changes according to the price action all the time, 

exposed the traders’ trading behavior and currency price pattern. 

The two primary types of all prior Forex forecasting models [1-4], [5-9] are as 

follows: 1.) Either FD or TI based prediction method 2.) FD and TI aggregation based 

prediction method 

2.1 EITHER FD OR TI BASED PREDICTION METHOD 

Either fundamental data or technical indicator data is processed as input of the 

model to make forex price prediction. There are 3 previous research perform this model 

type as follows: 

 

 

 

 

 

 

 

 

   2.1.1 NONLINEAR PREDICTION OF EXCHANGE RATES 

WITH MONETARY FUNDAMENTALS 

This paper [1] used a Three Layer feed forward Neural Network (Multilayer 

perceptron) to forecast monthly closing prices of USD/JPY, USD/DM, USD/GBP, and 

USD/CAD using fundamental data such as money supply by M1, real income by 

industrial production in each of the countries, interest rate: treasury bill rates for Britain, 

Model Fundamental 

data 
Output 

Model Technical 

indicator data 
Output 

or 

Figure 1. Either FD or TI based prediction method 
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Canada, and the United States, and money rates as an alternative measure of interest 

rate for Japan and Germany. 

To measure the ability of the model, the model was compared with other 3 

models as follows: Linear monetary model (LR), Random Walk model (RW) and NN 

model without fundamentals. 

They discover the lack of ability of normal NN in forecasting closing price 

movement. Their model produced higher RMSE than random walk model, simple linear 

monetary model and NN without fundamentals in all currency pairs especially when 

the forecast horizon is lengthens. From the result, the researchers refer to another 

research report that the forecasting ability of linear model improves as forecast horizon 

lengthen, the pattern is not discovered within NN framework. 

   2.1.2 A CASE STUDY ON USING NEURAL NETWORKS TO 

PERFORM TECHNICAL FORECASTING OF FOREX  

This paper [3] proposed using only technical indicator data such as historical 

price change, MA5, MA10, MA20, and MA60 to capture the underlying rules of 

movement in currency price change, where MA stands for Moving Average value of a 

specific number of days in the past. The output of the model is weekly closing price of 

5 currency pairs as follows: USD/AUD, USD/CHF, USD/DEM, USD/GBP and 

USD/JPY. And the prediction closing price are applied with 2 different trading 

strategies to make decision buy/sell where 𝑥𝑡 denote the actual level at time t, 𝑥̂𝑡 denote 

the prediction of neural networks. These two different strategies are selected based on 

the prediction error. If the sign of next date prediction error (𝑥𝑡 - 𝑥̂𝑡) is not similar to 

the sign of current date prediction error (𝑥𝑡+1 - 𝑥̂𝑡+1), strategy1 is selected. Otherwise 

strategy2 is selected.  

Trading Strategy 1: 

 If (𝑥̂𝑡+1  −  𝑥̂𝑡) > 0 then buy else sell.    (1) 

  

Trading Strategy 2:         

 If (𝑥̂𝑡+1  −  𝑥𝑡) > 0  then buy else sell.     (2) 
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The result showed that NN with only simple technical indicator data can make 

useful forecasting and gain significant profit for out-of-sample data without any 

extensive market data. But it is not easy to make profits with those data because there 

are several factors affect to the prediction such as frequency of sampling, choice of 

network architecture, forecasting periods.  

Moreover, there are some interesting observations from the result. First, Yen is 

hard to forecast more than other currencies because the trader of Yen market act quickly 

when any sign of market appears. Therefore, NN with only technical indicator data is 

not enough to make Yen prediction. Second, trading strategy 2 is more powerful in 

using NN forecasting outcome. Lastly, there need to have efficient ways to measure the 

performance of the price prediction model not only NMSE but also other method such 

as gradient and profits. 

 

   2.1.3 FORECAST FOREX WITH ANN USING FUNDAMENTAL 

DATA 

This paper [2] proposed using fundamental data and a multilayer perceptron 

(MLP) to forecast forex prices. Because the target currency pair is derived from a 

financial relationship between two countries, the United States and Europe, the 

researcher assumed that the factors influencing currency price movement are those of 

these two countries. Therefore, EUR and USD fundamental data are chosen as follows: 

CPI, GDP, TS (Trade Surplus), IR (Interest rates). 

The fundamental data normally is updated on a quarter basis, but currency price 

is in daily form. So, there are two approaches to overcome this different time frames 

issue. First, the fundamental data is kept as constant and fed to model as daily input. 

Second, linear or polynomial method is used to interpolate the data between two 

quarters. But the experiments showed that two approaches do not have significant 

different improvement between them.  

Although, the fundamental data is important to exchange rate movement in real 

world, but ANN cannot capture underlying relationship between them. So, they cannot 

improve ANN predictive performance. This limitation maybe caused of the frequency 
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of fundamental data releasing, called fundamental data releasing problem. If they are 

more frequent updated, the predictive performance of ANN may perform better. 

Recently, there have been attempts to combine FD and TI, leading to a novel 

data representation. It depicts the state of the economy in the nation as well as current 

pricing movements. According to numerous research, forecasting based on this 

aggregate yields reliable Forex forecasting outcomes. 

Based on previous research, the aggregation model uses sequential neural 

networks to predict data from both FD and TI combined together. Compared to the 

model that used either one, the outputs that were generated were more precise. 

Several Forex forecasting methods combine both FD and TI to produce 

forecasts using heuristic criteria. 

2.2 FD AND TI AGGREGATION BASED PREDICTION METHOD 

 Fundamental data and technical indicator data are learned separately in 

two sub-models. The results of these two models are then aggregated using heuristic 

rules  [4, 10] [5] to determine whether the market will be bullish or bearish. 

 

 

 

 

 

 

 

 

Figure 2. FD and TI aggregation based prediction method 
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   2.2.1 EVENT-DRIVEN BUSINESS INTELLIGENCE 

APPROACH FOR REAL-TIME INTEGRATION OF TECHNICAL AND 

FUNDAMENTAL ANALYSIS IN FOREX MARKET  

Both currency data and fundamental data, such as currency close price and nine 

US macroeconomic data (CPI, GDP, Housing starts, Initial unemployment claims, 

Nonfarm payrolls, PPI, Retail sales, Trade Balance, Unemployment), are applied to two 

different MLP sub-models in their work [4].  

Currency data is applied to the first sub-model while the second one applies 

fundamental data. Signal output from two sub-models were aggregated to the final 

model using their manually defined knowledge-based rule to generate signal BUY or 

SELL of CAD/USD, CHF/USD and USD/EUR in eleven timeframes.  

Knowledge-based rule 

RULE I 

If  exchange-rate_signal is equal macroeconomic_signal   (3) 

Then signal adopted. 

RULE II 

If  exchange-rate_signal differs from macroeconomic_signal   (4) 

Then signal aborted. 

The result showed that the higher frequency, the lower accuracy because the 

number of observed data in high frequency is higher than the number of observed data 

in low frequency. As the irregularity nature of financial data appears more obvious in 

high frequency data, makes it harder to captures in any well-known method. The 

aggregated model can predict the number of correct signals about 84-91% in CADUSD, 

86-93% in CHFUSD and 71-89% in USDEUR especially in timeframe 1-Day minutes 

and 1-Week. 
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   2.2.2 FORECASTING DIRECTIONAL MOVEMENT OF FOREX 

DATA USING LSTM WITH TECHNICAL AND MACROECONOMIC 

INDICATORS 

A hybrid model based on Long Short-Term Memory was proposed (LSTM) [5]. 

To generate the two sub-model signal outputs, two LSTM models are run separately 

with fundamental data and technical indicator data. For fundamental data, there are 7 

kinds of them are applied in the first sub-model which are Close S&P500, Close DAX, 

Interest rate GER, Interest rate EU, FED Funds Rate, Inflation Rate EU and Inflation 

Rate USA. While, the second sub-model used MA, MACD, ROC, Momentum, RSI, 

BB, CCI technical indicator data as its input feature set. In order to determine the 

EUR/USD close price forecast in the form of BUY/SELL/NO ACTION, the findings 

from the earlier sub-models are then combined using their manually established set of 

rules. 

To compare the accuracy of the hybrid model, there are 4 types of models were 

chosen which are ME_LSTM (Macroeconomic data with LSTM), TI_LSTM 

(Technical Indicator data with LSTM), ME_TI_LSTM (Macroeconomic data and 

Technical Indicator data with LSTM) and Hybrid model (Aggregated Macroeconomic 

data and Technical Indicator data with set of rules based on LSTM). 

               The experimental can be categorized into 3 groups up which are 

forecast 1 day ahead, 3 days ahead and 5 days ahead, respectively. From the results of 

3 forecasting timeframes, individual model gets slightly better results than 

ME_TI_LSTM, but hybrid model provides the best profit accuracy. 

In a brief, heuristic rules are manually established by persons as part of the 

aggregation process. The model's forecasting accuracy is crucially constrained by these 

heuristic rules. In the sections that follow, we will describe them in depth and propose 

alternatives. 

MODEL LIMITATION 

Forex forecasting model always utilizes RNN or LSTM [11-16]. From 

characteristic of LSTM, the information flow is controlled by gates and historical data 

from previous state is passed through the next state by cell state. Hence, gradient 
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vanishing problem that occurred in RNN is eliminate. But there still has some limitation 

of LSTM, when the sequence of data is too long, some critical data in the past can be 

lost. LSTM does not keep all the data in the past. Rather, it is merely a decision that 

which historical data should be kept for a period of time. 

Memory constraints were always present in a conventional sequential neural 

network. The impact of historical price on current price is reduced as the length of the 

information sequence is increased. Even if the predicted price is similar to the pattern 

from two years ago data, the impact of data from two years ago is less than data from 

the last two days before the prediction. A self-attention mechanism is applied to 

overcome memory constraints. Self-attention is typically used in Transformer [9] to 

improve machine translation performance. Self-attention enables the model to 

understand how the present word in the sequence relates to the ones that come after it. 

No matter how far apart the words are, each word will preserve the hidden 

representation of every other word in the input sequence since it will be represented by 

a score obtained from prior words. 

Nevertheless, focusing only on one component of price is insufficient. Multi-

head attention is the process of using self-attention repeatedly in parallel to gain 

additional price views [17]. Using numerous heads of attention, the method can 

aggregate the knowledge value from different self-attentions. Consider that there are 

five distinct categories of head attention. Heads 1 through 5 gain knowledge of price 

movement patterns, quantity, fluctuation, correlation, and trend. The result of 

combining and projecting these five bits of data is a useful representation. 

In general, many language models make use of the capability of multi-head 

attention to construct an embedding of every word in text input. The most popular 

language model is BERT [18]. A representation for each word location is learned and 

obtained by BERT using a bidirectional learning technique that takes into account both 

left and right contexts. Compared to other machine translation, this will produce more 

accurate findings. 

DATA LIMITATION 

FD is frequently used when talking about data because it has a significant effect 

on the price when information is published. As mentioned before, FD and TI are 
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typically coupled to produce forecasting signals. The output signal could, nevertheless, 

be erroneous because of FD constraints, which is termed as the FD releasing problem. 

Furthermore, as FD is normally updated every three months, it is characterized as a loss 

of value over time (between two successive changes) despite changing exchange rates. 

As a result, the model will have trouble capturing the effects of the link between FD 

and currency prices, especially in the FD-based prediction model. As a result, FD is 

changed more often the greater the predictive performance. 

While the price signal is equal to the change in TI's frequency. The MA (n) 

technical indicator, for instance, computes the MA value using the most recent (n) data 

points, including the current time step, and is used to visualize price patterns. This 

calculation causes the MA value to fluctuate each time a new data point is entered. 

In order to allay these problems, BERTFOREX incorporates both TI and FD as 

model inputs and creates a novel cascade aggregation method that enables the algorithm 

to take into account various TI and FD frequencies. 
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CHAPTER 3  PROPOSED METHOD 

 

The presented BERTFOREX cascade model is shown in Fig. 3. It consists of 

three parts: foundational BERT data, aggregate TI to FD, and prediction procedure, 

where the output of one part serves as the input for the next.  

 

 

 

 

 

 

 

 

 

 

Figure 3. BERTFOREX overview 

First, a set of FDs is fed into the BERT1 process, which results in the extraction 

of the basic representation matrix (𝐻𝑓). The latent pattern of FD based on its context is 

denoted by 𝐻𝑓 . Because we plan to give closing price forecasting primarily for TI, 

which directly follows the currency price, 𝐻𝑓 is treated as an additional weight of TI 

when both TI and 𝐻𝑓 are collected on the same day. Because TI and 𝐻𝑓 have different 

meanings and are located in different dimensions, we use an autoencoder to map TI to 

𝐻𝑓. 

An autoencoder, in general, is a feature extraction method that decreases the 

dimension of input data through compression and regeneration. In order to reconstruct 

the input as accurately as possible, the autoencoder hiding layer combines both the 

important features from the input layer and filters out the noise. We choose the value 
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of the autoencoder hidden layer as the underlying representation between TI and 𝐻𝑓, 

known as the tech_fund matrix, as the input to BERT2. Then, BERT2 analyzes the 

tech_fund matrix to produce the BERT2_tech_fund matrix, where BERT2_tech_fund 

reflects the underlying pattern of TI and FD based on their context. The results are fed 

into an ANN, which forecasts the closing prices. All model procedures are depicted 

graphically in Fig. 3. 

3.1 FUNDAMENTAL DATA ON BERT 

BERTFOREX processes FD in BERT1 to extract a latent representation of 

FD depending on its context to avoid the occurrence of FD absence value. As 

indicated in Table 1, BERTFOREX employs 14 different types of FD. These are 

picked based on previous research and their influence on the target currency pair, 

such as USD/EUR. The DAX, FFD, GDP, Housing Start Price, Inflation Rate EU, 

Initial Unemployment Claim, Interest Rate EU, Nonfarm Payrolls, PPI, Retail 

Sales, SP500, Trade Balance, Unemployment Rate, and CPI are the indicators. 

 

Table 1. Elementary information of fundamental data 

Data release Source Frequency 

U.S. FFD Macro trends Daily 

U.S. GDP BEA Quarterly 

U.S. Housing Start Price Census Monthly 

U.S. Initial Unemployment Claim ETA Weekly 

U.S. Nonfarm payrolls BLS Monthly 

U.S. PPI BLS Monthly 

U.S. Retail Sales Census Monthly 

U.S. Trade Balance BEA Monthly 

U.S. Unemployment rate BLS Monthly 

U.S. CPI BLS Monthly 

DAX Macro trends Daily 

S&P500 Yahoo finance Daily 

Inflation Rate EU Euro-area-statistics Monthly 

Interest Rate EU Euro-area-statistics Monthly 
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The value of each FD in Table 1 is in a particular range, that has a direct 

impact on the model learning performance. Before initiating any machine learning 

procedure, FD is initially modified at the start of the BERTFOREX procedure by 

normalizing the range of each data type into zero to one. In most cases, the data 

point and its representation in the BERT1 input sequence are a word and its 

embedding. 

However, our model used a day and daily FD instead. Furthermore, the 

BERT1 vocabulary contains unique terms, each of which corresponds to a day 

represented by FD. As a result, the total number of vocabularies in our dataset 

equals the entire number of days. Figure 4. BERT1 depicts the structure of FD 

processing on BERT1. The pre-training step in BERT1 is used to uncover a new FD 

latent pattern that happens depending on its context vector (ℎ𝑓𝑡) of each day that is 

represented by its context or other influencing days. 

The following is a description of the pre-training step in BERT1. First, FD 

is used as a word embedding in BERT1 to represent a date. Our model then 

randomly rewrite as a [MASK] token eventually. The model attempts to forecast 

the masking day based on its context, with each day's output represented by a final 

hidden vector (ℎ𝑓𝑛). This ℎ𝑓𝑛 vector is converted to a 𝑙𝑜𝑔_𝑝𝑟𝑜𝑏𝑠 vector by using a 

linear layer and a softmax layer. The model then calculates the index of 𝑙𝑜𝑔_𝑝𝑟𝑜𝑏𝑠 

with the highest probability. This index is related to the day-in-day matrix index. 

This day-in-day matrix will be referenced in the final concealed vector. 
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No. Technical indicator data 

1 Moving Average (MA) 

2 Exponential Moving Average (EMA) 

3 Moving Average Divergence Convergence (MACD) 

4 Single Line 

5 Relative Strength Index (RSI) 

6 Middle Boillinger Band 

7 Upper Boillinger Band 

8 Lower Boillinger Band 

Table 2. Elementary information of technical indicator data 

 

The prediction loss is calculated by subtracting the one-hot encoding of the 

actual day from the anticipated day from 𝑙𝑜𝑔_𝑝𝑟𝑜𝑏𝑠. The model uses this loss to 

begin the backpropagation training process, adjusting the weight until the loss is 

reduced. BERT1 is trained until the prediction loss is as small as possible. All output 

vectors ℎ𝑓𝑛 are stored in 𝐻𝑓. 𝐻𝑓 has the shape 𝑚𝑥𝑛, where m is the size of the input 

embedding and n is the number of days in the dataset. The BERT1 output is 𝐻𝑓, 

which describes the hidden pattern of FD depending on its context. 
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Figure 4. Structure of BERT1 

 

3.2 AGGREGATE TECHNICAL INDICATOR DATA WITH 

FUNDAMENTAL DATA 

A new representation of FD and TI is discovered in this process by 

integrating FD outcome from BERT1 with TI utilizing autoencoder and BERT2. 

Because TI and FD represent information in various ways, their dimensions 

are put to different dimensional spaces as well. As a result, we cannot immediately 

aggregate them. As a result, as shown in Fig. 3, the autoencoder is used to map FD 

and TI to the same dimensional embedding space. 
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When the training process is finished, the autoencoder hidden node values 

are chosen as the process output, as indicated by the tech_fund matrix. 

This tech_fund matrix represents TI and FD in the same dimensional space, 

while all input arrangement is still the same. The final hidden pattern extraction 

procedure then continues by utilizing BERT a second time, referred to as BERT2. 

Similarly to BERT1, the tech_fund matrix is input into BERT2 to uncover integrated 

hidden representation, particularly on its left and side side. 

We train BERT2 till the model loss is as small as possible. The integrated hidden 

representation outcome is then built, denoted by the BERT2_tech_fund matrix in Fig.3 

. Based on consecutive days and appropriately forecasted days, the BERT2_tech_fund 

matrix represents both TI and FD. 

3.3 PREDICTION TASK 

At this step, rather than another sequential neural network, we predict Forex 

using a three-layer feedforward neural network. 

We want to demonstrate that a three-layer feed forward with meaningful data 

representation outperforms a sequential neural network with non-meaningful data 

representation in terms of prediction accuracy. 

At time step t, we feed the BERT2_tech_fund matrix into the ANN of the 

BERTFOREX forecasting task. The target closing price at time step t+1 is the output. 

This is known as rolling windows [19]. In this experiment, the size of the rolling 

windows and the forecasting horizon are set to 1. 
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CHAPTER 4 EVALUATION 

 

To indicate the accuracy of BERTFOREX, we compare it to three previous 

researches that use either FD or TI or both but aggregate them using heuristic methods. 

Moreover, in the last two tests, we compare the capability of BERT in hidden relation 

extraction for exchange rate forecasting to that of sequential neural networks. 

The next sections will go over the experimental details and data preparation, 

baseline, settings, evaluation measures, and findings. 

4.1 DATA PREPARATION 

Our experiment's input data are shown in Tables1, Table2. Between 

03/February/2003 and 28/February/2020, FD and TI were collected. The dataset 

spanned 4,455 days. Because we intended to build forecasts with the economies of the 

United States and Europe, we chose USD/EUR as our target currency pair and set the 

data frequency to daily. The dataset is divided into groups to cascade the settings of 

each component, as shown in Table1, Table2. 

4.2 BASELINES 

To indicate the efficacy of the BERTFOREX aggregation procedure, we 

compared its efficiency to that of three other Forex forecasting models: the FD based 

prediction model (FD model) [20], the TI based prediction model (TI model) [21], and 

the FD and TI aggregation based prediction method that used heuristic rules [5].  To 

eliminate bias, these three tests were run on the same dataset. Table 3 depicts all of the 

method's properties. 
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Table 3. Comparison of the properties of all techniques. 

 

Furthermore, we demonstrated BERT's effectiveness in hidden relation 

extraction for exchange rate prediction versus the sequential neural network by running 

two more models and comparing them to LSTMs [20, 21].  Those two models are 

TI+BERT1+ANN and FD+BERT1+ANN, with BERT1 being a BERTFOREX module 

that extracts latent relationships from input data. 

We compare TI+BERT1+ANN and FD+BERT1+ANN to the TI model 

(TI+LSTM) and the FD model (FD+LSTM). The following is a summary of each 

approach detail: 

1. TI model 

[21] utilize LSTM for exchange rate forecasting based TI. The model 

parameters are adjusted to find the best parameters for the lowest forecasting 

error. 

2. FD model 

[20] applies LSTM to FD to make forecasts since the researcher believes that 

the rate is influenced by a variety of economic factors. 

3. FD and TI model-based prediction  

Methods Fundamental 

data 

Technical 

indicator data 

Aggregation 

FD model ✓   

TI model  ✓  

FD and TI model-

based prediction 

✓ ✓ Heuristic 

aggregation rules 

BERTFOREX ✓ ✓ Automatically 

aggregate 

FD+BERT1+ANN ✓   

TI+BERT1+ANN v ✓  
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To generate the two sub-model signal outputs, two LSTM models [5] are run 

separately with FD and TI. To obtain the closing price, the results of previous 

sub-models are integrated using their manually established set of rules.  

4. TI+BERT1+ANN  

This model extracts the latent relationship within TI using BERT1. The 

extracted TI relationship is then fed into ANN to generate the forecast.   

5.  FD+BERT1+ANN  

The FD hidden relationship is extracted from FD using BERT1. The extracted 

FD is then transferred into ANN to create a currency price forecast. 

4.3 EXPERIMENTAL SETTINGS 

BERTFOREX is composed of three cascade components with varying 

experimental parameters. Following is a more detailed illustration of each component. 

1. BERT1 and BERT2 settings 

In the BERT learning process, the input is typically sequential data with a 

maximum sequence length t. The dataset includes a list of currency prices organized by 

date. As illustrated in Fig. 5, we divided the dataset into several sub-sequences, with 

each sub-sequence formed by separating every max sequence length t. When n sub-

sequences are generated, each sub-sequence consists of three parts: a training set, a 

validation set, and a test set. The training set is 1 to t-2 points long, whereas the test and 

validation sets are t and t points long, respectively. An embedding vector of day t in 

BERT1 is represented by an FD of t, but an embedding vector of day t in BERT2 is 

represented by a day t vector from the tech_fund matrix. 
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Figure 5. BERT1 and BERT2 settings 

 

 

2. Autoencoder settings 

Using an autoencoder, this procedure maps 𝐻𝑓 and TI to the same dimensional 

space. 𝐻𝑓  and TI are two-dimensional matrices with the dimensions 

𝑡𝑜𝑡𝑎𝑙𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝐻𝑓 𝑥 𝑚 and 𝑡𝑜𝑡𝑎𝑙𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑇𝐼 𝑥 𝑚, respectively, where m signifies the 

total number of days. 𝐻𝑓 and TI are divided into two parts: training and testing sets. The 

training set contains 80% of the data, whereas the test set contains 20%. The training 

set is then supplied into an autoencoder, which is then trained until the test set loss is 

reduced. Finally, all 𝐻𝑓 and TI values are fed into a trained autoencoder. The hidden 

layer values were chosen as a tech_fund matrix. 

3. Prediction settings 

In the prediction phase, we use a financial cross-validation approach called as 

purging. Purging is used in BERTFOREX to prevent data leaks by guaranteeing that 

predictions on the test set are devoid of look-ahead bias from the training set. The 

dataset is split into three parts: training, purging, and testing. The training and test sets 

include 80% and 20% of the data, respectively, while the purge length is equal to TI's 

maximum calculation length. For example, in our model, if we use MA (10), EMA (12), 

and EMA (50) as TI, the longest computation period is 50. As a result, the purge length 

will be set to 50. To purge data, we locate the purging period's center on the boundary 
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between the training and test sets. For example, if the dataset is 100 days long, the 

training set begins on day 1 and ends on day 80, whereas the test set begins on day 81 

and ends on day 100. If the purge length = 10, the days 75 to 80 and 81 to 85 are 

removed from the dataset. 

Before evaluating the models' binary classification performance, we convert the 

prediction results to numerical values using Equation 3-6 to determine the binary 

classification value in 0 or 1.  

𝑏𝑖𝑛𝑎𝑟𝑦_𝑎𝑐𝑡𝑢𝑎𝑙𝑡      =           0  if  𝐴𝑐𝑡𝑢𝑎𝑙 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 < 0                

   1  𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒          (3) 

 

𝑏𝑖𝑛𝑎𝑟𝑦_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑡      =          0  if  𝑃𝑟𝑒𝑑𝑖𝑐𝑡 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 < 0                

1  𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      (4) 

𝑙𝑖𝑠𝑡_𝑎𝑐𝑡𝑢𝑎𝑙_𝑏𝑖𝑛𝑎𝑟𝑦 =  [𝑏𝑖𝑛𝑎𝑟𝑦_𝑎𝑐𝑡𝑢𝑎𝑙0, … , 𝑏𝑖𝑛𝑎𝑟𝑦_𝑎𝑐𝑡𝑢𝑎𝑙𝑡]     (5) 

 

𝑙𝑖𝑠𝑡_𝑝𝑟𝑒𝑑𝑖𝑐𝑡_𝑏𝑖𝑛𝑎𝑟𝑦 =  [𝑏𝑖𝑛𝑎𝑟𝑦_𝑝𝑟𝑒𝑑𝑖𝑐𝑡0, … , 𝑏𝑖𝑛𝑎𝑟𝑦_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑡]    (6) 

 

4.4 EVALUATION METRICS 

The experimental results are measured in two different ways to demonstrate the 

results of classification performance: direction measurement and classification 

accuracy. 

1. Direction measurement 

We use a percentage of correct direction signals as a metric to assess the model's 

efficiency in terms of direction. The percentage of correct direction signals is high if 

the model has good predictive accuracy, as shown by Equations 7-12 

𝐴𝑐𝑡𝑢𝑎𝑙 𝑠𝑖𝑔𝑛𝑎𝑙𝑡        =  𝑎𝑐𝑡𝑢𝑎𝑙_𝑝𝑟𝑖𝑐𝑒𝑡+1 −   𝑎𝑐𝑡𝑢𝑎𝑙_𝑝𝑟𝑖𝑐𝑒𝑡     (7) 
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𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 =  𝑝𝑟𝑒𝑑_𝑝𝑟𝑖𝑐𝑒𝑡+1 −   𝑝𝑟𝑒𝑑_𝑝𝑟𝑖𝑐𝑒𝑡      (8) 

 

𝑖𝑓     =      𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑢𝑝          if  𝐴𝑐𝑡𝑢𝑎𝑙 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 ≥ 0  𝑎𝑛𝑑  𝑃𝑟𝑒𝑑𝑖𝑐𝑡 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 ≥ 0     

                   𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑢𝑝      if  𝐴𝑐𝑡𝑢𝑎𝑙 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 ≥ 0  𝑎𝑛𝑑  𝑃𝑟𝑒𝑑𝑖𝑐𝑡 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 < 0    (9) 

𝑖𝑓     =     𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑑𝑜𝑤𝑛         if  𝐴𝑐𝑡𝑢𝑎𝑙 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 < 0  𝑎𝑛𝑑  𝑃𝑟𝑒𝑑𝑖𝑐𝑡 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 < 0 

     𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑑𝑜𝑤𝑛     if  𝐴𝑐𝑡𝑢𝑎𝑙 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 < 0  𝑎𝑛𝑑  𝑃𝑟𝑒𝑑𝑖𝑐𝑡 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 ≥ 0(10) 

 

𝑇𝑜𝑡𝑎𝑙_𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑠𝑖𝑔𝑛𝑎𝑙 =  ∑ 𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑢𝑝𝑡 + 𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑑𝑜𝑤𝑛𝑡
𝑛
𝑖=𝑡  (11) 

   

%𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑠𝑖𝑔𝑛𝑎𝑙𝑠 =  
𝑇𝑜𝑡𝑎𝑙_𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑠𝑖𝑔𝑛𝑎𝑙∗100

𝑇𝑜𝑡𝑎𝑙𝑠𝑖𝑔𝑛𝑎𝑙
    (12) 

where 𝑎𝑐𝑡𝑢𝑎𝑙_𝑝𝑟𝑖𝑐𝑒𝑡 is the actual closing price of day t and 𝑝𝑟𝑒𝑑_𝑝𝑟𝑖𝑐𝑒𝑡 is the 

predicted closing price of day t, which is BERTFOREX's output. The closing price 

change from day t to t + 1 is represented by 𝐴𝑐𝑡𝑢𝑎𝑙 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 and 𝑃𝑟𝑒𝑑𝑖𝑐𝑡 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 . 

Using the conditions in Equations 7 - 8, we calculate the number of 𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑢𝑝 , 

𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑢𝑝 , 𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑑𝑜𝑤𝑛 , and 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑑𝑜𝑤𝑛 . If 𝐴𝑐𝑡𝑢𝑎𝑙 𝑠𝑖𝑔𝑛𝑎𝑙𝑡  and 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡 𝑠𝑖𝑔𝑛𝑎𝑙𝑡 are both higher than 0, the number of 𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑢𝑝 increases by one, 

while the number of 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑢𝑝, 𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑑𝑜𝑤𝑛, and 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡_𝑑𝑜𝑤𝑛 remains in 

place.  

The percentage of correct direction signals in the scalar value gives us the 

overall correct prediction results. However, this metric is insufficient to determine how 

good the model's classifier is. If the target dataset is highly imbalanced, with 80% of 

the data being decreasing signals, the model will predict that all signals will be 

decreasing signals. The correct percentage of the resulting signal is 80%, which 

indicates a high level of prediction accuracy. In fact, our model is ineffective because 

it is unable to predict any increasing signal. 
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As a result, supplementary classification evaluation metrics, such as sensitivity, 

recall, specificity, precision, and negative predictive value, are introduced to 

recompense for the shortcoming, as expressed by Equations 13-16. 

2. Classification accuracy 

Sensitivity value: The proportion of positive items that accurately predict 

among all positive items in the dataset is termed to as the sensitivity value. For instance, 

the proportion of correctly predicted rising signals among all rising signals in the dataset 

is provided by 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
      (13) 

Specificity value: The proportion of negative items that accurately predict 

among all negative items in the dataset is termed to as the specificity value. For 

example, among all declining signals in the dataset, the proportion of declining signals 

that are accurately predicted is given by 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
      (14) 

Precision value: The proportion of positive items that accurately predict among 

all predicted positive items is termed to as precision value. e.g., the proportion of 

correctly predicted rising signals among all predicted rising signals is provided by 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
      (15) 

Negative Predictive Value (NPV): The proportion of negative items that 

accurately predict among all predicted negative items is termed to as the Negative 

Predictive Value (NPV). For instance, the proportion of accurately predicted decreasing 

signals among all forecasted decreasing signals is provided by 

𝑁𝑃𝑉 =  
𝑇𝑁

𝐹𝑁+𝑇𝑁
      (16) 

True positive, false positive, true negative, and false negative are symbolized 

by TP, FP, TN, and FN, respectively. 
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Figure 6. Persistence forecast problem 

 

In general, Root Mean Square Error (RMSE) is chosen as an estimation 

technique almost for all Forex forecasting research. In the case of persistence forecast, 

RMSE can effectively assess the proximity between the prediction value and the actual 

value. Several studies, including [3], [20-30], produced persistence forecasting easily, 

particularly in financial time series forecasting. When the actual (blue line) and 

predicted (green line) time series are charted against one another, the predicted time 

series will appear to be one step behind the actual time series, as shown in Fig. 6. 

Although the persistence forecast outcome is close to the current price, it is not worth 

trading in the real world. The probability of receiving a correct direction signal is about 

50%, which is the same as tossing a coin. This persistence forecast in complex models 

is caused by a number of factors. The selected time series problem, for example, is 

difficult to predict. Since fine-tuning parameters may be required, the chosen model 

cannot address problems with specific datasets. 

Closing price 

Time 
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4.5 EXPERIMENTAL RESULTS 

Three experiments were carried out in this section to show that the proposed 

BERTFOREX-based FD and TI performed better other studies using either FD or TI 

(FD model and TI model). We also compare the effectiveness of cascading structures 

in TI and FD aggregation to the current TI and FD aggregation method based on 

heuristic aggregation rules. 

 

 

We constructed the last two 

experiments using FD+BERT1+ANN and TI+BERT1+ANN against FD based 

prediction method (FD model) and TI based prediction method (TI model), 

respectively, to show that latent relationship extraction of BERT could generate more 

accurate predictions than FD model and TI model. In order to make sure that all 

experiments were free of bias, the compared methods were used on the same dataset. 

 

 

Table 4. Experimental results 

No. Research method %correct direction signal sensitivity specificity precision NPV 

1 FD model 
(FD+LSTM) [24] 

49.21% 0.4612 0.5280 0.5144 0.4747 

2 TI model 
(TI+LSTM) [25] 

53.02% 0.5732 0.4859 0.5473 0.5123 

3 FD and TI model 
based prediction 
[10] 

51.12% 0.7440 0.2792 0.5097 0.52 

4 BERTFOREX 84.38% 0.8462 0.8457 0.8585 0.8324 

5 FD+BERT1+ANN 52.9% 0.5192 0.5425 0.5567 0.5049 

6 TI+BERT1+ANN 61.61% 0.6538 0.5744 0.6296 0.6 
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1. BERTFOREX vs. Either FD or TI based prediction method 

The two experiments compared the performance of BERTFOREX and 

either FD or TI Forex forecasting models. When looking at the percentage of 

correct direction signals in Table 4, the TI model gets 53.02 percent, the FD 

model gets 49.21 percent, and the BERTFOREX model gets 84.38 percent. 

The sensitivity, specificity, precision values, and NPV of three models 

are also assessed. With sensitivity, specificity, precision, and NPV of 0.8462, 

0.8457, 0.8585, and 0.8324, respectively, BERTFOREX is the best. The TI 

model's values are 0.5732, 0.4859, 0.5473, and 0.5123, respectively, while the 

FD model's values are 0.4612, 0.5280, 0.5144, and 0.4747. 

2. BERTFOREX vs. FD and TI aggregation based prediction 

method 

The proposed cascade aggregation approach in BERTFOREX is 

compared to existing studies' heuristic aggregation rules to see how effective it 

is. BERTFOREX achieves higher measurement in all scores than FD and TI 

aggregation based prediction methods, as shown in experiments 3 - 4 in Table 

reftable4. BERTFOREX achieves a sensitivity value of 0.8462, while FD and 

TI aggregation-based prediction methods achieve a sensitivity value of 0.7440. 

As can be seen, BERTFOREX has the highest and most balanced sensitivity, 

specificity, precision, and NPV, making it suitable for real implementation. 

3. FD+BERT1+ANN vs. FD based prediction method 

We compare the results of FD+BERT1+ANN and FD-based prediction 

methods in this experiment. FD+BERT1+ANN achieves a percentage correct 

direction signals of 52.9 percent, sensitivity of 0.5192, specificity of 0.5425, 

precision of 0.5567, and NPV of 0.5049, while FD model achieves a percentage 

correct direction signals of 49.21 percent, sensitivity of 0.4612, specificity of 

0.5280, precision of 0.5144, and NPV of 0.4747, as shown in Table reftable4. 

As can be seen, when compared to the FD model, FD+BERT1+ANN achieves 

a higher value in all measurements. 

4. TI+BERT1+ANN vs. TI based prediction method 

The purpose of this experiment was to see how well BERT performed 

in latent relation extraction within TI for generating prediction signals. The 
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forecasting results of the TI+BERT1+ANN and TI-based prediction methods 

were compared. According to experiments 2 and 6 in Table reftable4, 

TI+BERT1+ANN produces a higher percentage of correct direction signals 

(61.61%) than the TI model (53.02%). TI+BERT1+ANN yields 0.6538, 0.5744, 

0.6296, and 0.6 in terms of sensitivity, specificity, and NPV, respectively. In all 

measurement values, the TI model obtains only 0.5732, 0.4859, 0.5473, and 

0.5123, which are lower than TI+BERT1+ANN. 
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CHAPTER 5 DISCUSSION 

According to the experimental results in Table 4, BERTFOREX, which uses a 

cascading structure to aggregate TI and FD for Forex prediction, has good predictive 

performance as measured by the percentage of correct direction signals, sensitivity, and 

specificity. We'll go over the results of our experiments in more detail, as well as the 

reasons why our research produces the best prediction results. 

5.1 FOREX PREDICTION BASED CHARACTERISTIC OF FD 

We modify our work by picking up FD and BERT1 to generate 

predictions compared to the prediction-based FD model [20] to prove that 

BERTFOREX handles the FD releasing problem better than other studies. 

FD+BERT1+ANN returns a higher percentage of correct direction, sensitivity, 

specificity, precision, and NPV than the FD model, as shown in Table 4. Despite 

the fact that Wijesinghe's study [20] was able to extract the relationship between 

FD and target price, the model's performance was affected by the FD releasing 

problem. 

 

Because FD data, such as U.S. GDP, U.S. Housing Start Price, U.S. PPI, 

and U.S. Trade, are released quarterly/monthly, U.S. Nonfarm Payrolls are 

released on the first day of the month to predict a daily timeframe. As a result, 

nonfarm payrolls in the United States are missing values from day 2 to month 

end. All absent values were replaced with zero by Wijesinghe [20]. As a result, 

the inputs are missing values for the entire month. Their model is capable of 

capturing data relationships. The relationship quality, on the other hand, is poor 

because the input frequency is too low, and the prediction accuracy is poor. 

 

The performance of BERTFOREX, on the other hand, is unaffected by 

this issue. We use BERT to transform FD absent values into FD latent 

representations, which represent the change in FD between quarters. 

Furthermore, the frequency of BERT output changes is the same as the target 

price. These two key characteristics enable the model to forecast currency prices 

more accurately than other models. 
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5.2 MODEL LEARNING 

We compare the prediction result of BERT1+ANN in BERTFOREX to 

LSTM to show that BERTFOREX can capture and store time-series inner 

relationships better than other models. Two experiments were carried out to see 

how well these models predicted different types of input data. 

 

First, we compared TI+BERT1+ANN to TI+LSTM for prediction-based 

TI. Then, as shown in Table reftable4, prediction-based FD was considered by 

comparing FD+BERT1+ANN with FD+LSTM. The experimental results show 

that TI+BERT1+ANN outperforms TI+LSTM in all metrics, including 

percentage of correct direction, sensitivity, and specificity, as shown in lines 2 

and 6. 

 

As shown in lines 1 and 5, FD+BERT1+ANN outperforms FD+LSTM 

in terms of percentage of correct direction, sensitivity, and specificity. Thus, 

regardless of the input data on TI or FD, BERT1+ANN outperforms LSTM. 

Furthermore, despite the low frequency of FD changing, BERT was able to 

capture the inner relationship and predict with a simple neural network better 

than the LSTM gate mechanism. 

 

In general, the length of time series data grows with time, resulting in 

gradient vanishing and information loss in sequential models. With 4,455 data 

points, our Forex dataset is a non-stationary time series. The first-day data will 

be lost and unable to join the computation at the end of sequence forecasting 

due to the forget gate mechanism when using LSTM in time series forecasting. 

As a result, the model is unable to fully capture the characteristics of the data. 

 

The proposed method, on the other hand, makes use of BERT's critical 

capabilities: bi-directional learning capability, self-attention mechanism, and 

positional embedding. Bidirectional learning enables the model to capture 
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Forex-related relationships in both the left-to-right and right-to-left directions. 

Some price patterns may be visible on both the left and right sides of the chart. 

For example, if a price rises sharply for a brief period of time, the price may fall 

due to the demand-supply law. 

 

Date input sequences can interact with one another and determine the 

attention for each date using the self-attention mechanism. These date 

interactions and attention scores are aggregated in the self-attention outputs. 

Because the financial crisis occurred in 2003 and 2009, the USD/EUR price in 

November/1/2003 was most affected by October/28/2009. At this point, the 

attention score of date October/28/2009 provided by November/1/2003 was 

higher than the attention score of other dates; thus, the attention score was 

embedded on date position October/28/2009. 

As a result, we used all attention scores as a day representation that 

would not be lost even if the price sequence was lengthened. 

 

The structure of Forex, according to Forex data, is a time series structure 

where data order is critical for prediction. Because self-attention mechanisms 

alone cannot accurately reflect data sequence and position, we use a positional 

embedding process that allows BERTFOREX to capture the dependency 

between day elements at different positions in historical Forex data. 

As a result, regardless of the input data type, BERTFOREX outperforms 

the existing sequential model as LSTM in Forex prediction. 

5.3 UNDERLYING RELATIONSHIP EXTRACTION BETWEEN TI 

AND FD 

To demonstrate that BERTFOREX's FD and TI relationship extraction 

is efficient, groundbreaking, and applicable in real life, we compare it to Yldrm 

et al. [5], which employs FD and TI based prediction rules. As shown in Table 

reftable4, BERTFOREX outperforms FD and TI-based prediction rules in terms 

of percentage correct direction, sensitivity, and specificity. 
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Between TI and FD, there is some relevant data that can be used to 

forecast price direction. For example, the United States' Gross Domestic 

Product (GDP) is a type of FD that reflects the country's production rates. 

Increased demand for US currency is a result of higher US GDP, which 

indicates that US products are in high demand. When demand for US currency 

is high, TI can detect a high volume of buying signals by increasing the RSI 

value. As a result, any model that captures the better TI-FD relationship will 

yield a more accurate prediction result. 

 

While other studies combined TI and FD to create an accurate model, 

the current study [5] used a separate learning method to combine FD and TI 

before making a final prediction based on heuristic rules. As a result, the 

relationship between inner TI-TI and inner FD-FD is captured without taking 

into account other FD-TI relationships such as MA-EMA, MACD-RSI, and 

U.S.CPI-U.S.FFD. Note that the relationship between MA and the USCPI is not 

captured, despite the fact that there is a latent relationship between the two. 

 

Furthermore, to make an accurate forecast, heuristic prediction rules can 

be used. Because the prediction rules are applied to the dataset 01/11/2017 - 

01/02/2018, there may be some bias in the prediction. Although there were 

almost increasing trends during this time period, the prediction rules seemed to 

fit with the rising trend. Nonetheless, on the dataset 01/08/2017 - 01/04/2018, 

these rules may perform poorly, especially on the downtrend. 

 

By adding FD latent representation to TI as additional weight, 

BERTFOREX can capture relationships across TI-FD. The latent relationship 

TI-FD will be created by learning FD and TI at the same time. BERTFOREX 

can quickly capture all changes between TI, FD, and the target closing price 

because this latent relationship has a frequency equal to the target price. 

Furthermore, the addition of FD to TI in BERTFOREX simulates real-world 

trader behavior, which involves making a decision, analyzing, and forecasting 

by comparing TI and FD side-by-side, resulting in more accurate predictions. 
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When the MA value is inserted into US GDP, BERT2 is used to extract 

the latent relationship between MA and US GDP. BERTFOREX automatically 

interprets this as a significant increase in US GDP. As a result, the MA value 

gradually decreases, while the latent relationship between MA and US GDP 

becomes larger than in the previous time step. 

All of the data obtained is more relevant to a price uptrend than a price 

downtrend, with BERTFOREX's output being a price-increasing signal. 

As a result, BERTFOREX can generate a forecasting signal based on 

the real characteristics of TI and FD input data using TI-FD latent relationship 

extraction in BERT2. As a result, BERTFOREX achieves the highest value 

across all metrics, transforming it into a powerful Forex forecasting model. 
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CHAPTER 6 CONCLUSION 

 

In this paper, we propose BERTFOREX, a Cascading model for Forex market 

forecasting that uses FD and TI and is based on BERT. By taking into account the actual 

characteristics of FD and TI, a new cascade aggregation procedure for FD and TI is 

introduced to enrich the Forex prediction performance, which is similar to real traders' 

behavior. 

Because FD is released quarterly and has an impact on the price, we use BERT 

to learn latent relationships within FD and extract the FD, preventing BERTFOREX 

from having FD absent values. We also add the extracted FD to TI as a weighting factor 

to mimic the behavior of real-world traders, who primarily use TI rather than FD to 

generate forecasts. The TI-FD relationship is extracted using the consecutive BERT and 

then used as input for the prediction task. 

For exchange rate forecasting, BERTFOREX aggregated representation 

provides more accurate results than other Forex forecasting techniques. Because the 

BERTFOREX output representation is almost entirely made up of FD and TI latent 

patterns from the past and is generated from the better extracted hidden relationship of 

FD, it is made up of FD and TI characteristics. These claims are backed up by our 

experimental findings, which show that our BERTFOREX model outperformed many 

other Forex forecasting models. 

In future work, we plan to continue working on the high-frequency Forex 

prediction model. Hourly forecasts, for example. External factors that change the price 

quickly must be handled by the model. When dealing with noisy and chaotic time series, 

high-frequency forecasting is a particularly difficult task. 
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