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CHAPTER I

INTRODUCTION

1.1 Motivation and Literature Surveys

Finding the modular inverse of a polynomial in a polynomial ring over a finite

field Fq with a characteristic p is a classic problem in number theory. However, the

algorithms for finding this problem is not efficiency in term of computational complexity,

especially for high degree polynomials. This modular inverse plays an important role in

error correcting codes and cryptography.

Let Fq be a finite field where q = pm and p is a prime number and Fq[x] be the set

of polynomials over Fq. The Euclidean algorithm is a well-known method for computing

the modular inversion polynomial over Fq. However, its complexity is O(n2 logn), which

is not efficient for large n, where n is the maximum of degrees of the dividend and the

divisor. The algorithm was improved for p = 2 by [1]. The improvement for more general

p was carried out by R.T.Moenck [2]. This algorithm, named Half-GCD, reduces the

performing steps by roughly half compared with the classic Euclidean algorithm. The

cost analysis showed that it has the complexity of O(n log2 n) which is more efficient

than the original Euclidean algorithm for every degree n. Cao and Cao [3] proposed an

iterative algorithm with the complexity of O(n logn) based on Newton idea [4] to find a

modular inverse for the modulo xn of an integer n ≥ 0.

1.2 Research Objective

Following the same idea as that of Cao and Cao, this paper proposes an algorithm

for finding the modular inverse of a polynomial under modulo xp
r − 1, xpr

+ 1, x2pr − 1

for characteristic p, and xn − 1 where p is a prime number and n = 2rd for some r, d ∈ N

for characteristic 2. In other words, given a polynomial f ∈ Fq[x], we want to find the



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2

polynomial g ∈ Fq[x] such that fg ≡ 1 (mod hi) for i = 1, 2, 3, 4, where h1 = xp
r − 1,

h2 = xp
r

+ 1, h3 = x2p
r − 1 and h4 = xn − 1.

1.3 Thesis Overview

This thesis is separated into four chapters organized as follows. First, Chapter

1 gives the motivation, objective and the overall works. Chapter 2 will describe the

previous works and the properties of an algebraic concept used on our works. The main

result of our thesis is organized in Chapter 3, which presents the algorithm for finding a

modular inversion of a given polynomial in a polynomial ring over a finite field. The use

of the algorithm is also illustrated by examples in this chapter. The rest of this thesis is a

conclusion for summarizing our works and the future works which described in Chapter 4.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER II

BACKGROUND KNOWLEDGE

2.1 Algebraic Concept

Algorithms used for calculating the inverse of polynomial modulo xn − 1 where n

is a form of 2rd and r, d is a positive integer, rely on algebra of polynomial rings. So, in

order to explain those, we need to be clear about understanding of fields and polynomial

rings with some more in-depth concepts like finite field and its characteristic. Along with

the algebra, a good understanding of some properties of polynomials is required.

2.1.1 Finite Field

We begin this section by recalling the notion of the finite field and their properties.

For the reference, see [5–9]. Some related definitions are shown in the following.

Definition 2.1. A field is a set F together with two binary operations + and · on F

such that (F,+) is an abelian group with the identity 0 and (F− {0}, ·) is also an abelian

group satisfying the following distributive law holds:

a · (b+ c) = (a · b) + (a · c), for all a, b, c ∈ F,

and for any field F, let F× = F− {0}.

Definition 2.2. Let F be a field. If the number of element in F is infinite, F is called

an infinite field. If the number of elements in F is finite, F is called a finite field or

Galois field.

So, for any finite field, there are additional characteristic starting as follow.

Definition 2.3. Let F be a field and e be its identity. If for any positive integer m,

we have me ̸= 0, then we say that the characteristic of F is 0 or that F is a field of



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4

characteristic 0. If there exists a positive integer m such that me = 0, then the smallest

positive integer p satisfying pe = 0 is called the characteristic of F and F is called a field

of characteristic p.

Example 2.4. All ofQ , R , and C are fields of characteristic 0, and Zp := {0, 1, . . . , p− 1}

is a field of characteristic p.

Theorem 2.5. Let F be any field, then the characteristic of F is either 0 or a prime p.

Corollary 2.6. If F is a finite field, then the characteristic of F is not equal to 0.

Theorem 2.7. Let Fq be a field of characteristic p, p ̸= 0, and a, b be any two polynomials

of Fq[x], then

(a+ b)p = ap + bp.

Similarly, we get the following corollary.

Corollary 2.8. Let Fq be a field of characteristic p, p ̸= 0 and a, b be any two polynomials

of Fq[x], then

(a− b)p = ap − bp.

2.1.2 The ring of polynomials over a finite field

Let Fq be a finite field of q elements, whose characteristic is p. This section intro-

duces the polynomial over Fq. The structure of the set of all polynomials over Fq are

characterized and their properties are presented. For the general reference, we refer to [8].

Consider all polynomials of the form

a0 + a1x+ a2x
2 + ...+ anx

n, ai ∈ Fq

Here ai is called the ith coefficient of the polynomial. In this polynomial n is the largest
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integer for which ai ̸= 0. As such an is called the leading coefficient and n is called

the degree of the polynomial. When the leading coefficient is 1, the polynomial is said

to be monic. A part of a polynomial aixi is called a term. In addition, the set of all

polynomials over Fq forms a ring, with addition and multiplication, called polynomial

ring over Fq[x] and it is denoted by Fq[x], where x is called the indeterminate or

variable. The next lemma presents a property on the degree of a polynomial as follows.

Lemma 2.9. Let f ∈ Fq[x] be a polynomial of degree m ≥ 1 with f(0) ̸= 0. Then there

exists a positive integer e ≤ qm − 1 such that f(x) divides xe − 1.

Definition 2.10. Let f ∈ Fq[x] be a nonzero polynomial. If f(0) ̸= 0, then the least

positive integer e for which f(x) divides xe − 1 is called the order of f and denoted by

ord(f) = ord(f(x)). If f(0) = 0, then f(x) = xhg(x), where h ∈ N and g ∈ Fq[x] with

g(0) ̸= 0 are uniquely determined; ord(f) is then defined to be ord(g).

Theorem 2.11. Let c be a positive integer. Then the polynomial f ∈ Fq[x] with f(0) ̸= 0

divides xc − 1 if and only if ord(f) divides c.

The greatest common divisor of two polynomials over a finite field is defined in the

following.

Definition 2.12. Let f1 and f2 be polynomials over a finite field Fq[x]. The polynomial

g ∈ Fq[x] is a greatest common divisor of f1 and f2 which is denoted by gcd(f1, f2) if

and only if g divides f1 and f2 and for every other element d ∈ Fq[x] such that d divides

f1 and f2, then g is a divisor of d.

We get some results on the divisor of certain polynomials related to the greatest

common divisor of their degrees.

Theorem 2.13. If e1 and e2 are positive integers, then the greatest common divisor of

xe1 − 1 and xe2 − 1 in Fq[x] is xd − 1, where d is the greatest common divisor of e1 and

e2.

Theorem 2.14. Let g, f ∈ F[x], where f ̸= 0. Then there exists a unique z ∈ F[x] such

that z ≡ g (mod f) and deg(z) < deg(f), namely, z := g mod f .
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Theorem 2.15. Let g, f ∈ F[x], with f ̸= 0, and let d := gcd(g, f).

(i) For every h ∈ F[x], the congruences gz ≡ h (mod f) has a solution z ∈ F[X] if and

only if d | h.

(ii) For every z ∈ F[x], we have gz ≡ 0 (mod f) if and only if z ≡ 0 (mod f/d).

(iii) For all z, z′ ∈ F[x], we have gz ≡ gz′ (mod f) if and only if z ≡ z′ (mod f/d).

Part (iii) of Theorem 2.15 gives a cancellation law for polynomial congruences:

if gcd(g, f) = 1 and gz ≡ gz′ (mod f), then z ≡ z′ (mod f).

We may generalize the “mod” operation for accordance with our work as follow. Suppose

g, h, f ∈ F[x], with f ̸= 0, g ̸= 0, and gcd(g, f) = 1. If s is the rational function

h/g ∈ F[x], then we define s mod f to be the unique polynomial z ∈ F[x] satisfying

gz ≡ h (mod f) and deg(z) < deg(f).

Theorem 2.16. (Chinese Remainder Theorem) Let {fi}ki=1 be a pairwise relatively prime

family of non-zero polynomials in F[x], and let g1, . . . , gk be arbitrary polynomial in F[x].

Then there exists a solution g ∈ F[x] to the system of congruences

g ≡ gi (mod fi) (i = 1, . . . , k).

Moreover, any g′ ∈ F[x] is a solution to this system of congruences if and only if g ≡

g′ (mod fi), where f :=
�k

i=1 fi.

2.2 Euclidean Algorithm

The usual and well-known Euclidean division for integers is stated that for integers a, b >

0, there exists unique integers q > 0 and 0 ≤ r < a such that a = bq + r. This statement

can be translated to an analogous version in the ring of polynomials as follows.
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Theorem 2.17. Let Fq be a finite field with characteristic p, let f, g ∈ Fq[x] be polynomials

of degrees ≥ 0 Then there exists unique polynomials pair q, r ∈ Fq[x] such that f = gq+ r

and deg(r) < deg(g).

Proof. In order to prove the following theorem, we first let

f(x) = a0 + a1x+ · · ·+ anx
n,

g(x) = b0 + b1x+ · · ·+ bmxm,

where n = deg(f),m = deg(g), with an ̸= 0, and bm ̸= 0 is a unit in Fq. It should be

noted that bm is the unit which guarantees that the existence of its inverse even though

inverses for other elements do not necessarily exist in R. According to [10], induction on

the degree n is applied to construct the proof.

As the base step of the induction, in the case of n = 0 and deg(g) > deg(f), we let r = f

and q = 0. Also, if deg(f) = deg(g) = 0, we let r = 0 and q = anb
−1
m .

Next, we assume the theorem is proved for all polynomials which the degree is less than

n. Also, we assume that deg(g) ≤ deg(f), because if this is not true, we just let q = 0

and r = f . Now, it can be written as

f(x) = anb
−1
m xn−mg(x) + f1(x),

where n > deg(f1). By applying the induction, we can find q1, r and write f as

f(x) = anb
−1
m xn−mg(x) + q1(x)g(x) + r(x)

with deg(r) < deg(g). Finally, to achieve the proof, we thus define

q(x) = anb
−1
m xn−m + q1(x).

In this respect, the previous theorem above proves only the existence of both q and r.
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However, this makes no claim whether q and r are unique or not. To prove the uniqueness,

see more details in [10], Lang starts by assuming there exists two instances of q and r

such that

f = q1g + r1 = q2g + r2,

where deg(g) > deg(r1) and deg(g) > deg(r2). Reformatting the above equation yields

(q1 − q2)g = r2 − r1.

The leading coefficient of g was assumed to be a unit in R, we can conclude that

deg ((q1 − q2)g) = deg(q1 − q2) + deg(g).

However, we know that deg(g) > deg(r2−r1), and also know that it can be only if

deg(q1−q2) = 0, which means that q1 = q2. Therefore, we have consequently r1 = r2.

Euclidean algorithm is the process of applying Euclidean Division in succession

several times to find the greatest common divisor of polynomials and it is the well-know

method for computing the modular inversion polynomial over Fq which is the main point

of our project. The process of Euclidean algorithm is shown as follow.

Let Fq be a finite field with characteristic p and P0, P1 ∈ Fq[x] where n = degP0 >

degP1 ≥ 0. Then


P0

P1


 M1−−→


P1

P2


 M2−−→


P2

P3


 M3−−→ · · · Mh−1−−−→


Ph−1

Ph


 Mh−−→


Ph

0




where Mi =


Qi 1

1 0


 for some Qi ∈ Fq[x],


 Pi

Pi+1


 = Mi+1


Pi+1

Pi+2


,

for all i ∈ {1, . . . , h− 1}.

We illustrate this Euclidean division algorithm with an example.

Example 2.18. Let Fq = Z2, a(x) = x5 + x4 + x2 + 1 and b(x) = x3 + x+ 1.
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The division algorithm can be performed with the help of the following scheme.

So we can obtain the quotient q(x) = x2 + x + 1 and the remainder r(x) = x2 and the

result can be written as

x5 + x4 + x2 + 1 = (x2 + x+ 1)(x3 + x+ 1) + x2.

For the convenience of writing and computing we denoted the polynomial

anx
n + an−1x

n−1 + · · ·+ a1x+ a0

by simplified form anan−1...a1a0. For example, one can write the polynomials x5 + x4 +

x2+1 and x3+x+1 as 1 1 0 1 0 1 and 1 0 1 1 respectively. Doing this, the above scheme

can be simplified as

However, its complexity is O(n2 logn), which is not efficient for large n, where n

is the maximum of degrees of the dividend and the divisor. The algorithm was improved

for p = 2 by [1].
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2.3 Fast division of polynomials

In Section 2.2, the Euclidean division is one of the key building blocks for the factor-

ization algorithm which presented later. Hence, it is important to have a fast implemen-

tation for it. Using the long division algorithm of polynomials, will yield an asymptotic

complexity of O(deg(a) deg(b)), where a, b ∈ Fq, which for all practical purposes is the

same as O(n2), where n is the maximum degree of their polynomials. Newton’s method is

a numerical method for finding a root of a real-valued function f(x). It starts by approxi-

mating, or just selecting any starting point x0 and then computing next approximation by

forming a tangent line through point (x0, f(x0)) and using the point where this tangent

intersects x-axis as the next approximation. This iterative step can be expressed as

xi+1 = xi −
f(xi)

f ′(xi)
.

Next, when we are given integers a, b > 0, we would like to compute integers q, r ≥ 0

such that a = bq + r and r < b. We observe that q may be computed as q = [a/b],

and when q is known, we can compute r = a−bq. So, to determine the value of q, it

suffices to get a close enough approximation of c = b−1 and then multiply ac and round it

down to the closest integer. This we can achieve by using Newton’s method on function

f(x) = x−1−b. With this, the iterative step is as follows:

xi+1 = xi −
x−1
i − b

−x−2
i

= 2xi − bx2i .

Now, as it turns out, this Newton’s method translates to polynomials over commutative

rings with unity too. In their publication Zhengjun Cao and Hanyue Cao [3] improve upon

some earlier version of this algorithm and provide all missing steps for implementing it.

Details of their work are out of the scope of this thesis, but the resulting algorithm will

be introduced next.

In 2012, an algorithm relied on the first reversing coefficients of a polynomial and com-

puting its modulo with a large power of variable x is proposed by Cao and Cao. Their



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

11

main idea is based on the iterative step of the Newton’s method. In their results, the

reversing coefficients of a polynomial f(x) is denoted with rev(f) = revdeg(f)(f) and can

be achieved with simply calculating xdeg(f)f(x−1). For example:

f(x) = a0 + a1x+ a2x
2 + . . .+ anx

n

rev(f) = xnf
�
x−1

�

= xn
�
a0 + a1x

−1 + a2x
−2 + . . .+ anx

−n
�

= a0x
n + an−1

1 + . . .+ an−1x+ an.

According to Theorem 2.17, the Euclidean division for a polynomial, which states that

let R be a commutative ring, a, b ∈ R[x] be two polynomials with degrees greater than 0,

and b be monic. Up to unit factors, there exists a unique pair of polynomials q, r ∈ R[x]

such that a = bq + r where deg(r) < deg(b).

Cao and Cao begin setting a = bq+r by substituting x with x−1 and by multiplying with

xn, n = deg(a) and m = deg(b). We have

xna(x−1) = (xn−mq(x−1))(xmb(x−1)) + xn−m+1(xm−1r(x−1))

⇔

revn(a) = revn−m(q) · revm(b) + xn−m+1revm−1(r),

which becomes

revn(a) = revn−m(q) · revm(b) mod xn−m+1.

Roughly speaking, Cao and Cao mention that because b is monic, revm(b) has a constant

coefficient 1, and thus, revm(b) is invertible modulo xn−m+1. If we set g ∈ R[x] to be

invertible mod f , we then have to be capable to find a polynomial h ∈ R[x] such that

gh ≡ 1 mod f . This makes

revn−m(q) = revn(a) · revm(b)−1 mod xn−m+1,
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and hence, we have

q = revn−m(revn−m(q)).

In brief, Cao and Cao [3] proposed an iterative algorithm with the complexity ofO(n logn)

based on Newton idea [4] to find a modular inverse for the modulo xn for an integer n ≥ 0.

In the other word, a problem of finding g(x) ∈ R[x] such that fg ≡ 1 mod xn, when

f(x) ∈ R[x] is given, f(0) = 1 and n ∈ N. Furthermore, they observe that when l is a

power of two, if fgi ≡ 1 mod x2
i , then

x2
i��(1− fgi),

x2
i+1��(1− fgi)

2,

x2
i+1��1− f(2gi − fg2i ).

Hence, the iteration step to solve the problem is gi+1 = 2gi−fg2i and i ∈ {0, 1, 2, . . . , l−1}.

This leads to the following result:

Theorem 2.19. Let R be a commutative ring and f, g0, g1, . . . ,∈ R[x], with f(0) =

1, g(0) = 1 and

gi+1 ≡ 2gi − fg2i mod x2
i+1

for all i. Then fgi ≡ 1 mod x2
i for all i ≥ 0.

By Theorem 2.19, we can obtain the following algorithm to compute the inverse of

f mod xl. Note that the log in the pseudo code refers to the binary logarithm.

Algorithm 1 Newton Iteration Algorithm
Input: f ∈ R[x] with f(0) = 1, and l ∈ N.
Output: g ∈ R[x] satisfying fg ≡ 1 (mod xl).
1: Set initial g(0) ← 1, r ← ⌈log l⌉
2: for i = 1, 2, 3, . . . , r do

gi ← (2gi−1 − fg2i−1) rem x2i

3: return gr



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

13

When all these are combined, we get the following algorithm:

Algorithm 2 Fast Division Algorithm
1: If deg(a) < deg(b) return q = 0 and r = a

2: Let m = deg(a)−deg(b) and r = ⌈log(m) + 1⌉
3: Let f = rev(b)

4: for i = 1, 2, 3, . . . , r do
gi ← (2gi−1 − fg2i−1)mod x2i

5: Let s = rev(a)gr mod xm+1

6: return q = xm−deg(s)rev(s) and r = a− bq

Definition 2.20. Let R be a ring. A function M : N → R+ is called a multiplication

time for R[x] if polynomials in R[x] of degree less than n can be multiplied by using at

most M(n) operations in R.

Assume the multiplicative time satisfies

M(n)/n ≥ M(m)/m if n ≥ m, M(mn) ≤ m2M(n),

for all n,m ∈ N>0. So the first inequality yields the superlinearity properties

M(mn) ≥ mM(n), M(m+ n) ≥ M(m) +M(n) and M(n) ≥ n.

We determine the multiplicative time M(n) using Fast Fourier Transform (FFT) is the

same order as O(n logn), where n is the degree of polynomial.

Theorem 2.21. Algorithm 1 improves computational complexity which uses at most

3M(2r) + 2r ∈ O(M(n)) = O(n logn) operations in R, where n = ℓ = 2r.

Proof. Assume that fgi ≡ 1 (mod x2
i

) for all i ≥ 0, then

fgi+1 ≡ 1 (mod x2
i+1

).
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It follow that we can reduce to fgi+1 ≡ 1 (mod x2
i

). Since gcd(f, x2i

) = 1, then

gi+1 ≡ gi (mod x2
i

) (2.1)

for all i ≥ 0. Consider the equation

gi ≡ 2gi−1 − fg2i−1 (mod x2
i

). (2.2)

In step 2 of Algorithm 1 and equation 2.1. The negative of the upper half of fg2i−1 modulo

x2
i is the same as gi and the lower half of gi is the same as the gi−1. So, the cost for one

iteration of the ith step is

• M(2i) for the computation of g2i−1

• M(2i−1) for the computation of product fg2i−1

• 2i−1 for the computation of the negative of upper half of fg2i−1

Thus, we have M(2i) +M(2i−1) + 2i−1 operations in step 2 of Algorithm 1. So the total

running time for this algorithm is

r�

i=1

�
M(2i) +M(2i−1) + 2i−1

�
≤

r�

i=1

�
3

2
M(2i) + 2i−1

�

≤
�

r�

i=1

2i−r

��
3

2
M(2r) + 2r−1

�

< 3M(2r) + 2r

∈ O (M(2r)) = O (n logn)

Hence the complexity of Newton iterative algorithm is O(n logn) as required.
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2.4 Half-GCD algorithm

Let a ∈ Fq[x] and b ∈ Fq[x] be the dividend and the modulus, respectively. The

algorithm first determine a regular 2× 2 matrix, M , which reduces gcd(a, b) to gcd(c, d)

where c, d ∈ Fq[x], deg c ≥ (deg a)/2 > deg d, and M [a b]′ = [c d]′. Its complexity is

O(n log2 n) which is more efficient than the original Euclidean algorithm for all degree n.

The following figure describe the algorithm of Half-GCD and the Euclidean steps.

Let Fq be a finite field with characteristic p and P0, P1 ∈ Fq[x] where n = degP0 >

degP1 ≥ 0. Then


P0

P1


 M1−−→


P1

P2


 M2−−→ · · · Mk−−→


 Pk

Pk+1


 Mk+1−−−→


Pk+1

Pk+2


 Mk+2−−−→ · · · Mh−1−−−→


Ph−1

Ph


 Mh−−→


Ph

0




where Mi =


Qi 1

1 0


 for some Qi ∈ Fq[x],


 Pi

Pi+1


 = Mi+1


Pi+1

Pi+2


,

for all i ∈ {1, . . . , h− 1} and degPk ≥ degP0

2
> degPk+1.

The Half-GCD algorithm can be written in the following pseudo code with these notations.

• Let ∥A∥ denote the degree of polynomial A ∈ F[x].

• A regular matrix M is a product of zero or more elementary matrices

M = M1M2 . . .Mk, k ≥ 0

• (A div B) donote the quotient of A divided by B.

• (A mod B) denote the remainder of A divided by B.
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Algorithm 3 Algorithm Polynomial HGCD(A,B)
Input: A,B are univariate polynomials with ∥A∥ > ∥B∥ ≥ 0.
Output: a regular matrix M which reduces (A,B) to (C ′, D′) where ∥C ′∥, ∥D′∥

straddle ∥A∥/2.
1: m ←

�∥A∥
2

�
; {This is the magic threshold}

if ∥B∥ < m then return (E);

2:

�
A0

B0

�
←

�
AdivXm

BdivXm

�
.

{now ∥A0∥ = m′ where m+m′ = ∥A∥}
R ← hGCD(A0, B0);
{
�
m′
2

�
is the magic threshold for this recursive call}�

A′

B′

�
← R−1

�
A

B

�
;

3: if ∥B′∥ < m then return (R);

4: Q ← A′divB′;

�
C

D

�
←

�
B′

A′ mod B′

�
;

5: l ← ∥C∥; k ← 2m− l; {now l −m <
�
m′
2

�
}

6: C0 ← CdivXk;D0 ← DdivXk; {now ∥C0∥ = 2(l −m)}
S ← hGCD(C0, D0);
{l −m is magic threshold for this recursive call.}

7: M ← R · ⟨Q⟩ · S; return (M);
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Algorithm 4 Polynomial co-GCD Algorithm
Input: A pair of polynomials with degP0 > degP1.
Output: A regular matrix M = co-GCD(P0, P1) such that

�
P0

P1

�
M−→

�
GCD(P0, P1)

0

�
.

1: Compute M0 ← hGCD(P0, P1).
2: Recover P2, P3 via

�
P2

P3

�
← M−1

0

�
P0

P1

�
.

3: if P3 = 0 then return (M0).
else, perform one step of the Euclidean algorithm,

�
P2

P3

�
M1−−→

�
P3

P4

�
.

where M1 is an elementary matrix.
4: if P4 = 0 then return (M0M1).

else, recursively compute M2 ← co-GCD(P3, P4)

return (M0M1M2).

For the complexity analysis, the Half-GCD algorithm make two recursive calls to

itself. The work in each call to the algorithm, exclusive of recursion, is O(n logn). Hence

the computational complexity T ′(n) of this Half-GCD algorithm satisfies

T ′(n) = 2T ′(n/2) +O(n logn) = O(n log2 n).

Assume that T ′(αn) = O(αT ′(n)) for all constant α, then the computational complexity

T (n) of the co-GCD algorithm satisfies

T (n) = T ′(n) +O(n logn) + T (n/2)

= O(T ′(n) + T ′(n/2) + T ′(n/4) + · · · )

= O(T ′(n) +
1

2
T ′(n) +

1

4
T ′(n) + · · · )

= O(2T ′(n)) = O(T ′(n))

Theorem 2.22. The computational complexity of the Half-GCD algorithm is O(n log2 n).



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER III

MAIN RESULTS

3.1 Polynomial Modular Inversion

This section proposes the main result given in Theorem 3.1, 3.3, 3.4 and 3.5 for

finding a modular inverse of a polynomial f in Fq[x] under the modulo xp
r − 1, xpr

+ 1,

x2p
r − 1 and xn − 1 where n = 2rd for some r, d ∈ N. The key idea of the proof is similar

to that presented by Cao and Cao; see [3]. The two main differences between their results

and ours are the modulo and its domain. Their modulo is xn and the problem domain is

a polynomial ring over a ring, while our modulo is xn − 1 and our problem domain is a

polynomial ring over a finite field.

Theorem 3.1. Let f(x) be a polynomial over Fq of characteristic p. If f(1) ̸= 0 and

there exists a sequence {gi(x)}i≥0 of polynomials in Fq[x] with g0 = f(1)−1 satisfying the

iterative congruent relation

gi+1 ≡ fp−1gpi (mod xp
i+1 − 1) (i ≥ 0), (3.1)

if and only if gi is an inverse of f satisfying fgi ≡ 1 (mod xp
i − 1) for all i ≥ 0.

Proof. Assume that f(1) ̸= 0. Let {gi(x)}i≥0 be a sequence of polynomials over Fq with

g0 = f(1)−1 satisfying the iterative congruent relation

gi+1 ≡ fp−1gpi (mod xp
i+1 − 1) (i ≥ 0).

With the assumption g0 = f(1)−1, we have f(x)g0(x) = f(x)/f(1). Since f(1) ̸= 0, we

obtain that 1 is a root of f(x)/f(1)− 1. i.e., f(x)g0(x) ≡ 1 (mod x− 1). Next, let i ≥ 0.
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Assume that fgi ≡ 1 (mod xp
i − 1). Then, there exists h ∈ Fq[x] such that

fpgpi − 1 = (fgi − 1)p = ((xp
i − 1)h)p = (xp

i+1 − 1)hp.

This implies that fpgpi ≡ 1 (mod xp
i+1 − 1). Since, by assumption, gi+1 ≡ fp−1gpi

(mod xp
i+1 − 1), we get fgi+1 ≡ 1 (mod xp

i+1 − 1).

Conversely, assume that fgi ≡ 1 (mod xp
i − 1) for all i ≥ 0. For i = 0, we

immediately obtain that f(1) ̸= 0 and it follows that g0(x) can be formed a constant

1/f(1) ∈ Fq. Set g0 = 1/f(1). For i ≥ 1, by assumption, we have fgi ≡ 1 (mod xp
i − 1),

i.e. there exists h ∈ Fq[x] such that 1− fgi = (xp
i − 1)h. This implies that

(xp
i+1 − 1)hp = ((xp

i − 1)h)p = (1− fgi)
p = 1− fpgpi = 1− f(fp−1gpi ).

Since fgi+1 ≡ 1 (mod xp
i+1 − 1), we can choose gi+1 = fp−1gpi . By the induction on i,

the proof is complete.

The computational algorithm for Theorem 3.1 is shown in the following pseudo code.

Algorithm 5 Iterative algorithm for Theorem 3.1
Input: r ∈ N0 and f ∈ Fq[x] with f(1) ̸= 0.
Output: g ∈ Fq[x] satisfying fg ≡ 1 (mod xpr − 1).
1: Set initial g0 ← (f(1))−1

2: for i = 1, 2, 3, . . . , r do
gi ← f p−1gpi−1 rem (xpi − 1)

3: return gr

The implementation of the algorithm is illustrated in the examples below.

Example 3.2. Given f(x) = x2 + x + 2 and h(x) = x27 − 1 under Fq[x] = F9[x].

To seek a polynomial g which makes fg ≡ 1 (mod h). Applying Theorem 3.1 yields

g0 = 1/f(1) = 1, and the sequence {gi}i≥1 can be calculated as follows.
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• For g1 ≡ fp−1gp0 = (x2+x+2)2 ≡ 2x2+2x (mod x3−1), there exists g1 = 2x2+2x.

• For g2 ≡ fp−1gp1 = (x2 + x+ 2)2(2x2 + 2x)3 ≡ x8 + x7 + x5 + 2x4 + 2x3 + 2x+ 1

(mod x9 − 1), there exists g2 = x8 + x7 + x5 + 2x4 + 2x3 + 2x+ 1.

• For g3 ≡ fp−1gp2 = (x2+x+2)2(x8+x7+x5+2x4+2x3+2x+1)3 ≡ 2x26+2x25+

2x23+x22+x21+x19+2x18+2x17+2x15+x14+x13+x11+2x10+2x9+2x7+x6+

x5+x3+2x2+2x (mod x27−1), there exists g3 = 2x26+2x25+2x23+x22+x21+

x19+2x18+2x17+2x15+x14+x13+x11+2x10+2x9+2x7+x6+x5+x3+2x2+2x.

It should be noted that this process provides the sequence {gi}i≥1 which are the inversion

of f under modulo x3
i − 1, respectively. For instance, given r = 100 or other words

h(x) = x3
100 − 1, we can continue this process until we have g100. Thus, g = g100 is a

polynomial modular inversion modulo x3
100 − 1, as required.

We change our focus to another interesting case of modulo, i.e., mod (xpi

+ 1).

Note that xp
i

+ 1 is congruent to xp
i − 1 in the case of p = 2. Theorem 3.3 gives an

iterative method for polynomials modular inversion modulo xp
i

+ 1 over a finite field. In

addition, Theorem 3.4 presents an iterative method for polynomials modular inversion

modulo x2p
i − 1 over a finite field by applying Theorems 3.1 and 3.3.

Theorem 3.3. Let f(x) be a polynomial over Fq. If f(−1) ̸= 0 and there exists a sequence

{hi(x)}i≥0 of polynomials in Fq[x] with h0 = f(−1)−1 satisfying the iterative congruent

relation

hi+1 ≡ fp−1hpi (mod xp
i+1

+ 1) (i ≥ 0), (3.2)

if and only if hi is an inverse of f satisfying fhi ≡ 1 (mod xp
i

+ 1) for all i ≥ 0.

Proof. Assume that f(−1) ̸= 0. Let {hi(x)}i≥0 be a sequence of polynomials over Fq

with h0 = f(−1)−1 satisfying the iterative congruent relation

hi+1 ≡ fp−1hpi (mod xp
i+1

+ 1) (i ≥ 0).
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With the assumption h0 = f(−1)−1, we have f(x)h0(x) = f(x)/f(−1). Since f(−1) ̸= 0,

we obtain that −1 is a root of f(x)/f(−1) − 1. i.e., f(x)h0(x) ≡ 1 (mod x + 1). Next,

let i ≥ 0. Assume that fhi ≡ 1 (mod xp
i

+ 1). Then, there exists k ∈ Fq[x] such that

fphpi + 1 = (fhi + 1)p = ((xp
i

+ 1)k)p = (xp
i+1

+ 1)kp.

This implies that fphpi ≡ 1 (mod xp
i+1

+ 1). Since, by assumption, hi+1 ≡ fp−1hpi

(mod xp
i+1

+ 1), we get fhi+1 ≡ 1 (mod xp
i+1

+ 1).

Conversely, assume that fhi ≡ 1 (mod xp
i

+ 1) for all i ≥ 0. For i = 0, we

immediately obtain that f(−1) ̸= 0 and it follows that h0(x) can be formed a constant

1/f(−1) ∈ Fq. Set h0 = 1/f(−1). For i ≥ 1, by assumption, we have fhi ≡ 1 (mod xp
i

+

1), i.e. there exists k ∈ Fq[x] such that 1− fhi = (xp
i

+ 1)k. This implies that

(xp
i+1

+ 1)kp = ((xp
i

+ 1)kp = (1 + fhi)
p = 1 + fphpi = 1 + f(fp−1hpi ).

Since fhi+1 ≡ 1 (mod xp
i+1

+ 1), we can choose hi+1 = fp−1hpi . By the induction on i,

the proof is complete.

Theorem 3.4. Given a prime number p greater than 2. Let i ≥ 1 and assume that gi

and hi be polynomials modular inversion modulo xp
i − 1 and modulo xp

i

+1, respectively.

If

ji ≡ −1

2
hi(x

pi − 1) +
1

2
gi(x

pi

+ 1) (mod x2p
i − 1),

then ji is a polynomial modular inversion modulo x2p
i − 1, i.e.,

fji ≡ 1 (mod x2p
i − 1).

Proof. Suppose that

fji ≡ f

�
−1

2
hi(x

pi − 1) +
1

2
gi(x

pi

+ 1)

�
(mod x2p

i − 1).
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Since fhi ≡ 1 (mod xp
i

+ 1) and fgi ≡ 1 (mod xp
i − 1), we obtain that

fhi(x
pi − 1) ≡ (xp

i − 1) (mod x2p
i − 1)

fgi(x
pi

+ 1) ≡ (xp
i

+ 1) (mod x2p
i − 1).

This implies that fji ≡ −1
2(x

pi − 1) + 1
2(x

pi

+ 1) = 1 (mod x2p
i − 1), as required.

Let F be a finite field with characteristic 2. Consider the case of polynomial

modular inversion modulo x2
rd − 1. Let

n = 2rd ∈ N for some r, d ∈ N.

We can use Half-GCD algorithm (for the best now) for computing the inverse of f modulo

xd − 1 and continue with the problem of polynomial modular inversion modulo x2
rd − 1

which describe in the next theorem.

Theorem 3.5. Let Fq be a finite field with characteristic 2. Let f, g0 ∈ Fq[x] satisfying

fg0 ≡ 1 (mod xd − 1), where d is a natural number. If

gi+1 ≡ fg2i (mod x2
i+1d − 1), for all i ∈ {0, 1, 2, . . . , r − 1}.

Then gi is a polynomial modular inversion modulo x2
id − 1, i.e.,

fgi ≡ 1 (mod x2
id − 1), for all i ∈ {0, 1, 2, . . . , r}.

Proof. Let Fq be a finite field with characteristic 2 and let {gi(x)}i≥0 be a sequence of

polynomials over Fq satisfying the iterative congruent relation

gi+1 ≡ fg2i (mod x2
i+1d − 1), (i ≥ 0).



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

23

In the case of i = 0 has claimed by the assumption, fg0 ≡ 1 (mod xd − 1). Next, let

i > 0. Assume that fgi ≡ 1 mod x2
id − 1. Then, there exists k ∈ Fq[x] such that

f2g2i − 1 = ((x2
id − 1)k)2

= (x2
i+1d − 1)k2

This implies that f2g2i ≡ 1 (mod x2
i+1d − 1). By assumption, gi+1 ≡ fg2i (mod x2

i+1d −

1), we have fgi+1 ≡ f2g2i (mod x2
i+1d − 1). Hence, fgi+1 ≡ 1 (mod x2

i+1d − 1) as

required.

The computational algorithm for the polynomial modular inversion modulo xn− 1 where

n is a natural number, which used Theorem 3.5 is shown in the following pseudo code.

Algorithm 6 Iterative algorithm for modular inversion of f modulo xn − 1

Input: n ∈ N with the form of n = 2rd for some r, d ∈ N, and f ∈ Fq[x] with
f(1) ̸= 0.

Output: g ∈ Fq[x] satisfying fg ≡ 1 (mod xn − 1).
1: Compute inverse of f modulo xd − 1 by using Half-GCD algorithm.
2: Set initial g0 be an inverse of f modulo xd − 1

3: for i = 1, 2, 3 . . . , r do
gi ← fg2i−1 rem (x2id − 1)

4: return gr

3.2 On Cost Analysis

Referring to the cost analysis of Cao and Cao [3], the definition of multiplication

time and its properties are required to analyze the multiplication time of Algorithm 5 and

Algorithm 6.

Definition 3.6. Let Fq be a finite field of characteristic p. A function M : N → R+ is

called a multiplication time for Fq if polynomials in Fq[x] of degree less than n can be

multiplied by using at most M(n) operations in Fq.
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Throughout this section, the function M is defined by the above definition, Fq is a

finite field of characteristic p and we determine the multiplicative time M(n) using Fast

Fourier Transform (FFT) as O(n logn), where n is the degree of polynomial. [11] To find

the multiplication time of the above algorithms, the following sufficient properties are

needed.

M(mn) ≥ mM(n), M(m+ n) ≥ M(n) +M(m), and M(n) ≥ n,

for all n,m ∈ N.

Lemma 3.7. Let Fq be a finite field of characteristic p. Let {gi}i≥0 be a sequence of

polynomials over Fq[x] with g0 = 1 and f be a polynomial over Fq[x] with f(1) = 1. If

fgi ≡ 1 (mod xp
i−1) for all i ≥ 0, then the sequence {gi} satisfies the iterative congruent

relation

gi+1 ≡ gi (mod xp
i − 1) for all i ≥ 0. (3.3)

Proof. Assume that fgi ≡ 1 (mod xp
i −1) for all i ≥ 0, then, fgi+1 ≡ 1 (mod xp

i+1 −1).

We can reduce to fgi+1 ≡ 1 (mod xp
i − 1). Since gcd(f, xpi − 1) = 1, then we have

gi+1 ≡ gi (mod xp
i − 1) for all i ≥ 0.

Theorem 3.8. Algorithm 5 correctly computes the inverse of f modulo xp
r − 1 which

uses O (M(pr)) = O(n logn) multiplicative operations in Fq with characteristic p.

Proof. In step 2 of Algorithm 5. For the ith step,

gi ≡ fp−1gpi−1 (mod xp
i − 1). (3.4)

The cost for one iteration of the ith step is

• ⌈log2 p⌉M(pi) for the computation of gpi−1

• ⌈log2(p− 1)⌉M(pi) for the computation of fp−1
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• M(pi) for the product fp−1gpi−1 modulo (xpi − 1)

Thus, we have (⌈log2 p⌉ + ⌈log2(p− 1)⌉ + 1)M(pi) operations in step 2 of Algorithm 5.

So the total running time for this algorithm is

r�

i=1

(⌈log2 p⌉+ ⌈log2(p− 1)⌉+ 1)M(pi)

<

r�

i=1

(log2 p+ log2(p− 1) + 3)M(pi)

=

r�

i=1

�
log2(8p2 − 8p)

�
M(pi)

≤
�

r�

i=1

pi−r

�
�
log2(8p2 − 8p)M(pr)

�

<

��
p

p− 1

�
log2(8p2 − 8p)

�
M(pr)

Since p is constant, then
�

p

p− 1

�
log2(8p2 − 8p) is a constant too. So,

��
p

p− 1

�
log2(8p2 − 8p)

�
M(pr) ∈ O(M(pr))

= O(M(n))

= O(n logn)

which for the practical purpose is the same as O(n logn), where n = pr is the degree of

polynomials as required.

Theorem 3.9. The computational complexity for computing the inverse of f modulo

xp
r

+ 1 is O(n logn) where n = pr is a degree of the polynomial.

Proof. In the same way of Theorem 3.8, we can complete the proof.

Consider in Theorem 3.5 with characteristic 2, we obtain the complexity of this

lemma using the relation of gi as follow.
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Lemma 3.10. Let Fq be a finite field of characteristic 2. Let {gi}i≥0 be a sequence of

polynomials over Fq[x], f be a polynomial over Fq[x] with f(1) = 1 satisfying fg0 ≡ 1

(mod xd − 1), where d is a natural number. If fgi ≡ 1 (mod x2
id − 1) for all i ≥ 0, then

the sequence {gi} satisfies the iterative congruent relation

gi+1 ≡ gi (mod x2
id − 1) for all i ≥ 0. (3.5)

Proof. Assume that fgi ≡ 1 (mod x2
id − 1) for all i ≥ 0. Then fgi+1 ≡ 1 (mod x2

i+1d −

1). So fgi+1 ≡ 1 (mod x2
id − 1). Since gcd(f, x2id − 1) = 1, then we have gi+1 ≡ gi

(mod x2
id − 1) for all i ≥ 0.

Theorem 3.11. Theorem 3.5 yields the complexity to compute an inverse of f modulo

x2
rd − 1 for some r, d ∈ N, which uses at most O(d log2 d) + O(n logn) multiplicative

operation in Fq where n = 2rd for some r, d ∈ N.

Proof. We first compute the complexity of computing inverse of f modulo xd − 1 using

Half-GCD algorithm, which is O(d log2 d). For the ith step of step 3 of Algorithm 6,

gi ≡ fg2i−1 (mod x2
id − 1). (3.6)

The cost for one iteration of the ith step is

• M(2id) for the computation of g2i−1

• M(2id) for the product of fg2i−1 modulo (x2id − 1)

Thus, we have M(2id) +M(2id) = 2M(2id) operations in step 3 of Algorithm 6. So the

total running time for this algorithm is

O(d log2 d) +
r�

i=1

�
2M(2id)

�
≤ O(d log2 d) +

�
r�

i=1

2i−r

�
�
2M(2id)

�

< O(d log2 d) + 4M(2rd)

∈ O(d log2 d) +O (M(2rd))
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which the same order as O(d log2 d) +O (n logn), where n = 2rd for some r, d ∈ N. We

can classify the computational complexity of the above algorithm,

O(d log2 d) +O (n logn)

depending on the cases of d as follows.

• If d is constant, then the term of O(d log2 d) is constant too and it will be absorbed

to the order of O (n logn). So the computational complexity of this algorithm is

O(n logn).

• If d is linear, the order of d is the same as n, then the term of O (n logn) will

be absorbed to the first term, O(d log2 d) = O(n log2 n). So the computational

complexity of this algorithm is O(n log2 n).

• If d is the form of n1−ϵ for some ϵ > 0, then we can write the term of O(d log2 d)

as O(n1−ϵ log2(n1−ϵ)) = O(n1−ϵ(1 − ϵ)2 log2(n)). Since (1 − ϵ)2 is a constant

term, so O(n1−ϵ log2(n)) = O(
logn
nϵ

(n logn)) which has the growth rate slower

than O(n logn)) as n → ∞. Hence the term of O(d log2 d) will be absorbed to the

O(n logn). So the computational complexity of this algorithm is O(n logn).

3.3 Experiments and results

This table shows the example of running times for computing the polynomial mod-

ular inversion modulo xn − 1 where n = 2rd for some r, d ∈ N, comparing with the

Half-GCD algorithm.
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As the above table, we use the Sagemath program for computing the results, set F2

be the field and then we compute by using f = x7 + x3 + 1 ∈ F2[x] as a fixed input.

We can deduce that at the large degree n of the polynomials, Algorithm 6 can

enhance the less times for computing the polynomial modular inversion modulo xn − 1

where n = 2rd for some r, d ∈ N, which has the more efficient algorithm than the original

Half-GCD algorithm.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER IV

CONCLUSIONS AND FUTURE WORK

4.1 Conclusions

In this work, studies a modular inversion problem for a polynomial in the ring of

polynomial under particular modulo. Rigorously, let Fq be a field with characteristic p,

given f ∈ Fq[x], this thesis presents the iterative algorithm, as shown in Theorem 3.1, 3.3,

3.4 and 3.5 to find its modular inverse g ∈ Fq[x], where fg ≡ 1 (mod hi) for i = 1, 2, 3, 4,

where h1 = xp
r − 1, h2 = xp

r

+ 1, h3 = x2p
r − 1 and for characteristic 2, h4 = xn − 1

where n = 2rd for some r, d ∈ N. In addition, the cost analysis in term of computational

complexity of the algorithm for these modulus is in the same order as that of Cao and

Cao, O(n logn). This indicates that the algorithm is computationally cheaper than the

Half-GCD algorithm.

4.2 Future work

We know that every natural number n ≥ 0 can be written as v+1 or 2rd where v is

an even number and d, r ∈ N. So we can find the polynomial modular inversion modulo

xn − 1 by classifying and repeating between these cases: polynomial modular inversion

modulo xv+1 − 1 and x2
rd − 1 with the assumptions of existing of polynomial modular

inversion modulo xv − 1 and xd − 1 respectively.

However, we focus on only the case of n ∈ N with the form of n = 2rd for some

r, d ∈ N. We used the Half-GCD algorithm for computing the first step (inverse of

f modulo xd − 1) and continue with the problem of the polynomial modular inversion

modulo x2
rd − 1. So, the case of finding algorithm for the polynomial modular inversion

modulo xv+1 − 1 with the assumption of existing of the polynomial modular inversion

modulo xv − 1 instead of recalling the Half-GCD algorithm, we will left as a future work.
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Moreover, we provide some possible future works related to this thesis. Similar to

this work, the idea can be extended to obtain an algorithm for computing the modular

inverse of a polynomial in a ring of polynomials over a finite field Fq with a characteristic

p under modulo xℓ − 1 and xℓ + 1, where ℓ ∈ N.
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