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Chapter 1

INTRODUCTION

1.1 Motivation

Model Predictive Control (MPC), also known as Moving Horizon Control (MHC) or Receding Hori-

zon Control (RHC), has been adopted in industry as an effective means to deal with multivariable

constrained control problems. There are many applications of predictive control successfully in use

at present, especially in process industry, such as in the cement industry, drying towers, robot arms [1]

or in distillation columns, PVC plants, steam generators [2, 3].

Due to its advantages over other control methods and some new and very promising results,

one can think that MPC will experience greater expansion in the near future. However, it also has its

drawbacks. One of these is that its implementation needs some computational complexities. When

constraints are considered, the amount of computation required is even higher. This is not a problem

for the research community where mathematical packages are fully available but a drawback for

the use of the technique by control engineers in practice. Another disadvantage is the need for an

appropriate model of the plant. Since the design algorithm is based on the prior knowledge of the

model, it is obvious that the obtained benefits will be affected by the plant-model mismatch. Because

of the above reasons, we are interested in doing research on the synthesis of robust constrained model

predictive controllers (RCMPC) using Linear Matrix Inequalities. The proposed technique will be

applied to some typical examples to demonstrate the effectiveness of the derived control law.

1.2 Literature Review

Model Predictive Control is an effective multivariable constrained control algorithm in which a dy-

namic optimization problem is solved on-line. At each sampling time, MPC uses an explicit process

model to compute process inputs so as to optimize future plant behavior over a time interval known

as the prediction horizon [4]. The system then implements the first control of the optimal control

sequences and repeats the above procedures using the concept of ‘receding horizon’. The employ-

ment of receding horizon control, however, does not inherently guarantee the closed-loop stability,

especially when constraints on input and output are considered. Besides the stability, the robust-

ness of the MPC algorithm to model uncertainty is an important issue, since MPC model is only an

approximation of the real process [5, 6].

Robust constrained MPC has been studied extensively [5]. To guarantee robust stability, ad-

ditional stability constraints must be imposed. For a finite input horizon, the strategy is to use the

previous optimal input sequence at time k as a feasible input sequence at time k + 1, and force

the feasible cost at time k + 1 less than the optimal cost at time k in the presence of model uncer-
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tainty [7, 8]. For an infinite input and output horizon, a state feedback control law must be adopted

to facilitate a finite dimensional formulation [9]. At each sampling time, an optimal upper bound on

the worst case performance cost over the infinite horizon is obtained by forcing a quadratic function

of the state to decrease at each prediction time by at least the amount of the worst case performance

cost at that prediction time. If the optimal feedback law computed at time k is applied at time k + 1,

the feasible upper bound at time k + 1 must be less than the optimal upper bound at time k [9]. This

approach was extended to Linear Parameter Varying (LPV) systems, in which the current model is

known exactly, but the future models are uncertain [10].

For both finite and infinite horizon MPC, to guarantee robust asymptotic stability of the closed-

loop system, the same optimality argument is used, that is the optimal cost at time k + 1 must be less

than or equal to the feasible cost at time k + 1. This argument is valid only for the case where

the optimal cost is based on the true state or based on the estimated state whose error dynamics are

independent of and much faster than the system dynamics [11].

For an output feedback system, MPC design involves two separate designs, namely, design

of a controller assuming all state elements are available and design of an estimator to reconstruct

the state given a partial measurement [4, 12]. Thus at each sampling time, MPC computes optimal

control moves based on the prediction of the estimated state over a fixed time horizon. It is well

known that the combination of the separately designed controller and estimator has no stability mar-

gins [13]. Specifically, for systems with polytopic uncertainty or norm-bound uncertainty, supposing

a robust constrained state feedback MPC [9] and an estimator based on a nominal model are de-

signed separately, the error dynamics of the estimator are dependent on the systems dynamics, and

the estimator is no longer valid. Since the optimal cost based on the estimated state may not be the

optimal cost based on the true state, monotonic decrease of the performance cost based on the true

state is not guaranteed. As a result, controller designers have to analyze the robust stabilizability of

the combined MPC and estimator for each specific design. But unlike H2 and H∞ linear optimal

control [14] which have an easily implementable linear feedback law, robust MPC requires on-line

optimization and has no explicit off-line form of feedback control law. Furthermore, because of the

nonlinearities of input and output constraints, the implicit MPC control law is nonlinear in nature.

All of these factors make it very difficult to analyze the robust stability of the closed-loop system

with output feedback MPC [5]. To avoid the interdependency of the controller and estimator, Zheng

and Morari [15] choose the finite impulse response (FIR) model, where the input prediction in the

controller is only based on the current measurement and the past input, and no estimator is involved

in the control problem formulation.

On the other hand, rich theory exists for robust output feedback control of linear systems, e.g.

H∞ theory [16]. There have been efforts to extend H∞ synthesis to handle input saturations [17].

But unlike MPC, H∞ control aims to obtain a linear feedback control law and an estimator off-

line. Input saturation nonlinearities have to be formulated as polytopic model uncertainty [17], which

leads to conservatism in handling input constraints. Moreover, the robust constrained output feedback

controller synthesis has to be formulated into bilinear matrix inequalities, which are generally non-
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convex with numerical properties usually hard to characterize [17].

From the preceding review, we see that the on-line determination of control actions makes it

possible to handle input and output constraints explicitly, while the existence of an off-line control law

makes it possible to analyze robust stability of the output feedback system. Current MPC algorithm

and H∞ theory possess one property but lack the other. In this thesis, we present a technique for

robust constrained output feedback MPC synthesis that enjoys both properties. This scheme consists

of an off-line part and an on-line part. Off-line, we design a sequence of state feedback laws and a state

estimator that satisfy a robust stability criterion for the closed-loop system. On-line, a specific control

law is determined from the sequence of state feedback laws based on the current estimated state with

explicit satisfaction of the input and output constraints. The advantage of this design procedure is

that the bilinear matrix inequality problem [17] can be reduced to a robust constrained state feedback

MPC synthesis - an LMI minimization problem [9] and a robust stability test of the closed-loop

system with the combined off-line control laws and estimator - an LMI feasibility problem, both of

which are convex and can be solved effectively in polynomial time [18, 19].

Moreover, state feedback RCMPC has been studied extensively in [9,20,21]. The main idea is

to design a state-dependent state feedback control law that maintains the state vector inside invariant

feasible sets. However, since the invariant set constructed to guarantee stability is derived by using

a single quadratic Lyapunov function, this method may lead to conservative results. In order to

reduce the conservatism, Cuzzola et al. come up with an improved approach for RCMPC synthesis

that uses several Lyapunov functions each one corresponding to a different vertex of the uncertainty

polytope [22]. At the same time, they impose constraints on control input and output despite the

use of many Lyapunov functions. Unfortunately, their method turns out to be applicable only for

uncertain time-invariant systems [23].

In this thesis, we extend the results in [22, 23] to design a RCMPC algorithm for uncertain

time-varying systems. The control algorithm employs a parameter-dependent Lyapunov function,

so it yields less conservative results than the algorithm using a single Lyapunov function [9]. In

particular, we will show via numerical examples that the developed algorithm is effective because it

provides not only improved performance but also a robustness guarantee for a wider range of uncertain

time-varying parameters.

1.3 Objectives

The primary objective of this thesis is to synthesize a robust model predictive controller for linear

time-varying systems in the presence of model uncertainty and constraints on the input and output.

The control technique uses a parameter-dependent Lyapunov function that corresponds to the vertices

of polytopic uncertainty set. The proposed method not only guarantees robust stability of the sys-

tem but also improves the system performance compared to the technique which employs a single

Lyapunov function. These controllers are designed and applied to several illustrative examples.
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1.4 Scope of Thesis

1. The thesis deals with uncertain linear time-varying systems subject to input and output con-

straints. The objective function is defined as an infinite horizon linear quadratic objective.

2. The design problem is solved within the framework of Robust Constrained Model Predictive

Control with both control structures, namely state feedback and output feedback.

3. The proposed technique is applicable to a broad class of uncertain systems, from mechani-

cal systems to chemical processes, from slow and small-scale systems to fast and large-scale

processes.

4. The computational tool used in the thesis is the MATLAB LMI solver.

1.5 Methodology

1. Study related literature on RCMPC including model of uncertain systems, constraints, robust

synthesis and robust analysis.

2. Formulate the design problem into convex optimization problems involving Linear Matrix In-

equalities.

3. To improve the system performance, the control method uses a parameter-dependent Lyapunov

function instead of a single Lyapunov function.

4. Develop a computer program for implementing RCMPC algorithms.

5. Compare the results with existing control methods.

1.6 Contributions

The expected contributions from this thesis are:

1. A method for designing and implementing RCMPC with improved performance and less con-

servative results

2. An off-line approach that reduces on-line computational burden and gives capability to carry

out performance analysis to study the closed-loop behavior.

3. A computational tool for RCMPC used for several applications.



Chapter 2

BASIC KNOWLEDGE

A theory with some important tools and concepts is presented in this chapter. Section 2.1 introduces

the principle of predictive controllers. Section 2.2 explains briefly some robustness issues of Model

Predictive Control. Two model representations for uncertain systems are described in section 2.3.

Section 2.4 presents the Linear Matrix Inequalities theory, which will be used frequently in the next

chapters. Finally, the Lyapunov stability for discrete systems is given in section 2.5. This will help to

analyze and understand the results presented in the thesis.

2.1 Model Predictive Control

Model Predictive Control (MPC) is formulated as the repeated solution of an open-loop optimal con-

trol problem subject to system dynamics and input and output constraints. Fig. 2.1 depicts the basic

idea behind MPC. Based on measurements obtained at time k, the controller predicts the dynamic

behavior of the system over a prediction horizon Np in the future and determines (over a control hori-

zon Nm ≤ Np) the input such that a predetermined open-loop performance objective in minimized.

If there was no disturbances and no plant-model mismatch, and if the optimization problem could be

solved over an infinite horizon, then the input signal found at k = 0 could be open-loop applied to the

system for all k ≥ 0. However, due to disturbances, plant-model mismatch and the finite prediction

horizon, the actual system behavior is different from the predicted one. To incorporate feedback,

the optimal open-loop input is implemented only until the next sampling time. Using the new system

state at time k+1, the whole procedure - prediction and optimization - is repeated, moving the control

and prediction horizon forward.

2.1.1 Objective Function

This thesis will deal with the case of infinite control and prediction horizon (i.e. Nu = Np = ∞).

The control objective will be, therefore, to minimize an infinite horizon linear quadratic (LQ) cost

function

JLQ(k) =
∞∑
i=0

xT (k + i|k)Qx(k + i|k) + uT (k + i|k)Ru(k + i|k), (2.1)

where x(k + i|k) denotes the state at time k + i, predicted based on the measurements at time k and

u(k + i|k) denotes the control input at time k + i, computed by minimizing (2.1) at time k. Q and

R are symmetric, positive-definite matrices denoting suitable weighting matrices.

It is well known that the infinite approach can guarantee nominal stability of the closed-loop

system.
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k + Nm

futurepast
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u(k + i|k)

Predicted outputs y(k + i|k)

k

Figure 2.1: MPC scheme.

2.1.2 Constraints

In practice, many control systems are subject to constraints. Physical limitations of the process (e.g.

valve saturation) and operational conditions (e.g. safety limits) impose the restrictions on control in-

put and plant output. While output constraints can usually be relaxed or ‘soften’, input constraints are

always regarded as ‘hard’ boundaries which can never be violated. The ability to handle constraints

is the most contributed to the success of MPC in industry.

Consider Euclidean norm bounds on the input u(k + i|k) and output y(k + i|k), given respec-

tively as

‖u(k + i|k)‖2 ≤ umax, k ≥ 0, i ≥ 0, (2.2)

‖y(k + i|k)‖2 ≤ ymax, k ≥ 0, i ≥ 1. (2.3)

Here, y(k + i|k) denotes the output at time k + i, predicted based on the system state at time k.

The output constraints have been imposed strictly over the future horizon (i.e. i ≥ 1) and not at the

current time (i.e. i = 0). This is because the current output cannot be influenced by the current or

future control action, and hence, imposing any constraints on y at the current time is meaningless.

Note that u and y are vectors with nu and ny elements respectively.

This thesis will mainly deal with such constraints. The strategy is to directly include these

constraints into an optimization problem as LMI conditions. Moreover, the formulation can also be

extended to the case of componentwise peak bound on the input and output, given respectively as

|ur(k + i|k)| ≤ ur,max, k ≥ 0, i ≥ 0, r = 1, 2, . . . , nu, (2.4)

|yr(k + i|k)| ≤ yr,max, k ≥ 0, i ≥ 1, r = 1, 2, . . . , ny. (2.5)
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2.2 Robust Model Predictive Control

When we say a control system is robust, we mean that stability is maintained and that the performance

specifications are met for a specified range of model variations (uncertainty range). To be meaningful,

any statement about ‘robustness’ of a particular control algorithm must make reference to a specific

uncertainty range as well as specific stability and performance criteria. Although a rich theory has

been developed for the robust control of linear systems, very little is known about the robust control

of linear systems with constraints.

2.2.1 Robust Stability

The minimum closed-loop requirements is robust stability. In MPC, various design procedures achieve

robust stability in two different ways. The first of these is specifying the performance objective and

uncertainty description in such a way that the optimal control computations lead to robust stability.

The second approach is enforcing a type of a robust contraction constraint which guarantees that the

state will shrink for all plants in the uncertainty set.

2.2.2 Robust Performance

In the main stream of robust control literature, ‘robust performance’ is measured by determining

the worst performance over the specified uncertainty range. In direct extension of this definition, it

is natural to set up a new ‘robust’ MPC objective where the control action is selected to minimize

the worst-case value of the objective function. Many attempts have been made to synthesize such a

robust MPC, but they all had more or less drawbacks in terms of addressing robust stability or on-line

implementation. For more details on this topic, the reader is referred to [5, 24].

This thesis provides a method to calculate a state feedback control law that minimizes an upper

bound on the robust performance and by using Lyapunov arguments, guarantees the robust stability.

For fairly general uncertainty descriptions, the optimization problem can be expressed as a set of

LMIs for which efficient solution techniques exist. The idea behind the thesis is based on the work

by Kothare et al. [9].

2.3 Models for Uncertain Systems

Two paradigms of uncertain systems that are commonly encountered in robust control will be dis-

cussed in this section. The first one is a polytopic uncertain model, and the second is a norm-bound

uncertain model. These paradigms arise from two different modeling and identification procedures.
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2.3.1 Polytopic Uncertain Model

Consider a discrete linear time-varying (LTV) model representation

x(k + 1) = A(k)x(k) + B(k)u(k),

y(k) = Cx(k),[
A(k) B(k)

] ∈ Ω,

(2.6)

where x(k) ∈ Rn, u(k) ∈ Rnu , y(k) ∈ Rny are the state, the input and the output, respectively. Ω

is the polytopic uncertainty defined by

Ω = Co{[A1 B1

]
,
[
A2 B2

]
, . . . ,

[
AL BL

]} (2.7)

where Co denotes the convex hull (see Fig. 2.2a). In other words, if
[
A(k) B(k)

] ∈ Ω, then for

some nonnegative λ1(k), λ2(k), . . . , λL(k) summing to one, we have

[
A(k) B(k)

]
=

L∑
j=1

λj(k)
[
Aj Bj

]
.

L = 1 corresponds to the nominal linear time-invariant (LTI) system.

Polytopic uncertain models can be developed as follows. Suppose that for the (possibly non-

linear) system under consideration, we have input/output data set at different operating points, or at

different times. From each data set, we develop a number of linear models (for simplicity, we assume

that the various linear models involve the same state vector). Then this is reasonable to assume that

analysis and design methods for the polytopic system (2.6)- (2.7) with vertices given by the linear

model will apply to the real system.

Alternatively, suppose the Jacobian
[

∂f
∂x

∂f
∂u

]
of a nonlinear discrete time-varying system

x(k + 1) = f(x(k), u(k), k) is known to lie in the polytope Ω. Then it can be shown that every

trajectory (x, u) of the original nonlinear system is also a trajectory of (2.6) for some LTV system

in Ω [25]. Thus the original nonlinear system can be approximated (possibly conservatively) by a

polytopic uncertain LTV system. Similarly, it can be shown that bounds on impulse response coeffi-

cients of SISO FIR plants can be translated to a polytopic uncertainty description on the state-space

matrices. Thus this polytopic uncertainty description is suitable for several engineering problems.

2.3.2 Norm-Bound Uncertain Model

This paradigm consists of an LTI model with uncertainties or perturbations appearing in the feedback

loop (see Fig. 2.2b)

x(k + 1) = Ax(k) + Bu(k) + Bpp(k),

y(k) = Cx(k),

q(k) = Cqx(k) + Dquu(k),

p(k) = (Δq)(k).

(2.8)
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Figure 2.2: (a) Graphical representation of polytopic uncertainty. (b) Structured uncertainty.

The operator Δ is block-diagonal:

Δ =

⎡
⎢⎢⎢⎣

Δ1

Δ2

. . .
Δl

⎤
⎥⎥⎥⎦ , (2.9)

with Δi : Rni → Rni . Δ can represent either a memoryless time-varying matrix with ‖Δi(k)‖2 ≡
σ̄(Δi(k)) ≤ 1 for i = 1, 2, . . . , l, k ≥ 0, or a convolution operator (e.g. a stable LTI dynamical

system), with the operator norm induced by the truncated �2-norm less than 1, i.e.

k∑
j=0

pi(j)T pi(j) ≤
k∑

j=0

qi(j)T qi(j), i = 1, . . . , l, k ≥ 0.

Each Δi is assumed to be either a repeated scalar block or a full block, and models a number of

factors, such as nonlinearities, dynamics or parameters, that are unknown, unmodeled or neglected.

A number of control systems with uncertainties can be cast in this framework.

Consider the LTV case, the system (2.8) then corresponds to the system (2.6) with

Ω = {[A + BpΔCq B + BpΔDqu

]
: σ̄(Δi) ≤ 1}. (2.10)

Δ(k) ≡ 0, p(k) ≡ 0, k ≥ 0 corresponds to the nominal LTI system.

2.4 Linear Matrix Inequalities

This section gives a brief introduction to linear matrix inequalities (LMIs) and some optimization

problems based on LMIs. For more details, the interested reader is referred to Boyd et al. [18].
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2.4.1 Definitions

A linear matrix inequality or LMI is a matrix inequality of the form

F (x) � F0 +
m∑

i=1

xiFi > 0, (2.11)

where x ∈ Rm is the variable and the symmetric matrices Fi = F T
i ∈ Rn×n, i = 0, . . . ,m are

given. The inequality symbol in (2.11) means that F (x) is positive definite, i.e. uT F (x)u > 0 for all

nonzero u ∈ Rn.

We will also encounter non-strict LMIs, which have the form

F (x) ≥ 0. (2.12)

The inequality symbol in (2.12) means that F (x) is positive semi-definite, i.e. uT F (x)u ≥ 0 for all

u ∈ Rn.

A very important property of the LMI is that a system of linear matrix inequalities F(1)(x) >

0, . . . , F (p)(x) > 0 can be expressed as the single LMI

F (x) = diag(F (1)(x), . . . , F (p)(x)) > 0.

This has an important implication. If one defines a problem concerning a numerous LMIs, one does

not need to reformulate the problem if additional LMIs need to be implemented. A new bigger LMI

can be formulated, as a combination matrix of all the LMIs.

The linear matrix inequalities are useful since many problems in control, especially in the

context of this thesis, can be formulated in (or reformulated to) this form. Then the problem can

be solved in an efficient and reliable way. The LMIs defines a ‘convex constraint’ and problems

involving the minimization or maximization of an ‘affine’ function subject to LMI constraints belong

to a class of convex optimization problems. Therefore, the full power of convex optimization theory

can be employed.

Another important property of the LMI is that nonlinear (convex) inequalities can be converted

to LMI using Schur complements.

Theorem 2.1 (Schur complements)

Let Q(x) = Q(x)T , R(x) = R(x)T , and S(x) depend affinely on x. Then the LMI[
Q(x) S(x)
S(x)T R(x)

]
> 0 (2.13)

is equivalent to the matrix inequalities

R(x) > 0, Q(x) − S(x)R(x)−1S(x)T > 0,

or equivalently,

Q(x) > 0, R(x) − S(x)T Q(x)−1S(x) > 0.

We often encounter problems in which the variables are matrices, for example the constraint P > 0,

where the entries of P are the optimization variables. In such cases, we shall not write out the LMI

explicitly in the form F (x) > 0, but instead make clear which matrices are the variables.
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2.4.2 Solving the LMIs

The two most used algorithms to solve LMI problems are the Ellipsoid method and the Interior Point

method. The former is very simple and not always as effective as the interior point, but can detect

infeasible point easily. The Ellipsoid starts with an ellipsoid E(0) that is guaranteed to contain an

optimal point. If such point does not exist, the problem is infeasible and the algorithm stops. If the

point exists, then a cutting plane is computed, which slices the ellipsoid to two parts. The optimal

point belongs to one of the halves. In the next iteration of the algorithm, another ellipsoid E(1) that

contains this half is computed. E(1) is then guaranteed to contain an optimal point. The process is

then repeated.

The Interior Point method has been developed recently and is much more effective than the

ellipsoid method. The main idea is to replace the constrained optimization problem

minimize f(x)

subject to F (x) > 0,

with the unconstrained optimization problem

Ft(x) := tf(x) + φ(x),

where t > 0 is the penalty parameter, f(x) is affine and φ(x) is a barrier function. The main idea is to

determine the minimizer x(t) of Ft and to consider the behavior of x(t) as a function of the penalty

parameter t > 0.

The MATLAB LMI toolbox has ready packages for solving the feasibility problem and solving

the linear objective optimization problem subject to a set of LMIs, i.e.

minimize cT x

subject to F (x) > 0,
(2.14)

where c is a real vector of appropriate size and F is a symmetric matrix. Since the LMI set is convex,

the problem is then convex and a global solution is found within some prespecified accuracy. For

more details about the MATLAB toolbox, the reader is referred to Gahinet et al. [26].

LMI-based problem is the central importance to this thesis. LMI problem can be solved in

polynomial time, which means that it has low computational complexity, and is, therefore essential

for MPC algorithm.

2.5 Lyapunov Theory for Discrete-Time Systems

In this section, the Lyapunov stability theorem for discrete-time systems is reviewed. For discrete-

time systems, we use the forward difference

ΔV (x(k)) = V (x(k + 1)) − V (x(k)).

The next theory gives the conditions necessary for a discrete-time system to be stable.
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Theorem 2.2 (Stability of discrete-time systems)

Consider the discrete-time system

x(k + 1) = f(x(k)),

where x ∈ Rn and f(x) ∈ Rn with property that f(0) = 0. Suppose there exists a scalar function

V (x) continuous in x such that

• V (x) > 0 ∀x 
= 0

• ΔV (x) < 0 ∀x 
= 0

• V (0) = 0

locally in region D, then the equilibrium state x = 0 is asymptotically stable and V (x) is a Lyapunov

function.

For uncertain system (2.6) with polytopic uncertainty (2.7), a natural approach is to check the ex-

istence of a Lyapunov function that depends not only on the system state but also on the uncertain

parameter. Such a function is called a parameter-dependent Lyapunov function (PDLF). If we denote

λ = [λ1 λ2 . . . λL]T , we can state the following definition.

Definition 2.1 (Robust stability of discrete-time systems)

The uncertain discrete-time system (2.6) is said to be stable if there exists a Lyapunov function

V (x(k), λ(k)) = x(k)T P (λ(k))x(k), P (λ(k)) = P (λ(k))T > 0, (2.15)

such that ΔV (x(k), λ(k)) < 0 for all none-zero x(k) ∈ Rn and admissible uncertain parameter

λ(k). Similarly, the uncertain discrete-time system (2.6) is said to be robustly stabilizable if there ex-

ists a state-feedback control law u(k) = Fx(k) such that the resulting closed-loop system is robustly

stable for all admissible uncertain parameter λ(k).

In fact, there is no general and systematic way to formally determine P (·) as a function of the uncer-

tain parameter λ(k). A traditional way of addressing this problem is to look for a single Lyapunov

matrix P (·) = P which renders condition (2.15) satisfied. This constitutes one of the first results in

the quadratic approach, that is the stability assessment over the compact set (2.7) can be determined

by testing the discrete, enumerable and bounded set of the vertices of the polytope (2.7). Furthermore,

a single matrix P that satisfies the condition given in Definition 2.1 can be found by using efficient

LMI tools. The quadratic stability, however, is somewhat conservative.

In the attempt to reduce the conservatism, some nice results have been proposed for the con-

struction of PDLF in the discrete-time case. The main advantage of the ‘new’ stability condition,

beside the fact that it leads to less conservative results than the quadratic approach, consists in the

introduction of an extra degree of freedom which allows to get a control law without an explicit

dependence on the Lyapunov matrices [23, 27, 28].

The proposed RCPMC technique in this thesis will make use of such a PDLF. Specifically, it

is based on the sufficient LMI condition given in [23].
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Theorem 2.3 (New robust stability condition)

The uncertain discrete-time system (2.6) is robustly stabilizable if there exist L symmetric matrices

Qj with j = 1, 2, . . . , L and a pair of matrices {Y, G} satisfying the following LMIs.[
G + GT − Qj GT AT

j + Y T BT
j

AjG + BjY Ql

]
> 0, ∀j = 1, 2, . . . , L, l = 1, 2, . . . , L. (2.16)

Furthermore, the state feedback matrix is given by

F = Y G−1. (2.17)

Proof See [23]. �

The above theorem bases on Definition 2.1 to search for a state feedback law that robustly stabi-

lizes the closed-loop system with a parameter-dependent Lyapunov matrix P (λ(k)) =
∑L

j=1 λj(k)Pj

and Pj = Q−1
j . It is interesting to notice that, in contrast with the quadratic stability synthesis, the

determination of the control (2.17) does not directly depend on the Lyapunov matrices Pj which are

used to build the parameter-dependent Lyapunov matrix P (λ(k)).
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RCMPC WITH A SINGLE LYAPUNOV FUNCTION

This chapter presents the first strategy of robust constrained Model Predictive Control applicable

to both polytopic and norm-bound uncertain systems. Section 3.1 discusses about RCMPC using

state feedback law. The algorithm is then modified to obtain an off-line state feedback RCMPC in

order to lower the on-line computational complexities. Section 3.3 offers an output feedback scheme

that utilizes the above off-line state feedback together with an estimator. The knowledge in this

chapter will be used later to develop another strategy which employs a parameter-dependent Lyapunov

function, and will be used as a comparison tool.

3.1 State Feedback RCMPC with a SLF

This section begins with a state feedback robust MPC problem without input and output constraints

and reduces it to a linear objective minimization problem. Then input and output restrictions are

incorporated into the optimization as additional constraints. The resulting control law is shown to

robustly stabilize the LTV system among the uncertain plants Ω.

3.1.1 Unconstrained Case

The system is described by (2.6) with the associated uncertainty set (2.7) or (2.10). The system state

x(k) is assumed to be measurable. As mentioned in section 2.2, the minimization of the nominal

objective function (2.1) at each sampling k is replaced by the minimization of a robust performance

objective as follows.

min
u(k+i|k), i≥0

JWC(k), (3.1)

where

JWC(k) = max
[A(k+i) B(k+i)]∈Ω, i≥0

JLQ(k). (3.2)

This is a min-max problem. The maximization in (3.2) is taken over the set Ω, and corresponds to

choosing that time-varying plant
[
A(k + i) B(k + i)

] ∈ Ω, i ≥ 0, which, if uses as a model for

predictions, would lead to the largest or worst-case value of JLQ(k) among all plants in Ω. This

worst-case value is minimized over present and future control moves u(k + i|k), i ≥ 0. We then

address problem (3.1) by deriving an upper bound on the robust performance and minimizing this

upper bound with a constant state feedback control law u(k + i|k) = Fx(k + i|k), i ≥ 0.

Derivation of the upper bound
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At sampling time k, we define a quadratic function

V (x) = xT Px, P > 0.

For any
[
A(k + i) B(k + i)

] ∈ Ω, i ≥ 0, suppose V (x) satisfy the following robust stability

constraint

V (x(k+ i+1|k))−V (x(k+ i|k)) ≤ −[x(k+ i|k)T Qx(k+ i|k)+u(k+ i|k)T Ru(k+ i|k)]. (3.3)

Summing (3.3) from i = 0 to i = ∞ and requiring x(∞|k) = 0 or V (x(∞|k)) = 0, it follows that

JWC(k) ≤ V (x(k|k)) ≤ γ. (3.4)

Here, γ is an upper bound of V (x(k|k)). Thus, minimizing JWC(k) might be obtained by minimizing

this upper bound. The goal of the robust MPC algorithm has, therefore been redefined to synthesize, at

each sampling time k, a state feedback control law u(k+i|k) = Fx(k+i|k), i ≥ 0 so as to minimize

γ. As in standard MPC, only the first computed input u(k|k) = Fx(k|k) is implemented. At the next

sampling time, the state x(k + 1) is measured and the optimization is repeated to recompute F .

Let Q = γP−1. The following theorem gives conditions for the existence of the matrix P

satisfying (3.3) and the corresponding state feedback matrix F .

Theorem 3.1 (State feedback robust unconstrained MPC)

Let x(k) = x(k|k) be the state of the uncertain system (2.6) measured at sampling time k. Assume

that there are no constraints on the control input and plant output.

(a) Suppose that the uncertainty set is defined by a polytope as in (2.7). Then the state-feedback

matrix F in the control law u(k + i|k) = Fx(k + i|k), i ≥ 0 that minimizes the upper bound

γ on the robust performance objective function at sampling time k is given by

F = Y Q−1,

where Q > 0 and Y are obtained from the solution of the following linear objective minimiza-

tion problem.

min
γ,Q,Y

γ

subject to [
1 x(k|k)T

x(k|k) Q

]
≥ 0 (3.5)

and ⎡
⎢⎢⎢⎢⎣

Q QAT
j + Y T BT

j QQ1/2 Y T R1/2

AjQ + BjY Q 0 0
Q1/2Q 0 γI 0
R1/2Y 0 0 γI

⎤
⎥⎥⎥⎥⎦ ≥ 0,

j = 1, 2, . . . , L.

(3.6)
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(b) Suppose that the uncertainty set is defined by a norm-bound perturbation Δ as in (2.10). In this

case, F is given by

F = Y Q−1,

where Q > 0 and Y are obtained from the solution of the following linear objective minimiza-

tion problem:

min
γ,Q,Y,Λ

γ

subject to [
1 x(k|k)T

x(k|k) Q

]
≥ 0 (3.7)

and ⎡
⎢⎢⎢⎢⎢⎢⎣

Q QAT + Y T BT QCT
q + Y T DT

qu QQ1/2 Y T R1/2

AQ + BY Q − BpΛBT
p 0 0 0

CqQ + DquY 0 Λ 0 0
Q1/2Q 0 0 γI 0
R1/2Y 0 0 0 γI

⎤
⎥⎥⎥⎥⎥⎥⎦
≥ 0, (3.8)

where Λ = diag [λ1In1, λ2In2 , . . . , λlInl
] > 0.

The theorem was proposed in the work by Kothare et al. [9] and its proof is not repeated here. Notice

that the formulation in Theorem 3.1 is an LMI optimization problem. Note also that the variables in

this problem should be strictly written as Q(k), Y (k), F (k) etc. to emphasize that they are computed

at time k. For notational convenience, we omit the time index here, we will, however, utilize this

notation in next sections.

3.1.2 State Feedback RCMPC and Stability

In industry, many processes are subject to constraints on the control input and plant output. Any

system possessing physical or operational limitations should be treated with care. Furthermore, the

explicit handling of constraints may allow the process to operate closer to constraints and optimal

operating conditions. In LMI framework, input and output constraints are formulated as follows.

Input constraints

In this case, both polytopic and norm-bound uncertain models have the same formula. For the Eu-

clidean norm constraint (2.2), it is proved in [9] that at each sampling time k, ‖u(k + i|k)‖2 ≤
umax, i ≥ 0, if [

u2
maxI Y
Y T Q

]
≥ 0. (3.9)

This is a sufficient LMI condition with variables Y and Q.

Output constraints
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Performance specifications impose constraints on the process output y(k). As in input constraint case,

we derive sufficient LMI conditions for both the uncertainty descriptions (2.7) and (2.10) that render

the output constraints satisfied.

At each sampling time k, consider the Euclidean norm constraint

max
[A(k+i) B(k+i)]∈Ω, i≥0

‖y(k + i|k)‖2 ≤ ymax, i ≥ 1. (3.10)

This is the worst-case constraint over the set Ω, and is imposed strictly over the future prediction

horizon (i ≥ 1).

In case of polytopic uncertainty, the set Ω is given by (2.7). The constraint (3.10) is satisfied if[
y2
maxI C(AjQ + BjY )

(AjQ + BjY
T )CT Q

]
≥ 0, j = 1, 2, . . . , L. (3.11)

For norm-bound uncertainty case, the set Ω is described by (2.10) in terms of structured Δ block.

The constraint (3.10) is satisfied if⎡
⎣ y2

maxQ (CqQ + DquY )T (AQ + BY )T CT

CqQ + DquY T−1 0
C(AQ + BY ) 0 I − CBpT

−1BT
p CT

⎤
⎦ ≥ 0, (3.12)

where T = diag[t1In1 , t2In2 , . . . , trInr ] > 0. The proofs of these conditions are given in [9].

Theorem 3.2 (State feedback RCMPC)

Let x(k) = x(k|k) be the state of the uncertain system (2.6) measured at sampling time k.

(a) Suppose that the uncertainty set is defined by a polytope as in (2.7). Then the state-feedback

matrix F (k) in the control law u(k + i|k) = F (k)x(k + i|k) for k, i ≥ 0 that minimizes the

upper bound γ on the robust performance objective function at sampling time k and satisfies a

set of specified input and output constraints is given by

F (k) = Y Q−1,

where Q > 0 and Y are obtained from the solution of the following linear objective minimiza-

tion problem
min
γ,Q,Y

γ

subject to (3.5), (3.6), (3.9), and (3.11).
(3.13)

(b) Suppose that the uncertainty set is defined by a norm-bound perturbation Δ as in (2.10). In this

case, F (k) is given by

F (k) = Y Q−1,

where Q > 0 and Y are obtained from the solution of the following linear objective minimiza-

tion problem
min

γ,Q,Y,Λ,T
γ

subject to (3.7), (3.8), (3.9), and (3.12).
(3.14)

Furthermore, the feasible receding horizon state feedback control law robustly asymptotically

stabilizes the closed-loop system.
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Proof See [9]. �

As mentioned in Kothare et al. [9], a single Lyapunov function is used to guarantee the robust

stability of the closed-loop system. This Lyapunov function is V (k|k) = x(k|k)T Px(k|k) where the

matrix P > 0 is obtained by the optimal solution of the optimization problem (3.13) or (3.14).

We are now ready to come up with the algorithm for the implementation of state feedback

RCMPC. Since at each sampling time k, the control law is obtained by solving an optimization

problem on-line, we then refer to it as on-line state feedback RCMPC and use the time index for

every parameter and variable. Later, in section 3.2, we will modify this problem to obtain another

version in which the optimization problem is solved off-line.

Algorithm 3.1 (On-line state feedback RCMPC with a SLF)

1. Get the new state x(k|k) = x(k)

2. Solve the optimization problem (3.13) or (3.14) and obtain F (k) = Y (k)Q(k)−1

3. Apply only u(k) = F (k)x(k)

4. Set k := k + 1 and go to 1.

3.2 Off-Line State Feedback RCMPC with a SLF

The requirement of optimality leads to high on-line computation and limits the application of MPC

to relatively slow dynamics and small-scale processes. Moreover, when MPC incorporates explicit

model uncertainty and constraints on the input and output, the resulting on-line computation is much

higher. In the optimization (3.13), for example, the computational demand will grow significantly

with the number of vertices of the polytopic uncertainty set which itself grows exponentially with the

number of independent uncertain process parameters.

This section reviews the off-line formulation of RCMPC proposed in [21]. The algorithm

gives a sequence of explicit control law corresponding to a sequence of asymptotically stable in-

variant ellipsoids constructed one inside another in state space. Both polytopic uncertain systems

and norm-bound uncertain systems are applicable. With the off-line approach, the computation for

on-line implementation is reduced significantly with minor loss in performance, thereby potentially

facilitating the application of RCMPC in fast processes and large scale systems.

3.2.1 Asymptotically Stable Invariant Ellipsoid

Definition 3.1 (Asymptotically stable invariant ellipsoid)

Given a discrete dynamical system x(k + 1) = f(x(k)), a subset E = {x ∈ Rn|xT Q−1x ≤ 1} of

the state space Rn is said to be an asymptotically stable invariant ellipsoid, if it has the property that,

whenever x(k1) ∈ E , then x(k) ∈ E for all times k ≥ k1 and x(k) → 0 as k → ∞.

Next, the following lemma is devoted to construct an asymptotically stable invariant ellipsoid

(see Fig. 3.2.1).
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Lemma 3.1 Consider a closed-loop system composed of an uncertain plant (2.6) or (2.8) and a state

feedback controller u(k) = Y Q−1x(k) where Y and Q are obtained by applying the state feedback

RCMPC algorithm in Theorem 3.2 to a system state x0. Then the subset E = {x ∈ Rn|xT Q−1x ≤ 1}
of the state space Rn is an asymptotically stable invariant ellipsoid.

Proof See [20]. �

E

x(k + i|k)
i ≥ 1

x(k|k) ∈ E
=⇒ x(k + i|k) ∈ E , ∀i ≥ 1

Figure 3.1: Graphical representation of the state invariant ellipsoid E in 2-dimensions.

3.2.2 Off-Line Strategy

The off-line approach presented in this section is based on the concept of the asymptotically stable

invariant ellipsoid. Without loss of generality, we use the algorithm for polytopic uncertain systems

described by (2.6) to illustrate the subsequent off-line formulation. Similar results can be obtained

for norm-bound uncertain systems (2.8).

As mentioned in [21], when we apply Theorem 3.2 to a state far from the origin, due to input

constraints, the resulting asymptotically stable invariant ellipsoid is large and the norm of the feedback

matrix is small. This fact can be observed from simulation results in the example of an angular

positioning system given in section 5.1. It is not necessary to keep this feedback matrix constant

while the state is converging to the origin where there are less constraints on the choice of the feedback

matrix. Within an asymptotically stable invariant ellipsoid E = {x ∈ Rn|xT Q−1x ≤ 1}, we define

the distance between the state x and the origin as the weighted norm ‖x‖Q−1 �
√

xT Q−1x. By

adding asymptotically stable invariant ellipsoids one inside another, we have more freedom to adopt

varying feedback matrices based on the distance between the state and the origin. We show next that

we can achieve this in the off-line formulation.

Algorithm 3.2 (Off-line state feedback RCMPC)

Off-line, given an initial feasible state x1, generate a sequence of γi, Qi,Xi and Yi, i = 1, . . . , N .

Let i := 1.
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1. Compute the minimizer γi, Qi, Yi by using Theorem 3.2 with an additional constraint Qi−1 >

Qi (ignored at i = 1), store Q−1
i , Fi(= YiQ

−1
i ) in a look-up table

2. If i < N , choose a state xi+1 satisfying ‖xi+1‖2
Q−1

i

< 1. Let i := i + 1, go to 1.

On-line, given an initial state x(0) satisfying ‖x(0)‖2
Q−1

1

≤ 1, let the state be x(k) at time k.

3. Perform a bisection search over Q−1
i in the look-up table to find the index i corresponding to

the smallest Qi (or equivalently, the smallest ellipsoid Ei = {x ∈ Rn|xT Q−1
i x ≤ 1}) such

that ‖x(k)‖2
Q−1

i

≤ 1.

4. Apply the control law u(k) = Fix(k).

5. Set k := k + 1 and go to 3.

Note that Step 1 in the off-line part of Algorithm 3.2 is always feasible for i > 1, assuming that it is

feasible for i = 1. This is because if the minimizer is γ, Q, Y at x, then at an arbitrary x̃ satisfying

‖x̃‖Q−1 < 1, there exists a scalar α > 1 such that ‖αx̃‖Q−1 = 1 and 1/α2γ, 1/α2Q, 1/α2Y is a

feasible solution with the additional constraint Q > 1/α2Q.

From the on-line state feedback RCMPC in Algorithm 3.1, it can be seen that the optimal

RCMPC law and the corresponding asymptotically stable invariant ellipsoid depend on the state.

Although the control law can be applied to all the states within the ellipsoid, it is not necessarily

optimal. So the off-line formulation sacrifices optimality somewhat while significantly reducing the

on-line computational burden.

Furthermore, in each off-line optimization in Algorithm 3.2, we can minimize the performance

cost based on a set of state instead of a single state. This can help in averaging the effect of the

individual state on the suboptimal RCMPC law. In addition, since the RCMPC law is available off-

line, performance analysis can be carried out to study the closed-loop responses, e.g. in the proof

of Theorem 3.3 below. In section 3.3, this approach will be used to guarantee the robust stability

criterion for the combined robust state feedback and estimator in output feedback RCMPC law.

Note that the sequence of state feedback matrices generated in Algorithm 3.2 is constant be-

tween two adjacent asymptotically stable invariant ellipsoids and discontinuous on the boundary of

each asymptotically stable invariant ellipsoid. The following result is devoted to constructing a con-

tinuous feedback matrix over the state space.

Algorithm 3.3 (Continuous off-line state feedback RCMPC with a SLF)

Consider the lookup table generated by the off-line part of Algorithm 3.2. If for each xi (i =
1, . . . , N − 1), the following condition is satisfied.

Qi − (Aj + BjFi+1)T Q−1
i (Aj + BjFi+1) > 0, j = 1, . . . , L. (3.15)

Then, on-line, given an initial state x(0) satisfying ‖x(0)‖2
Q−1

1

≤ 1, let the state be x(k) at time

k. Perform a bisection search over Q−1
i in the look-up table to find the index i equivalent to the

smallest ellipsoid E = {x ∈ Rn|xT Q−1
i x ≤ 1} such that ‖x(k)‖2

Q−1
i

≤ 1. If i 
= N , solve
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x(k)T
(
αiQ

−1
i + (1 − αi)Q−1

i+1

)
x(k) = 1 for αi and apply the control law u(k) = (αiFi + (1 −

αi)Fi+1)x(k). If i = N , apply u(k) = FNx(k).

The LMI minimization problem in this chapter is solved by using interior point methods which

generally use a sequence of strictly convex unconstrained minimization problems to solve a convex

constrained minimization problem. For a strictly convex unconstrained minimization problem, not

only the objective function but also all the minimizers are unique. Hence, it is reasonable to assume

that the optimal solutions for the optimizations in the off-line part of Algorithm 3.2 are unique. Under

this assumption we can always find a sequence of minimizers for Algorithm 3.3, because condition

(3.15) becomes trivial if xi+1 is chosen to be sufficiently close to xi.

The robust stability of the control law in the above Algorithms can be stated below.

Theorem 3.3 (Robust stability of off-line RCMPC with a SLF)

Given an uncertain dynamical system (2.6) and an initial state x(0) satisfying ‖x(0)‖2
Q−1

1

≤ 1, the

off-line state feedback RCMPC in Algorithm 3.2 and Algorithm 3.3 robustly asymptotically stabilizes

the closed-loop system.

Proof See [21]. �

Up to this point, we have a critical remark. Both Algorithms 3.2 and 3.3 are a general approaches to

construct a Lyapunov function for uncertain and constrained systems. The Lyapunov function is

V (x) =

⎧⎨
⎩

xT Q−1
i x if ‖x(k)‖2

Q−1
i

≤ 1, ‖x(k)‖2
Q−1

i+1

≥ 1, i 
= N

xT Q−1
N x if ‖x(k)‖2

Q−1
N

≤ 1.
(3.16)

This Lyapunov function is not necessarily continuous on the boundary of each asymptotically stable

invariant ellipsoid. It is enough to have V (x) be monotonically decreasing within the smallest ellip-

soid and within each ring region between two adjacent ellipsoids to stabilize the closed-loop system.

From both Algorithms 3.2 and 3.3, we can see that the choice of the state xi+1 satisfying

‖xi+1‖2
Q−1

i

< 1 is arbitrary. For ease of implementation, Wan and Kothare [21] provide the following

suggestions. We can choose an arbitrary one dimensional subspace S = {αxmax|1 ≥ α > 0, α ∈ R,

xmax ∈ Rn}, where xmax is a state chosen to be as far from the origin as it is feasible for the problem.

We can then discretize this set and construct a set of discrete points, Sd = {αix
max|1 ≥ α1 > · · · >

αN > 0, αi ∈ R, xmax ∈ Rn}. Since the asymptotically stable invariant ellipsoid constructed

for each discrete point actually passes through that point, ‖αi+1x
max‖2

Q−1
i

< ‖αix
max‖2

Q−1
i

= 1 is

satisfied. In order to obtain a look-up table that can cover a very large portion of the state space with

a limited number of discrete points, those authors suggest a discretization of the one dimensional

subspace using a logarithmic scale.

3.3 Output Feedback RCMPC with a SLF

Most of the theoretical developments in the area of robust constrained MPC are based on the as-

sumption that the full state is available for measurement. In a control environment, however, it often
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happens that the measurement of the state variables of the system is not practical, very costly or even

impossible. The solution to this problem is the use of an state estimator. An estimator reconstructs the

state variables using a dynamical model of the system, the inputs, and specific measurable outputs of

the system. Based on the estimated state, the state feedback control law can then be utilized, and the

resulting controller is called output feedback controller (see Fig. 3.3). Since we employ an off-line

approach for the controller design which gives a sequence of explicit control laws, we are able to

analyze the robust stabilizability of the combined control laws and estimator, and by adjusting the

design parameters, guarantee robust stability of the closed-loop system in the presence of constraints.

Target

Estimator

Regulator

MPC

Process
y(k)

x̂(k)

Calculation x̂(k)

u(k)

d

Figure 3.2: Output feedback MPC scheme.

3.3.1 Separate Design of Controller and Estimator

The state feedback controller design is the same as the off-line part of Algorithm 3.2. Based on the

nominal model
[
A0 B0

]
, we design a state estimator of the form

x̂(k + 1) = A0x̂(k) + B0u(k) + Lp(y(k) − Cx̂(k)),

x̂(0) = 0,
(3.17)

where Lp is the estimator gain. The nominal model can be the plant model identified at the steady

state. Assuming that as the system state converges to the steady state, the time varying plant [A(k) B(k)]

converges to [A0 B0], then there will be no plant-model mismatch in the estimator around the steady

state, and the exact state can be reconstructed using the state estimator which will speed up the feed-

back control performance. In general, the error dynamics of the estimator are:

e(k + 1) = x(k + 1) − x̂(k + 1)

= (A0 − LpC)e(k) + f(x(k), u(k)),

where f(x(k), u(k)) = (A(k)−A0)x(k) + (B(k)−B0)u(k) for system (2.6) and f(x(k), u(k)) =

BpΔCqx(k) + BpΔDquu(k) for system (2.8) with A0 = A,B0 = B. The error dynamics depends
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on the system dynamics.

At the stage of estimator design, we only focus on the nominal error dynamics, taking the term

f(.) as an external signal. The interaction between the controller and the estimator will be taken care

of after the design by testing the robust stability of the closed-loop system. The speed of the nominal

error dynamics e(k + 1) = (A0 − LpC)e(k) can be influenced by specifying a minimum decay rate

ρ (0 < ρ < 1) such that there exists a matrix K > 0 and Lp satisfying

ρ2e(k)T Ke(k) ≥ e(k + 1)T Ke(k + 1),

which is equivalent to

ρ2K − (A0 − LpC)K(A0 − LpC)T ≥ 0. (3.18)

Let M = K−1 and N = MLp, then (3.18) can be formulated into the LMI constraint

M > 0,
[

ρ2M MA0 − NC
AT

0 M − CT NT M

]
≥ 0. (3.19)

Thus, once we choose the parameter ρ, we can find the estimator gain Lp = M−1N by solving the

LMI feasibility problem (??).

3.3.2 Robust Stability Criteria for Output Feedback Systems

When we implement the designed controller and estimator on-line, we determine a specific F (k) from

the lookup table of the controller based on the current estimated state x̂(k). Here for simplicity, we

assume that F (k) is independent of x̂(k) and that it belongs to an uncertain set Ψ = Co{F1, F2} ∪
· · · ∪ Co{FN−1, FN}. Therefore, the augmented closed-loop system for the polytopic uncertain

system (2.6)-(2.7) is

X (k + 1) = Apoly(k)X (k), (3.20)

where X =
[
x
x̂

]
, Apoly(k) =

[
A(k) B(k)F (k)
LpC A0 + B0F (k) − LpC

]
.

The augmented closed-loop system for the norm-bound system (2.8) is

X (k + 1) = Anorm(k)X (k) + Bpp(k),

q(k) = Cq(k)X (k),

p(k) = (Δq)(k),

(3.21)

where Anorm(k) =
[

A BF (k)
LpC A0 + B0F (k) − LpC

]
, Bp =

[
Bp

0

]
and Cq =

[
Cq DquF (k)

]
.

It is obvious that if the augmented systems (3.20) and (3.21) are stable, so are the original output

feedback systems where the dependency of F (k) on x̂(k) is taken into account.

Lemma 3.2 (Robust stability criteria for output feedback systems)
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(a) The augmented system (3.20) is stable, if there exists a matrix Q > 0 such that for all vertices of

Ω and all Fi in the set Ψ, [
Q QAT

poly,i,j

Apoly,i,jQ Q

]
> 0, (3.22)

where Apoly,i,j =

[
Aj BjFi

LpC A0 + B0Fi − LpC

]
, j = 1, . . . , L, i = 1, . . . , N .

(b) The augmented system (3.21) is stable, if there exists a matrix Q > 0 and a matrix Λ =
diag(λ1In1 , . . . , λlInl

) > 0 such that for all Fi in the set Ψ,⎡
⎢⎣

Q QAT
norm,i QCT

q,i

Anorm,iQ Q − BpΛBT
p 0

Cq,iQ 0 Λ

⎤
⎥⎦ > 0, (3.23)

where Anorm,i =

[
A BFi

LpC A0 + B0Fi − LpC

]
and Cq,i =

[
Cq DquFi

]
, i = 1, . . . , N .

Proof See [21]. �
By forcing F to satisfy condition (3.22) or (3.23) in Lemma 3.2, we lump together the effect

of constraints on the stability of the closed-loop system. The same simplification has been exploited

in constrained H∞ control [17] and anti-windup schemes [29], where input constraints are formu-

lated into polytopic model uncertainty and sector bound nonlinearity, respectively. But in our MPC

algorithm, the conservatism is reduced by online determination of a feedback matrix F from the set

Ψ.

Consequently, the off-line design of the output feedback RCMPC is as follows.

Step 1 Specify the controller design parameters Q and R, obtain a look-up table of (Qi, Fi),
i = 1, . . . , N , by following the steps in the off-line part of Algorithm 3.2 in section 3.2.

Step 2 Specify the estimator design parameters ρ, obtain an estimator gain Lp = M−1N
satisfying (3.19).

Step 3 Test one of the robust stability criteria in Lemma 3.2. If not satisfied, go back to Step 1
and 2.

It is obvious that the off-line design of the output feedback RCMPC involves iterative design of

the controller (Step 1) and the estimator (Step 2). The design parameters Q, R and ρ can be adjusted

to satisfy condition (3.22) or (3.23). Without loss of generality, consider the augmented system (3.20).

If the original system is open loop stable, increasing R → ∞ or ρ → 1 is guaranteed to find a feasible

design which satisfies the robust stability criterion (3.22) in Lemma 3.2, because for the extreme case

when F → 0 (or Lp → 0), the augmented system becomes lower (or upper) triangular, and each

diagonal block is stable. On the other hand, increasing F or Lp can help recover the robustness

properties of the estimator and the state feedback controller, respectively. So decreasing R or ρ can

also achieve the satisfaction of the robust stability criterion with improved performance [20].

The main theorem in this section is stated below.
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Theorem 3.4 (Output feedback RCMPC with a SLF)

Consider an uncertain dynamical system (2.6) or (2.8) subject to input and output constraints (2.2)

and (2.3). Off-line, iterate Steps 1, 2 and 3 until the designed controller and estimator satisfy one of

the robust stability criteria in Lemma 3.2. On-line, given the estimated state x̂ at time k computed by

the state estimator (3.17) and provided ‖x̂(k)‖2
Q−1

1

≤ 1, perform a bisection search over Q−1
i in the

lookup table of the controller to find the largest index i such that ‖x̂(k)‖2
Q−1

i

≤ 1. If i < N , solve

x̂(k)T (αiQ
−1
i + (1 − αi)Q−1

i+1)x̂(k) = 1 for αi and apply the control law u(k) = (αiFi + (1 −
αi)Fi+1)x̂(k). If i = N , apply u(k) = FN x̂(k). The resulting time varying state feedback matrix

F (k) robustly asymptotically stabilizes the closed-loop system.

Proof See [20]. �

3.4 Summary and Discussion

3.4.1 Summary

In this chapter, we have presented some RCMPC algorithms with guaranteed robust stability of the

close-loop system for two classes of uncertainty descriptions. In the on-line strategy, the goal is to

design a state feedback law that minimizes an upper bound of the robust performance objective at

each time instant. By solving the on-line optimization problem, the robust stability of the closed-loop

system is guaranteed despite input and output constraints.

The advantage of the off-line state feedback MPC is that it provides off-line set of stabilizing

state feedback laws, corresponding to a set of invariant ellipsoids one inside another in state space.

Since no optimization is involved except a simple bisection search, the on-line MPC computation

is reduced with little or no less of performance. This makes robust MPC a very attractive control

methodology for application to large scale systems and fast processes.

Moreover, the off-line approach can be used in output feedback RCMPC scheme. Off-line,

we design iteratively a sequence of state feedback laws and a state estimator until the robust stability

criterion for the closed-loop system is satisfied. On-line, a specific control law is determined from

the sequence of state feedback laws based on the current estimated state with explicit satisfaction

of the input and output constraints. Simulation results in chapter 5 will show that this algorithm

can guarantee robust stability of the uncertain output feedback systems with substantial reduction of

on-line computation.

3.4.2 Discussion

Input/Output componentwise peak bounds

The LMI conditions for Euclidean norm constraints on the input/output can be extended to the case

of componentwise peak bounds in a straightforward manner. For the componentwise peak bounds on

the input,

|ur(k + i|k)|2 ≤ ur,max, i ≥ 0, r = 1, 2, . . . , nu,
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if there exists a symmetric matrix X such that[
X Y
Y T Q

]
≥ 0, with Xrr ≤ u2

r,max. (3.24)

Similarly, componentwise peak bounds on the output

max
[A(k+i) B(k+i)]∈Ω, i≥0

|yr(k + i|k)|2 ≤ yr,max, i ≥ 1,

is satisfied if for polytopic uncertain model, there exists a symmetric matrix Z such that for each

vertex of Ω, [
Z C(AjQ + BjY )

(AjQ + BjY
T )CT Q

]
≥ 0, j = 1, 2, . . . , L, (3.25)

where Zrr ≤ y2
r,max, r = 1, 2, . . . , ny.

For norm-bound uncertain model, the constraint

max
[A(k+i) B(k+i)]∈Ω, i≥0

|yr(k + i|k)|2 ≤ yr,max, i ≥ 1,

is satisfied if for each row of matrix C ,⎡
⎣ y2

r,maxQ (CqQ + DquY )T (AQ + BY )T CT
r

CqQ + DquY T−1
r 0

Cr(AQ + BY ) 0 I − CrBpT
−1
r BT

p CT
r

⎤
⎦ ≥ 0, (3.26)

where Tr = diag[tr,1In1 , tr,2In2, . . . , tr,lInr ] > 0, r = 1, 2, . . . , ny and Cr denotes the rth row of

C . The proofs of these conditions are given in [9].

Model Extension

For simplicity, it is assumed in this thesis that only
[
A(k) B(k)

]
are uncertain. However, the un-

certainty in C can also be incorporated into the formulation. For polytopic uncertainty, Ω is the

polytope Co{[A1 B1 C1

]
, . . . ,

[
AL BL CL

]} where
[
Aj Bj Cj

]
are vertices of the con-

vex hull. The output constraint (3.10) is changed to[
y2
maxI Ci(AjQ + BjY )

(AjQ + BjY
T )CT

i Q

]
≥ 0, i, j = 1, 2, . . . , L.

Numbers of off-line states

It all depends. As one can see, the way the ellipsoids are generated in the chapter determines the

solutions which are all suboptimal, more ellipsoids can’t change this suboptimality. Moreover, the

sacrifice of optimality is for the purpose of computational efficiency. And less number of ellipsoids

means less time for searching the off-line solution.

Complexity Analysis

In Algorithms 3.2 and 3.3, the on-line computation mainly comes from the bisection search in a



27

lookup table. A sequence of K stored Q−1
i (K generally less than 20) requires log2 K searches, and

the matrix-vector multiplication in one search has quadratic growth O(n2s) in the number of flops, with

ns the number of state variables. Therefore, the total number of flops required to calculate an input

move is O(n2
s log2 K). On the other hand, the fastest interior point algorithms show O(MN3) growth

in computation [26] where M is the total number of scalar decision variables. M is proportional to

L and N ∼ n2
s/2 + nsnc, with L the number of vertices of the uncertain model and nc the number

of manipulated variables. Therefore we can conclude that this off-line approach substantially reduce

the on-line computational burden in RCMPC.



Chapter 4

RCMPC WITH A PDLF

This chapter introduces an improved algorithm of RCMPC discussed in the previous chapter, but only

for polytopic uncertain systems. The employment of a single Lyapunov function is replaced by that

of a parameter-dependent Lyapunov function, and hence, yielding less conservative results.

Section 4.1 gives the detailed derivation of the state feedback RCMPC with a PDLF. The pro-

posed formulation is based on the new robust stabilizability condition introduced in section 2.5. Sec-

tion 4.2 is then devoted to analyze the robustness of the control law. In the sequence, off-line state

feedback and output feedback RCMPC with a PDLF are presented by the next two sections. This

chapter ends with some concluding remarks.

4.1 State Feedback RCMPC with a PDLF

4.1.1 Derivation of the Control Law

The main result of this section is given by the following theorem.

Theorem 4.1 (LMI conditions)

Consider the system (2.6). Given the state x(k) = x(k|k) measured at sampling time k, assume that

there exist L symmetric matrices Qj with j = 1, 2, . . . , L, a pair of matrices {Y,G} and a positive

scalar γ such that[
1 x(k|k)T

x(k|k) Qj

]
≥ 0, ∀j = 1, 2, . . . , L, (4.1)

⎡
⎢⎢⎢⎢⎣

G + GT − Qj ∗ ∗ ∗
AjG + BjY Ql ∗ ∗

Q1/2G 0 γI ∗
R1/2Y 0 0 γI

⎤
⎥⎥⎥⎥⎦ > 0, ∀j = 1, 2, . . . , L, l = 1, 2, . . . , L, (4.2)

[
u2

maxI Y

Y T G + GT − Qj

]
≥ 0, ∀j = 1, 2, . . . , L, (4.3)

[
y2
maxI ∗

(AjG + BjY )T CT G + GT − Qj

]
≥ 0, ∀j = 1, 2, . . . , L, (4.4)

where the symbol ∗ stands for the transpose of the symmetric blocks in matrix inequalities. Then,

applying the state feedback control law

u(k + i|k) = F (k)x(k + i|k), ∀i ≥ 0, (4.5)
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to the process (2.6) where F (k) = Y G−1, the following inequalities hold.

JWC(k) < V (k|k) ≤ γ, (4.6)

‖u(k + i|k)‖2 ≤ umax, i ≥ 0, (4.7)

‖y(k + i|k)‖2 ≤ ymax, i ≥ 1, (4.8)

where

V (k + i|k) := x(k + i|k)T P (k + i)x(k + i|k),

P (k + i) :=
L∑

j=1

λj(k + i)Pj , Pj := γQ−1
j .

Proof We first show that the first inequality of (4.6) holds. The condition (4.2) implies that G +

GT − Qj > 0 and Qj > 0, hence the matrix G is nonsingular. Furthermore, since Qj > 0, we have

(Qj − G)T Q−1
j (Qj − G) ≥ 0. Consequently,

GT Q−1
j G ≥ GT + G − Qj. (4.9)

By taking into account of (4.9), we can state that (4.2) implies

⎡
⎢⎢⎣

GT Q−1
j G ∗ ∗ ∗

AjG + BjY Ql ∗ ∗
Q1/2G 0 γI ∗
R1/2Y 0 0 γI

⎤
⎥⎥⎦ > 0, ∀j = 1, 2, . . . , L, l = 1, 2, . . . , L. (4.10)

Substituting Y = F (k)G into (4.10) and multiplying it from the left by diag[G−T , Q−1
l , I, I] and

from the right by diag[G−1, Q−1
l , I, I], we have

⎡
⎢⎢⎣

Q−1
j ∗ ∗ ∗

Q−1
l (Aj + BjF (k)) Q−1

l ∗ ∗
Q1/2 0 γI ∗

R1/2F (k) 0 0 γI

⎤
⎥⎥⎦ > 0, ∀j = 1, 2, . . . , L, l = 1, 2, . . . , L. (4.11)

Then, substituting Qj = γP−1
j , Ql = γP−1

l into (4.11) and multiplying the resulting inequalities by

λl(k + i + 1) and summing them up for l = 1, 2, . . . , L, we obtain⎡
⎢⎢⎢⎣

1
γ Pj ∗ ∗ ∗

1
γ P (k + i + 1)(Aj + BjF (k)) 1

γ P (k + i + 1) ∗ ∗
Q1/2 0 γI ∗

R1/2F (k) 0 0 γI

⎤
⎥⎥⎥⎦ > 0, ∀j = 1, 2, . . . , L. (4.12)

Next, multiplying (4.12) by λj(k + i) and summing them up for j = 1, 2, . . . , L, we get⎡
⎢⎢⎢⎣

1
γ P (k + i) ∗ ∗ ∗

1
γ P (k + i + 1)

{
A(k + i) + B(k + i)F (k)

}
1
γ P (k + i + 1) ∗ ∗

Q1/2 0 γI ∗
R1/2F (k) 0 0 γI

⎤
⎥⎥⎥⎦ > 0. (4.13)
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Applying the Schur complement to (4.13), we have[
P (k + i) − {Q + F (k)T RF (k)

} ∗
P (k + i + 1)

{
A(k + i) + B(k + i)F (k)

}
P (k + i + 1)

]
> 0. (4.14)

Then, applying the Schur complement to (4.14) and multiplying the resulting inequality from the left

by x(k + i|k)T and from the right by x(k + i|k) with taking into account of (2.6) and (4.5), we have

V (k + i + 1|k) − V (k + i|k) < −{
x(k + i|k)T Qx(k + i|k) + u(k + i|k)T Ru(k + i|k)

}
,

∀ [
A(k + i) B(k + i)

] ∈ Ω, i ≥ 0. (4.15)

Summing (4.15) from i = 0, 1, . . . ,∞ and requiring x(∞|k) = 0 or V (∞|k) = 0, it follows that

JWC(k) < V (k|k).

Hence, the first inequality of (4.6) holds.

Next, we show that the second inequality of (4.6) holds. Applying the congruence transforma-

tion to (4.1) with diag[1, Q−1
j ] and multiplying the resulting inequalities by λj(k) and summing them

up for j = 1, 2, . . . , L, we obtain

L∑
j=1

λj(k)
[

1 x(k|k)T Q−1
j

Q−1
j x(k|k) Q−1

j

]
≥ 0. (4.16)

Substituting Qj = γP−1
j into (4.16) and applying the congruence transformation to the resulting

inequality with diag[1, γP (k)−1], we have[
1 x(k|k)T

x(k|k) γP (k)−1

]
≥ 0,

which, by the Schur complement, yields

x(k|k)T P (k)x(k|k) ≤ γ. (4.17)

Hence, we conclude that the second inequality of (4.6) holds.

Next, we show the that the constraint (4.7) holds. From (4.9), it is straightforward to see that

(4.3) implies [
u2

maxI Y

Y T GT Q−1
j G

]
≥ 0, ∀j = 1, 2, . . . , L. (4.18)

Substituting Y = F (k)G into (4.18) and multiplying the resulting inequality from the left by diag[I,G−T ]

and from the right by diag[I,G−1], we have[
u2

maxI F (k)
F (k)T Q−1

j

]
≥ 0, ∀j = 1, 2, . . . , L. (4.19)

Substituting Qj = γP−1
j into (4.19) and multiplying the resulting inequalities by λj(k + i) and

summing them up for j = 1, 2, . . . , L, we obtain[
u2

maxI F (k)
F (k)T 1

γ P (k + i)

]
≥ 0. (4.20)
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Applying the Schur complement to (4.20) and multiplying the resulting inequality from the left by

x(k + i|k)T and from the right by x(k + i|k) and taking into account of (4.5), we get

1
u2

max

u(k + i|k)T u(k + i|k) ≤ 1
γ

x(k + i|k)T P (k + i)x(k + i|k). (4.21)

Since the inequality (4.15) implies that V (k + i|k) strictly decreases as i goes to ∞ and V (k|k) ≤ γ

from (4.17), we have

1
γ

x(k + i|k)T P (k + i)x(k + i|k) ≤ 1, ∀i ≥ 0. (4.22)

Hence, from (4.21) and (4.22), we conclude that (4.7) holds.

Finally, we show that (4.8) holds. From (4.9) and using Y = F (k)G, it is obvious to see that

(4.4) implies [
y2
maxI ∗

GT (Aj + BjF (k))T CT GT Q−1
j G

]
≥ 0, ∀j = 1, 2, . . . , L. (4.23)

Multiplying (4.23) from the left by diag[I,G−T ] and from the right by diag[I,G−1] and substituting

Qj = γP−1
j into the resulting inequality, we have

[
y2
maxI ∗

(Aj + BjF (k))T CT 1
γ Pj

]
≥ 0, ∀j = 1, 2, . . . , L. (4.24)

Multiplying (4.24) by λj(k + i) and summing them up for j = 1, 2, . . . , L, we have[
y2
maxI ∗{

A(k + i) + B(k + i)F (k)
}T

CT 1
γ P (k + i)

]
≥ 0. (4.25)

Applying the Schur complement to (4.25) and multiplying the resulting inequality from the left by

x(k + i|k)T and from the right by x(k + i|k) and taking into account of

y(k + i + 1|k) = C
{
A(k + i) + B(k + i)F (k)

}
x(k + i|k),

we obtain

1
y2

max

y(k + i + 1|k)T y(k + i + 1|k) ≤ 1
γ

x(k + i|k)T P (k + i)x(k + i|k). (4.26)

From (4.22) and (4.26), we have

1
y2

max

y(k + i + 1|k)T y(k + i + 1|k) ≤ 1, ∀i ≥ 0,

which implies that (4.8) holds. �

Note that in the MPC scheme, the performance index γ is minimized at each sampling time

k (equivalently, an upper bound of JWC(k) is minimized). A physical interpretation of this perfor-

mance index is a measure on how close the state is to the origin without an excessive expenditure

of the control effort. Moreover, the function V (k|k) in this case is a parameter-dependent Lyapunov

function used to guarantee robust stability of the uncertain system. It is clearly seen that the proposed
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control technique is less conservative than the previous control law using a single Lyapunov func-

tion [9]. As a result, we expect that the performance index γ obtained by the proposed technique will

always be no greater than the one obtained by the method in chapter 3.

In fact, the formulation in Theorem 4.1 is an extension of the robust stabilization for uncertain

time-varying systems which was addressed by Cuzzola et al. [22] and Mao [23]. Mao also pointed

out that the robust stability conditions in [22] was actually held for uncertain time-invariant systems.

Although, in [23], the conditions for robust stabilization for uncertain time-varying systems are given,

the formulation does not consider constraints on control input and output. We extend the main results

in [22,23] to design robust MPC of uncertain LTV systems subject to constraints on control input and

output. The condition (4.2) can be simplified for the time-invariant case by imposing Ql = Qj in

(4.2) and thus, the number of LMIs decreases from L × L to L.

Based on Theorem 4.1, we are now ready to state the algorithm for the implementation of state

feedback RCMPC. It is given as follows.

Algorithm 4.1 (State feedback RCMPC with a PDLF)

1. Get the measured state x(k).

2. Solve minY,G,Qj γ, s.t. (4.1)-(4.4) and compute F (k).

3. Apply u(k) = F (k)x(k) to the process.

4. Set k := k + 1 and go to 1.

4.1.2 Robust Stability

In this section, we will ensure that the control law in Algorithm 4.1 stabilizes uncertain time-varying

systems (2.6). In order to prove the robust stability of the closed-loop system, we need to establish

the feasibility of Algorithm 4.1.

Lemma 4.1 (Feasibility)

Consider the system (2.6). Assume that the conditions (4.1)-(4.4) in Theorem 4.1 are feasible at time

k. Then Algorithm 4.1 is feasible for all times t > k.

Proof Let us assume that the conditions (4.1)-(4.4) in Theorem 4.1 are feasible at time k. The

only LMI in the problem that depends explicitly on the measured state x(k|k) = x(k) of the system

is (4.1). Thus, to prove the lemma, we only need to prove that this LMI is feasible for all future

measured states x(k + i|k + i) = x(k + i), i ≥ 1.

Now, the feasibility of the algorithm at time k implies satisfaction of (4.22), which means that

for any
[
A(k + i) B(k + i)

] ∈ Ω, i ≥ 0, we must have

x(k + i|k)T P (k)(k + i)x(k + i|k) ≤ γ(k), ∀i ≥ 1, (4.27)

where P (k)(k + i) =
∑L

j=1 λj(k + i)P (k)
j and P

(k)
j denotes the solution obtained at time k. Because

of the measured state at time k + 1

x(k + 1|k + 1) = [A(k) + B(k)F (k)]x(k|k)
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for some
[
A(k) B(k)

] ∈ Ω, it must also satisfy inequality (4.27), i.e.,

x(k + 1|k + 1)T P (k)(k + 1)x(k + 1|k + 1) ≤ γ(k). (4.28)

In other words, the feasible solution at time k is also feasible at time k + 1. Thus, the optimization

problem is feasible at time k + 1. This argument can be repeated for subsequent sampling times, i.e.,

the optimization problem is feasible at time k + 2, k + 3, . . . ,∞. Hence, we conclude that Algorithm

4.1 is feasible for all times t > k. �

The robust stability of the closed-loop system is stated in the next theorem.

Theorem 4.2 (Robust stability)

Consider the system (2.6). Assume that the conditions (4.1)-(4.4) in Theorem 4.1 are feasible at time

0. Then the control law in Algorithm 4.1 robustly asymptotically stabilizes the closed-loop system.

Proof To prove asymptotic stability, we will show that V (k|k) = x(k|k)T P (k)(k)x(k|k) is a strictly

decreasing Lyapunov function. Note that P(k)(k) =
∑L

j=1 λj(k)P (k)
j and P

(k)
j > 0 is the optimal

solution obtained at time k.

Let us assume that the conditions in Theorem 4.1 are feasible at time 0. Lemma 4.1 then

ensures the feasibility of Algorithm 4.1 at all times k > 0. Since γ is minimized at each time k, the

following inequality holds.

x(k +1|k +1)T P (k+1)(k +1)x(k +1|k +1) ≤ x(k +1|k +1)T P (k)(k +1)x(k +1|k +1). (4.29)

From (4.15) with i = 0, the following inequality holds for any
[
A(k) B(k)

] ∈ Ω.

x(k + 1|k)T P (k)(k + 1)x(k + 1|k) < x(k|k)T P (k)(k)x(k|k), (x(k|k) 
= 0). (4.30)

Since the measured state x(k + 1|k + 1) = x(k + 1), i.e.,

x(k + 1) = [A(k) + B(k)F (k)]x(k|k)

for some
[
A(k) B(k)

] ∈ Ω, it must also satisfy inequality (4.30), that is,

x(k + 1|k + 1)T P (k)(k + 1)x(k + 1|k + 1) < x(k|k)T P (k)(k)x(k|k), (x(k|k) 
= 0). (4.31)

Hence, from (4.29) and (4.31), we have

x(k + 1|k + 1)T P (k+1)(k + 1)x(k + 1|k + 1) < x(k|k)T P (k)(k)x(k|k), (x(k|k) 
= 0). (4.32)

Therefore, V (k|k) is a strictly decreasing Lyapunov function, which implies that x(k) → 0 as k →
∞. �
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4.2 Off-line State Feedback RCMPC with a PDLF

4.2.1 Asymptotically Stable Invariant Ellipsoid

A part of the theory behind the off-line strategy for state feedback MPC is the construction of asymp-

totically stable invariant ellipsoids. In other words, it is necessary to find a region of attraction where

the state, once inside the region, will never leave it and finally steer to the origin.

First, we review the LMI optimization problem used to find the state feedback law for RCMPC

as mentioned in Algorithm 4.1 of section 4.1.

min
γ,Y,G,Qj

γ

subject to (4.1), (4.2), (4.3) and (4.4).
(4.33)

The following lemma is to find an asymptotically stable invariant ellipsoid for the uncertain system.

Lemma 4.2 Consider the polytopic uncertain system (2.6). Assume that LMI optimization problem

(4.33) applied to a system state x0 has a solution represented by a scalar γ, matrices Qj with j =
1, 2, . . . , L and a pair of matrices {Y,G}. If the state feedback control law u(k) = Y G−1x(k) is

adopted, then an asymptotically stable invariant ellipsoid is E = {x ∈ Rn|xT Q−1x ≤ 1} where the

matrix Q can be obtained as the solution of the following LMI optimization problem.

max
β,Q

β

subject to βI < Q ≤ Qj, ∀j = 1, 2, . . . , L.
(4.34)

Proof First, from Theorem 4.1, we observe that Q(k + i) = γP (k + i)−1, k, i > 0 is a convex

combination of matrices Qj , j = 1, . . . , L. Consequently, an invariant ellipsoid can be found by

determining the maximal matrix Q that can be expressed as a convex combination of the matrices

Qj , j = 1, . . . , L. Clearly, this matrix has to satisfy the constraints Q ≤ Qj, j = 1, . . . , L and can

be found by the LMI optimization problem (4.34).

Also in Theorem 4.1, the inequalities (4.1) that depend on the system state are automatically

satisfied for all states within the ellipsoid E . Therefore, the minimizer γ,Qj , Y,G given at the state

x0 is also feasible (not necessarily optimal) for any other state in E . Thus, we can apply the state

feedback law u = Y G−1x to any non-zero x̃(k) ∈ E , where x̃(k) 
= x0 and still satisfy (4.2)-(4.4),

thereby ensuring that in real time

x̃(k + i + 1)T Qx̃(k + i + 1) < x̃(k + i)T Qx̃(k + i) ≤ 1, i ≥ 0.

Therefore, x̃(k + i) ∈ E , i ≥ 0 and x̃(k + i) converges to the origin as i goes to infinity. This

establishes that E is an asymptotically stable invariant ellipsoid. �

4.2.2 Off-line Formulations

Once asymptotically stable invariant ellipsoids are established, we can obtain the off-line version of

state feedback RCMPC with a PDLF following the idea of section 3.2.
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Theorem 4.3 (Off-line state feedback RCMPC with a PDLF)

Consider a dynamical system (2.6) with input and output constraints (2.2) and (2.3). Off-line, given

an initial feasible state x1, generate a sequence of Qi and Fi (i=1,. . . ,N) as follows.

1. Compute the minimizer γi, Qij (j = 1, . . . , L), Yi and Gi at xi by solving the LMI (4.33).

2. Compute the maximizer Qi for each xi by solving the LMI (4.34) with an additional constraint

Qi−1 > Qi (ignored at i = 1); store Q−1
i and Fi (= YiG

−1
i ) in a look-up table.

3. If i < N , choose a state xi+1 satisfying ‖xi+1‖2
Q

−1
i

< 1. Let i := i + 1, go to 1.

On-line, given an initial state x(0) satisfying ‖x(0)‖2
Q

−1
1

≤ 1, let the state be x(k) at time k. Perform

a bisection search over Q−1
i in the look-up table to find the index i equivalent to the smallest ellipsoid

E = {x ∈ Rn|xT Q−1
i x ≤ 1} such that ‖x(k)‖2

Q−1
i

≤ 1. Apply the control law u(k) = Fix(k). The

resulting time varying state feedback matrix F (k) robustly asymptotically stabilizes the closed-loop

system.

Proof For the off-line minimization at xi, i = 2, . . . , N , the additional constraint Qi−1 > Qi is

equivalent to Q−1
i−1 > Q−1

i . This implies that the constructed asymptotically stable invariant ellipsoid

Ei = {x ∈ Rn|xT Q−1
i x ≤ 1}

is inside Ei−1. In other words, Ei ⊂ Ei−1. So for a fixed x, the weighted norm ‖x‖2
Q−1

i

is monotonic

with respect to the index i. This ensures the uniqueness of the on-line bisection search in the look-up

table for the largest i satisfying ‖x‖2
Q

−1
i

≤ 1.

Given a dynamical system (2.6) and an initial state x(0) satisfying ‖x(0)‖2
Q−1

1

≤ 1, the closed-

loop system becomes

x(k + 1) =

⎧⎪⎪⎨
⎪⎪⎩

(A(k) + B(k)Fi))x(k) if ‖x(k)‖2
Q

−1
i

≤ 1, ‖x(k)‖2
Q

−1
i+1

≥ 1,

i 
= N

(A(k) + B(k)FN )x(k) if ‖x(k)‖2
Q−1

N

≤ 1.

When x(k) satisfies ‖x(k)‖2
Q

−1
i

≤ 1 and ‖x(k)‖2
Q

−1
i+1

≥ 1, i = 1, . . . , N − 1, the control law corre-

sponding to the ellipsoid Ei is guaranteed to keep the state within Ei (using Lemma 4.2) and converge

it into the ellipsoid Ei+1, and so on. Finally, the smallest ellipsoid EN is guaranteed to keep the state

within EN and converge it to the origin. �
The next theorem is given to construct a continuous feedback matrix over the state space.

Theorem 4.4 (Continuous off-line state feedback RCMPC with a PDLF)

Consider the look-up table generated by the off-line part of Theorem 4.3. If for each xi (i =
1, . . . , N − 1), the following condition is satisfied.

Qi − (Aj + BjFi+1)T Q−1
i (Aj + BjFi+1) > 0, j = 1, . . . , L. (4.35)

Then, on-line, given an initial state x(0) satisfying ‖x(0)‖2
Q

−1
1

≤ 1, let the state be x(k) at time

k. Perform a bisection search over Q−1
i in the look-up table to find the index i equivalent to the
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smallest ellipsoid E = {x ∈ Rn|xT Q−1
i x ≤ 1} such that ‖x(k)‖2

Q
−1
i

≤ 1. If i 
= N , solve

x(k)T
(
αiQ

−1
i + (1 − αi)Q−1

i+1

)
x(k) = 1 for αi and apply the control law u(k) = (αiFi + (1 −

αi)Fi+1)x(k). If i = N , apply u(k) = FNx(k). The resulting time varying state feedback matrix

F (k) robustly asymptotically stabilizes the closed-loop system.

Proof The closed-loop system is given by

x(k + 1) =

⎧⎪⎪⎨
⎪⎪⎩

{
A(k) + B(k)F (αi(k))

}
x(k) if ‖x(k)‖2

Q
−1
i

≤ 1, ‖x(k)‖2
Q

−1
i+1

≥ 1,

i 
= N{
A(k) + B(k)FN

}
x(k) if ‖x(k)‖2

Q
−1
N

≤ 1.

Here,

F (αi(k)) = αi(k)Fi + (1 − αi(k))Fi+1,

with αi(k) satisfying

x(k)T
(
αi(k)Q−1

i + (1 − αi(k))Q−1
i+1

)
x(k) = 1, 0 ≤ αi(k) ≤ 1.

When x(k) satisfies ‖x(k)‖2
Q

−1
i

≤ 1 and ‖x(k)‖2
Q

−1
i+1

≥ 1, i 
= N , let F (αi) = αiFi + (1 −
αi)Fi+1, Q(αi)−1 = αiQ

−1
i + (1 − αi)Q−1

i+1 > 0, where αi is solved by satisfying

x(k)T Q(αi)−1x(k) = 1, 0 ≤ αi(k) ≤ 1.

The satisfaction of (4.2) and (4.34) for xi together with (4.35) ensures that[
Q−1

i ∗
Aj + BjF (αi) Qi

]
> 0, ∀j = 1, . . . , L.

Moreover, the satisfaction of (4.3), (4.4) and (4.34) also ensures that[
u2

maxI F (αi)
F (αi)T Q(αi)−1

]
≥ 0, ∀j = 1, 2, . . . , L,[

y2
maxI ∗

(Aj + BjF (αi))
T CT Q(αi)−1

]
≥ 0, ∀j = 1, 2, . . . , L.

Therefore, the control law u(k) = F (αi(k))x(k) between Ei and Ei+1 is guaranteed to keep the

state within Ei and converge it into the ellipsoid Ei+1 with constraints satisfied. Finally, the smallest

ellipsoid EN is guaranteed to keep the state within EN and converge it to the origin. �

4.3 Output Feedback RCMPC with a PDLF

Robust constrained MPC in combination with discrete-time linear estimator theory is again studied

in this section. In this approach, we first design an off-line state feedback RCMPC with a PDLF and

an off-line state estimator independently. Then we analyze the robust stabilizability of the combined

controller and estimator. If the robust stability criterion is not satisfied, we iterate the design of the

controller and estimator by specifying new design parameters. As a comprehensive discussion of this

theory was given in section 3.3, only the main topics are repeated here.
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4.3.1 Off-line Estimator Design

The state estimator has the form

x̂(k + 1) = A0x̂(k) + B0u(k) + Lp(y(k) − Cx̂(k)),

x̂(0) = 0,
(4.36)

where
[
A0 B0

]
is the nominal model and Lp is the estimator gain. As discussed in section 3.3 of

chapter 3, we can obtain the estimator gain by solving the LMI constraint

M > 0,
[

ρ2M MA0 − NC
AT

0 M − CT NT M

]
≥ 0. (4.37)

with ρ the pre-specified minimum decay rate of the nominal error dynamics. Here, M and N = QLp

are the variables.

4.3.2 Output Feedback Control Law

Now, we give the condition that guarantee stability of the closed-loop if an off-line state feedback

RCMPC is used together with a full state estimator for the recovery of the system state. The aug-

mented closed-loop system is

X (k + 1) = A(k)X (k) (4.38)

where X =
[
x
x̂

]
, A(k) =

[
A(k) B(k)F (k)
LpC A0 + B0F (k) − LpC

]
.

Recall that the uncertain set Ψ = Co{F1, F2}∪· · ·∪Co{FN−1, FN}, where Fi (i = 1, . . . , N)

are state feedback gains obtained by the off-line part of Theorem 4.3.

Lemma 4.3 The augmented system (4.38) is stable, if there exists a matrix Q > 0 such that for all

vertices of Ω and all Fi in the set Ψ, [
Q QAT

i,j

Ai,jQ Q

]
> 0 (4.39)

where Ai,j =

[
Aj BjFi

LpC A0 + B0Fi − LpC

]
, j = 1, . . . , L, i = 1, . . . , N .

Proof For system (4.38), if for all vertices of Ω and all Fi in the set Ψ, condition (4.39) is satisfied,

then for an arbitrary plant [A(k) B(k)] ∈ Ω and F (k) ∈ Ψ, we have[
Q QA(k)T

A(k)Q Q

]
> 0. (4.40)

Applying the Schur complement to (4.40) and substituting P = Q−1 into the resulting inequality, we

obtain

P −A(k)T PA(k) > 0,

which implies that the quadratic function XT PX is monotonically decreasing. �
The main result in this section is given by the theorem below.
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Theorem 4.5 (Output feedback RCMPC with a PDLF)

Consider a dynamical system (2.6) with input and output constraints (2.2) and (2.3). Off-line, iterate

the following steps.

1. Specify the controller design parameters Q and R, obtain a look-up table of {Qi, Fi}, i =
1, . . . , N , by following the steps in the off-line part of Theorem 4.3.

2. Specify the estimator design parameters ρ, obtain an estimator gain Lp = M−1N satisfying

(4.37).

3. Test the robust stability criterion in Lemma 4.3. If not satisfied, go back to Step 1 and 2.

On-line, given the estimated state x̂(k) at time k computed by the state estimator (4.36) and provided

‖x̂(k)‖2
Q

−1
1

≤ 1, perform a bisection search over Q−1
i in the lookup table of the controller to find the

largest index i such that ‖x̂(k)‖2
Q

−1
i

≤ 1. If i < N , solve x̂(k)T (αiQ
−1
i +(1−αi)Q−1

i+1)x̂(k) = 1 for

αi and apply the control law u(k) = (αiFi + (1 − αi)Fi+1)x̂(k). If i = N , apply u(k) = FN x̂(k).
The resulting time varying state feedback matrix F (k) robustly asymptotically stabilizes the closed-

loop system.

Proof From Lemma 4.3 and Theorem 4.4. �

4.4 Summary and Discussion

4.4.1 Summary

For ease of visualization, the above RCMPC algorithms are summarized by the flowcharts in Fig-

ures 4.1-4.5. The on-line state feedback scheme is illustrated by Fig. 4.1 according to Algorithm 4.1.

Fig. 4.2 and 4.3 depict the algorithm of off-line state feedback RCMPC approach based on Theo-

rem 4.3. Finally, Theorem 4.5 of the output feedback scheme is demonstrated by the flowchart in

Fig. 4.4 and 4.5.

4.4.2 Discussion

In this chapter, we have presented an improved approach of RCMPC algorithm for polytopic LTV

systems. The performance is defined in terms of an infinite horizon quadratic function whereas the

constraints are specified by the Euclidean norm of control input and output. The proposed RCMPC

algorithm employs a Lyapunov function which depends on uncertain time-varying parameters of the

dynamical system. The design technique can be efficiently implemented since it is reduced to the

convex optimization over LMI constraints. The use of a parameter-dependent Lyapunov function

leads to a significant improvement of achievable performance. In next chapter, numerical examples

based on the two-mass-spring system will confirm that the proposed robust MPC algorithm yields

less conservative results than the algorithm with a single Lyapunov function.

After that, we extend the RCMPC using a parameter-dependent Lyapunov function to output

feedback scheme. A synthesis approach is to employ off-line observers to estimate states, then feed

the estimates through state feedback obtained by the RCMPC technique.
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Figure 4.1: Flowchart of on-line state feedback RCMPC with a PDLF.
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Figure 4.2: Flowchart of off-line part of state feedback RCMPC with a PDLF.
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Figure 4.3: Flowchart of on-line part of state feedback RCMPC with a PDLF.
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Figure 4.4: Flowchart of off-line part of output feedback RCMPC with a PDLF.

The advantage of using a PDLF over using a single Lyapunov function is that it reduces the

conservatism. Therefore, we expect that the performance of the system with a PDLF is better than that

with SLF, and the performance index γ is much smaller, as will be shown in an example of chapter 5.

Since we employ an off-line approach for the controller design which gives a sequence of

explicit control laws, we can significantly reduce the computational burden. Especially, when the

output feedback RCMPC with a PDLF is used, the number of LMIs constraints grows dramatically

with the number of uncertain parameters (e.g., n uncertain parameters leads to 4n + 3 ∗ 2n LMIs

constraints in one optimization problem). In addition, testing the robust stability condition for the

closed-loop system is a time consuming process, but as it is performed off-line, it should not present

any difficulties.

Another advantage of the off-line approach is the ability to analyze the robust stabilizability of

the combined control laws and estimator, and by adjusting the design parameters, guarantee robust

stability of the closed-loop system in the presence of constraints.

However, a drawback of this method is that the control input at each time k is not optimal. The

off-line formulation sacrifices optimality somewhat while significantly reducing the on-line compu-

tation and guaranteeing the robust stability of the closed-loop system.
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Chapter 5

NUMERICAL EXAMPLES

The results from the previous chapters shall be demonstrated by several examples. The first ex-

ample based on an angular positioning system will be given to illustrate the implementation of the

on-line state feedback RCMPC algorithm with a SLF. In order to show how the off-line state feedback

RCMPC is utilized together with a full state estimator to ensure the stability of the output feedback

system, another example of a distillation column will be taken into consideration. The last two exam-

ples, based on a two-mass-spring system and a non-isothermal CSTR will be presented to show the

effectiveness of the proposed RCMPC with a PDLF. For these examples, the software LMI control

toolbox [26] in MATLAB environment is used to compute the solution of the LMI problem.

5.1 Angular Positioning System

This example is taken from [9]. As shown in Fig. 5.1, the system consists of a rotating antenna at the

origin of the plane, driven by an electric motor. The control problem is to use the input voltage to the

motor (u volts) to rotate the antenna so that it always points in the direction of a moving object in the

plane.

x =

[
θ

θ̇

]
Goal: θ ∼= θr

Target object

Antenna

u

θr
θMotor

Figure 5.1: Angular positioning system.

Assume that the angular positions of the antenna and the moving object (θ and θr rad, respec-

tively) and the angular velocity of the antenna (θ̇ rad.s−1) are measurable. The motion of the antenna

can be described by the following discrete-time equations obtained from their continuous-time coun-

terparts by discretization, using a sampling time of 0.1 s and Euler’s first-order approximation for the
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derivative. [
θ(k + 1)
θ̇(k + 1)

]
=

[
1 0.1
0 1 − 0.1α(k)

] [
θ(k)
θ̇(k)

]
+

[
0

0.0787

]
u(k),

y(k) = [1 0]
[
θ(k)
θ̇(k)

]
,

(5.1)

where 0.1 s−1 ≤ α(k) ≤ 10 s−1. The parameter α(k) is proportional to the coefficient of viscous

friction in the rotating parts of the antenna and assumed to be arbitrarily time-varying in the indicated

range of variation.

We can write (5.1) in the form (2.6), i.e.,

x(k + 1) = A(k)x(k) + Bu(k),

y(k) = Cx(k).

Thus, if we use a polytopic model as in (2.7), we see that A(k) ∈ Ω = Co{A1, A2}, where

A1 =
[
1 0.1
0 0.99

]
, A2 =

[
1 0.1
0 0

]
.

Alternatively, if we define

δ(k) =
α(k) − 5.05

4.95
,

A =
[
1 0.1
0 0.495

]
, Bp =

[
0

−0.1

]
,

Cq =
[
0 4.95

]
, Dqu = 0,

then δ(k) is time-varying and norm-bounded with |δ(k)| ≤ 1, k ≥ 0. The uncertainty can then be

described as in (2.8) with

Ω = {A + BpδCq : |δ| ≤ 1}.
The robust performance index to be minimized at each time k is

JWC(k) = max
A(k+i)∈Ω, i≥0

∞∑
i=0

{y(k + i|k)2 + Ru(k + i|k)2},

with R = 2 × 10−5. The system is subject to input constraint |u(k + i|k)| ≤ 2, i ≥ 0.

Fig. 5.2 and Fig. 5.3 show the closed-loop response of the system when α(k) is randomly time-

varying between 0.1 and 10 s−1. The control is synthesized according to the on-line state feedback

RCMPC algorithm in Theorem 3.2. Also included in these figures are the response and control signal

using a static state feedback control law, where the feedback matrix F computed from Theorem 3.2

at time k = 0 is kept constant for all times k > 0, i.e., it is not computed at each time k. Also the

norm of F as a function of time for the state feedback MPC and static state feedback controller is

given in Fig. 5.4.
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Figure 5.4: Norm of the feedback matrix F as a function of time.

5.2 Distillation Column

Consider a distillation column which has the following transfer function matrix [30]

[
xD

xB

]
=

⎡
⎣ 34

54s+1
−44.7

114s+1
31.6

78s+1
−45.2
42s+1

⎤
⎦[

L

V

]

where

xD − distillate product composition [mole fraction],

xB − bottom product composition [mole fraction],

L − reflux flow [kmol/min],

V − boilup flow [kmol/min].

Assume that for each transfer function, standard deviation for both the gain and the time constant

is σ = 1%. The model is discretized using a sampling time of T = 2 min and given in terms of

perturbation variables as follows:

x(k + 1) = Ax(k) + Bu(k) + Bpp(k),

y(k) = Cx(k),

q(k) = Cqx(k) + Dquu(k),

p(k) = (Δq)(k),
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where

A =

⎡
⎢⎢⎣
1 − T

54 0 0 0
0 1 − T

78 0 0
0 0 1 − T

114 0
0 0 0 1 − T

42

⎤
⎥⎥⎦ , B =

⎡
⎢⎢⎣

34T
54 0

31.6T
78 0
0 −44.7T

114

0 −45.2T
42

⎤
⎥⎥⎦ ,

Bp =

⎡
⎢⎢⎣
1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1

⎤
⎥⎥⎦ , C =

[
1 0 1 0
0 1 0 1

]
,

Cq = θ1

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

T
54 0 0 0
0 T

78 0 0
0 0 T

114 0
0 0 0 T

42
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, Dqu = θ2

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0
0 0
0 0
0 0

34T
54 0

31.6T
78 0
0 −44.7T

114
0 −45.2T

42

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

with θ1 = max(| 1
1+σ − 1|, | 1

1−σ − 1|) and θ2 = max(|1−σ
1+σ − 1|, |1+σ

1−σ − 1|), and Δ = diag(δ1, . . . , δ8)

with −1 ≤ δi ≤ 1, i = 1, . . . , 8. The input constraints are |u1(k + i|k)| ≤ 0.05 and |u2(k + i|k)| ≤
0.05.

The output feedback RCMPC scheme in Theorem 3.4 is applied to this system. We specify

the design parameters Q = diag(1, 1, 1, 1), R = 2 × 10−5diag(1, 1) and ρ = 0.95, which satisfy

the robust criterion (3.23). We choose a sequence of nine state vectors along the one dimensional

subspace where

x1 = x3 ∈ [1, 0.5, 0.3, 0.2, 0.1, 0.07, 0.045, 0.033, 0.01] and x2 = x4 = 0.

Fig. 5.5 shows the intersection between the nine hyper-ellipsoids (defined by Q−1
i , i = 1, . . . , 9)

in the x1 − x3 plane. The hyper-ellipsoids are constructed one inside another in the state space and

asymptotically stable invariant. Fig. 5.6 shows the norm of the off-line state feedback gains Fi along

the chosen one dimensional subspace in logarithmic scale. As i increases, the norm of matrix Fi is

larger and larger since the input constraints impose lesser and lesser limits on the feedback gain.

Given an initially perturbed state x(0) =
[
0.05 0 0.05 0

]T
, Fig. 5.7 shows that the com-

bined control law F and the estimator robustly stabilizes the closed-loop system with each element

of Δ block time varying randomly within [−1, 1]. Also in this figure, the open loop response of the

system are shown with the dashed lines. The two control inputs are depicted in Fig. 5.8. Finally,

Fig. 5.9 shows the convergence of the error between the estimated state and the actual state. The

total time consumed for the off-line computations is 13.5 seconds whereas the time for the on-line

simulation is 0.0938 seconds.
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Figure 5.9: Estimation error of the distillation system.

5.3 Two-Mass-Spring System

Consider a two-mass-spring system as shown in Fig. 5.10. The state vector is given by

x = [x1 x2 x3 x4]T ,

where x1 and x2 are the positions of the first mass and second mass, respectively, x3 and x4 are the

velocities associated with two masses. Using Euler first-order approximation with sampling time of

0.1 sec., we obtain a discrete-time linear time-varying model

x(k + 1) = A(k)x(k) + Bu(k),

with

A(k) =

⎡
⎢⎢⎢⎣

1 0 0.1 0
0 1 0 0.1

−0.1K(k)
m1

0.1K(k)
m1

1 0
0.1K(k)

m2
−0.1K(k)

m2
0 1

⎤
⎥⎥⎥⎦ , B =

⎡
⎢⎢⎣

0
0
0.1
m1

0

⎤
⎥⎥⎦ ,

where m1 and m2 are the two masses and K(k) is the spring constant. We choose system parameters

and design specifications considered in [9], that are, m1 = m2 = 1, Q = I , R = 1 and |u(k)| ≤
1. Since there is one uncertain parameter K(k), the polytopic uncertainty set Ω has two vertices

corresponding to the possible maximum and minimum value of K(k). Subsequently, we apply the

state feedback RCMPC algorithm using a PDLF as in Algorithm 4.1. To see the effectiveness of

the developed technique, we compare the results with the ones obtained from the RCMPC algorithm
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m2

x1

K
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u m1

Figure 5.10: Two-mass-spring system.

using a single Lyapunov function and the static state feedback design. The experiments are comprised

of two cases.

Case 1

Assume that K(k) ∈ [0.5, 10]. Fig. 5.11 shows the performance index γ achieved by two robust

MPC algorithms. The index γ obtained by the RCMPC with a PDLF is smaller compared to the one

obtained by the RCMPC with single Lyapunov function.The performance index obtained by the static

state feedback law is computed only one time at k = 0 and has the value γ = 279.65.

Given an initial condition x0 = [1 1 0 0]T and random samples of K, Fig. 5.12 and Fig. 5.13

show the time responses of the position and the velocity of the second mass, respectively. Time

responses of the position and velocity of the first mass appear to be close to that of the second mass.

Thus, the plots of x1 and x3 are omitted. In these figures, the solid line shows the response of the

system with the RCMPC using a PDLF, the dashed line with the RCMPC using a single Lyapunov

function, and the dotted line with the static state feedback control law. Apparently, the response

corresponding to the RCMPC using a PDLF converges to zero fastest among these responses. In

addition, Fig. 5.14 displays the control input of the closed-loop system. RCMPC with PDLF clearly

utilizes the control input better than the other two methods. Fig. 5.15 depicts the norm of the state-

feedback gains from three design methods. The state-feedback gain F (k) is computed optimally

at each time k satisfying the input constraint, as in the receding horizon controller. It is observed

that the RCMPC using a PDLF gives smaller state-feedback gains compared to that of the RCMPC

using single Lyapunov function. The static state-feedback controller does not recompute F (k) at each

sampling time, so it yields the most sluggish response. The actual CPU times required to compute

the closed-loop responses for SLF and PDLF case were about 467.2 and 550.7 seconds, respectively

while it took only 2.4 seconds for the static state feedback algorithm.

Case 2

Assume that K(k) ∈ [0.5,Kmax]. We vary Kmax to show that the technique that uses a PDLF

can control the system with a wider range of time-varying parametric uncertainty. Specifically, the

synthesis conditions of the RCMPC algorithm using a single Lyapunov function become infeasible

for Kmax ≥ 101 whereas the synthesis conditions of the RCMPC algorithm using a PDLF is feasible

for Kmax = 200.
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Figure 5.11: Performance index γ as a function of time.

0 10 20 30 40 50
0.2

0

0.2

0.4

0.6

0.8

1

1.2

time (sec)

st
at

e 
x 2

PDLF
SLF
static

Figure 5.12: Time response of the second-mass position, x2.
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Figure 5.13: Time response of the second-mass velocity, x4.
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Figure 5.14: Control input u.
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Figure 5.15: Norm of state-feedback gains F as a function of time.

5.4 Non-Isothermal CSTR

Consider the following linearized model derived for a single, non-isothermal CSTR [20]

ẋ = Ax + Bu,

y = Cx,

where x is a vector of the reactor concentration and temperature, u is the constrained coolant flow,

and y is the reactor temperature (see Fig. 5.16). The matrices A, B and C are given by:

A =

⎡
⎣ F

V − k0e
E

RTs − E
RT 2

s
k0e

− E
RTs CAs

−ΔHrxnk0e
E

RTs

ρCp
−F

V − UA
V ρCp

− ΔHrxn
E

ρCpRT 2
s
k0e

− E
RTs CAs

⎤
⎦ ,

B =

[
0

−2.098 × 105 Ts−365
V ρCp

]
, C =

[
0 1

]
,

where F = 1 m3/min, V = 1 m3, k0 = 109 − 5 × 109 min−1, E
R = 8.330.1 K, −ΔHrxn =

107 − 5 × 107 cal/mol, ρ = 106 g/m3, UA = 5.34 × 106 cal/K, and Cp = 1 cal/(gK). Note that

A and B depend on operating conditions. We will concentrate on this linearized model at steady

state Ts = 394 K and CAs = 0.265 kmol/m3 under the uncertain parameters k0 and −ΔHrxn. The

model is discretized using a sampling time of 0.15 min and given in terms of perturbation variables
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as follows

x(k + 1) =
[
0.85 − 0.0986α(k) −0.0014α(k)
0.9864α(k)β(k) 0.0487 + 0.01403α(k)β(k)

]
x(k) +

[
0

−0.912

]
u(k),

y(k) =
[
0 1

]
,

where 1 ≤ α(k) = k0/109 ≤ 5 and 1 ≤ β(k) = −ΔHrxn/107 ≤ 5. The polytopic uncertainty set

has four vertices Ω = Co{A1, A2, A3, A4}. The nominal model is the average of the four vertices.

The input constraint is |u(k + i|k)| ≤ 0.5 m3/min.

concentration
coolant A

T

temperature

Stirred tank

Figure 5.16: Single non-isothermal CSTR.

We will apply the output feedback RCMPC law to this system with two cases: using a sin-

gle Lyapunov function (Theorem 3.4) and using a parameter-dependent Lyapunov function (Theo-

rem 4.5). Both methods employ an off-line approach for controller design which gives a sequence of

explicit control laws. We specify the design parameters

Q =
[
0 0
0 1

]
, R = 2 × 10−5 and ρ = 0.95,

which satisfy the robust criteria (3.22) and (4.39). We choose a sequence of ten state vectors along

the x1 axis

xset
1 = [1, 0.5, 0.3, 0.2, 0.15, 0.1, 0.07, 0.05, 0.035, 0.01].

Fig. 5.17(a) shows the ellipsoids defined by Q−1
i for all ten states for the case of using a single

Lyapunov function. Fig. 5.17(b) shows the ellipsoids for the case of using a PDLF. Similarly, Fig. 5.18

plots the norm of the off-line state feedback matrices Fi along the x1 axis in logarithmic scale. In this

particular example, the norm of matrices Fi are almost the same. In Fig. 5.19, the performance index

γ corresponding to the given states is shown for both cases. The γ obtained by using a PDLF is much

smaller than that obtained by using a single Lyapunov function, as expected.

Given an initially perturbed state x(0) =
[
0.1
2

]
, Fig. 5.20 and Fig. 5.21 show the responses

of the system. In both figures, the solid line corresponds to the use of a PDLF whereas the dotted

line corresponds to the use of a single Lyapunov function. It is clear that the proposed method give
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better performance than the existing method. Also, the estimated errors for both cases are plotted in

Fig. 5.22. The estimated state in the PDLF case converges to the actual state faster than that in the SLF

case. The total times required to compute the RCMPC algorithms with PDLF and SLF techniques are

20.7 seconds and 10.1 seconds, respectively.

5.5 Conclusions

The objective of examples 5.1 and 5.2 is to illustrate the design and implementation of the RCMPC

method with a SLF. Simulation results showed that the method is applicable both for the polytopic

uncertain model and norm-bound uncertain model with both control structures, namely state feedback

and output feedback. In fact, the PDLF technique had been applied to the example of an angular

positioning system to compare with the SLF technique. However, since the uncertain parameter has

little effect on the system behavior, simulation results showed not much improvement of the proposed

method, and, therefore, were omitted here. In the example of the distillation column, some relaxations

had been made to change the system model to polytopic paradigm so that the PDLF technique could

be employed. Unfortunately, the solution of the convex optimization problem (4.33) does not exist. It

motivates the need for synthesizing a RCMPC law with PDLF that is valid for norm-bound uncertain

model.

Examples 5.3 and 5.4 give a good demonstration how the time response of the system can

be improved if using the PDLF technique presented in chapter 4. This is not surprising since the

quadratic Lyapunov function used to guarantee the robust stability and robust performance varies

with the change of system parameters. In the method that uses a SLF, the Lyapunov matrix is always

constant for all time-varying parametric uncertainties, and hence, resulting in conservative results.

In all simulations, the uncertain parameters were generated by using the command ‘rand’ in

MATLAB, i.e., they are uniformly distributed random numbers. We conjecture that the system per-

formance when using the RCMPC law with a PDLF will be much improved if we can generate the

uncertain parameters with various rate of variation.

On the other hand, a weakness of quadratic stability is that it guards against arbitrarily fast

parameter variations. As a result, this condition tends to be very conservative for constant or slowly-

varying parameters. In case of time-invariant uncertain systems, a modified algorithm of RCMPC

with multiple Lyapunov functions was derived in the work by Cuzzola et al. [22]. A method to

construct a PDLF that takes into account the bounded rate of uncertain parameters, thus providing

a smooth transition between time-invariant parameters and arbitrarily fast parameter variations may

suggest further investigation.
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Figure 5.17: Ellipsoids defined by Q−1
i for given ten states: (a) using a single Lyapunov function; (b)

using a parameter-dependent Lyapunov function.
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Figure 5.20: Time response of the reactor temperature, y.
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Figure 5.21: Control input of the CSTR system, u.
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Figure 5.22: Estimation error of the CSTR system: (a) error of state x1; (b) error of state x2.



Chapter 6

CONCLUSIONS

6.1 Summary of Results

The RCMPC synthesis for uncertain LTV systems was extensively discussed in this thesis. Based

on previous work done by Kothare et al. [9], Wan and Kothare [20, 21] and others, an approach for

the design of a predictive control that ensures robust stability in the presence of input and output

constraints was given. However, different from the pre-existing method that uses a single Lyapunov

function, the RCMPC algorithm presented in this thesis employs a PDLF which corresponds to the

vertices of the polytopic uncertainty. Several applications both to mechanical and chemical systems

show that the proposed design technique provides improved performance and less conservative re-

sults. Moreover, searching for an RCMPC law is equivalent to solving a number of LMI problems

which current available softwares can handle with extreme efficiency. To summarize the thesis, we

highlight main topics in the following.

In chapter 2, a basic knowledge with some important concepts and tools to be used throughout

the thesis was presented. The principle of Model Predictive Control was introduced in section 2.1.

The mathematical representations of the uncertainties were discussed in section 2.3. Section 2.4 gave

a brief description of LMI theory and Lyapunov stability for discrete-time systems was revised by

section 2.4.

Chapter 3 introduced the design method for RCMPC, which employs a single Lyapunov func-

tion to guarantee robust stability of the closed-loop system. As described in section 3.1, the state

feedback control law can be obtained by solving the on-line convex optimization over LMI con-

straints. This approach was then used in section 3.2 to initialize another off-line strategy making use

of the concept of asymptotically stable invariant ellipsoid. Moreover, output feedback scheme can be

developed by combining the off-line state feedback RCMPC with a state estimator. This combination

leads to the need of off-line solution of problems involving LMIs, as discussed in section 3.3.

In parallel to chapter 3, RCMPC with a PDLF was discussed with details in chapter 4. This

method is applicable for polytopic uncertain systems and provides less conservative results. Section

4.1 presented the state feedback RCMPC with a PDLF. The Lyapunov function is quadratic in the

system state and depends in a polytopic way on the system uncertain parameters. After that, an off-

line approach for state feedback RCMPC with a PDLF was introduced in section 3.2 . Section 4.3

offered an observer-based RCMPC scheme that ensures the robust stability of the augmented closed-

loop system.

Finally, four different examples illustrated the RCMPC procedures in chapter 5, together with

an extensive analysis. The first two examples based on an angular positioning system and a distillation
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column were given to demonstrate RCMPC policy with a SLF. In section 5.3, an example of a two-

mass-spring system was presented. The effectiveness of the state feedback RCMPC with a PDLF

was compared to the one with a SLF, and to the static state feedback law. The synthesis of the output

feedback RCMPC with a PDLF was then applied to the example of a non-isothermal CSTR, with its

behavior demonstrated and analyzed.

Some evaluations and discussions were made at the end of every chapter. The thesis ends with

some extensions and potential improvements of the proposed technique.

6.2 Recommendations

6.2.1 Possible Extensions

The presentation in this thesis has been restricted to the infinite horizon regulator with zero target.

There are some possible extensions to several standard problems encountered in practice.

Reference trajectory tracking

In optimal tracking problems, the system output is required to track a reference trajectory yt =

Ctxt(k), where the reference state xt is computed from the equation

xt(k + 1) = Atxt(k), xt(0) = xt0.

The choice of JLQ(k) for the robust trajectory tracking objective (3.1) is

JLQ(k) =
∞∑
i=0

{
[Cx(k + i|k) − Ctxt(k + i)]T Q[Cx(k + i|k) − Ctxt(k + i)]

+ u(k + i|k)T Ru(k + i|k)
}
.

The plant dynamics can be augmented by the reference trajectory dynamics to reduce the robust

trajectory tracking problem (with input and output constraints) to the standard form as in sections 3.1

and 4.1.

Constant setpoint tracking

Even though all the formulations in this thesis are intended for uncertain LTV systems, they can be

applied to uncertain linear time-invariant case, admitting some conservatism. For LTI systems, the

desired equilibrium state may be a constant point xs, us (called the setpoint) in state space, different

from the origin. Consider (2.6), which is now assumed to represent an uncertain LTI system, i.e.

[A B] ∈ Ω are constant unknown matrices. Suppose that the system output y is required to track the

target vector ys, by moving the system to the setpoint xs, us, where

xs = Axs + Bus, ys = Cxs.
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Assume that xs, us and ys are feasible, i.e. they satisfy the imposed constraints. The choice of

JLQ(k) for the robust setpoint tracking objective in the optimization (3.1) is

JLQ(k) =
∞∑
i=0

{
[Cx(k + i|k) − Cxs]T Q[Cx(k + i|k) − Cxs]

+ [u(k + i|k) − us]T R[u(k + i|k) − us]
}
.

This problem can be reduced to the standard form as in sections 3.1 and 4.1 by defining a shifted state

x̂(k) = x(k) − xs, a shifted input û(k) = u(k) − us, and a shifted output ŷ(k) = y(k) − ys.

Disturbance rejection

In all practical applications, some disturbances invariably enters the system and hence it is meaningful

to study its effect on the closed-loop response. Let an unknown disturbance e(k), having the property

limk→∞ e(k) = 0 enter the system as follows

x(k + 1) = A(k)x(k) + B(k)u(k),

y(k) = Cx(k),[
A(k) B(k)

] ∈ Ω.

(6.1)

A simple example of such a disturbance is any energy-bounded signal (
∑∞

i=0 e(i)T e(i) < ∞). As-

sume that the state of the system x(k) is measurable, we would like to solve the optimization problem

(3.1). If the predicted states of the system satisfy the equation

x(k + i + 1|k) = A(k + i)x(k + i|k) + B(k + i)u(k + i|k),[
A(k + i) B(k + i)

] ∈ Ω.
(6.2)

Then, as discussed in sections 3.1 and 4.1, we can derive an upper bound of the robust performance

objective (3.1). The problem of minimizing this upper bound with a state feedback control law u(k +

i|k) = F (k)x(k + i|k), i > 0, at the same time satisfying constraints on the control input and plant

output, can be reduced to a linear objective minimization as in Theorem 3.2.

Systems with delays

Consider the following uncertain discrete-time LTV system with delay elements, described by the

equations

x(k + 1) = A0(k)x(k) +
m∑

i=1

Ai(k)x(k − τi) + B(k)u(k − τ),

y(k) = Cx(k),

(6.3)

with [
A0(k) A1(k) . . . Am(k) B(k)

] ∈ Ω.

Assume without loss of generality that the delays in the system satisfy 0 < τ < τ1 < · · · < τm.

At sampling time k ≥ τ , we would like to design a state feedback control law u(k + i − τ |k) =
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Fx(k + i − τ |k), i ≥ 0, to minimize the following modified infinite horizon robust performance

objective

JWC(k) = max
[A0(k+i) ... Am(k+i) B(k+i)]∈Ω, i≥0

JLQ(k), (6.4)

where

JLQ(k) =
∞∑
i=0

{
xT (k + i|k)Qx(k + i|k) + uT (k + i − τ |k)Ru(k + i − τ |k)

}
,

subject to input and output constraints. Defining the augmented state

w(k) =
[
x(k)T x(k − 1)T . . . x(k − τ)T . . . x(k − τ1)T . . . x(k − τm)T

]T
,

which is assumed to be measurable at each time k ≥ τ , we can derive an upper bound on the robust

performance objective (6.4) as in section 3.1. The problem of minimizing this upper bound with the

state feedback law u(k + i − τ |k) = Fx(k + i − τ |k), k ≥ τ, i ≥ 0, subject to constraints on the

control input and plant output, can then be reduced to a linear objective minimization as in Theorem

3.2. Note, however, that the appropriate choice of the function V (w(k)) satisfying an inequality of

the form (3.3) is

V (w(k)) = x(k)T P0x(k) +
τ∑

i=1

x(k − i)T Pτx(k − i) +
τ1∑

i=τ+1

x(k − i)T Pτ1x(k − i)

+ · · · +
τm∑

i=τm−1+1

x(k − i)T Pτmx(k − i)

= w(k)T Pw(k),

where P is appropriately defined in terms of P0, Pτ , Pτ1 , . . . , Pτm . The motivation for this modified

choice of function V comes from Feron et al. [31], where such a V is defined for continuous time

systems with delays, and is referred to as a modified Lyapunov-Krasovskii (MLK) functional.

Construction of invariant sets

The concept of invariant set is important in the off-line approach. There are various ways to con-

struct the invariant sets depending on the objectives. For example, one may construct an ellipsoid by

requiring it to encompass a ‘ball’ of radius r (see the algorithm in the work by Wan and Kothare [32]).

Alternatively, one can also define a polytope and calculate {Y,Q} at all the vertices of the

polytope. The linear combination of {Y,Q} will provide a feasible solution of {Y,Q} for any state

within the polytope. For further reading, the interested reader is referred to the similar algorithm

proposed by Wan and Kothare [33].

One may even try to define a region where linear combination of {Y,Q} always provides

optimal control law F (k) = Y Q−1, and partition the state space into different regions with linear

combination between different {Y,Q}’s (see the paper by Bemporad et al. [34]).
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6.2.2 Future Work

The controller design using a PDLF for linear systems described by a norm-bound uncertain model

(2.8)-(2.9) can be a subject of future research. The main idea is to consider the following Lyapunov

function

V (x(k|k), λ(k)) = x(k|k)T P (λ(k))x(k|k), P (λ(k)) = P (λ(k))T > 0,

where

P (λ(k)) =
[

I
Δa(λ(k))

]T

Pa(k)
[

I
Δa(λ(k))

]
,

Δa(λ(k)) = (I − Δ(λ(k))D)−1Δ(λ(k))C,

for all Δ(λ(k)) ∈ Δ. This function can be an upper bound of the robust performance (3.2). The

problem is then redefined to the trace minimization of Pa. The motivation of this method is to apply

to the example of the distillation column that was mentioned in chapter 5.
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Appendix

Matlab Source Code for Simulations of Controllers Design

A Program for Simulation of an Angular Positioning System

angular response.m

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
% angu l a r r e s p o n s e .m

% To s imu l a t e t h e r e spon s e o f an angu l a r p o s i t i o n i n g s y s t em

% Using on−l i n e s t a t e f e edback RCMPC in compar i son w i t h s t a t i c s t a t e f e edback

%

% Tu Anh Do

%

% F i l e s needed : r s t a t e f e e d c .m

% Update : 12 / 08 / 2005

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c l o s e a l l ;

c l e a r a l l ;

t i c % s t a r t c l o c k

% Decl are t h e v e r t i c e s o f p o l y t o p i c model

Bsys = [ 0 ; 0 . 0 7 8 7 ] ;

Amod1 = [1 0 . 1

0 0 . 9 9 ] ;

Bmod1 = Bsys ;

Amod2 = [1 0 . 1

0 0 ] ;

Bmod2 = Bsys ;

umax = 2 ; % inpu t c o n s t r a i n t

Q1 = [1 0 ; 0 0 ] ; % s t a t e w e i g h t i n g ma t r i x

R = 0 . 0 0 0 0 2 ; % inpu t w e i g h t i n g ma t r i x

N = 4 0 ; % number o f i t e r a t i o n s

% Compute x ( k ) , u ( k ) and F ( k ) u s i ng s t a t e f e edback RCMPC

xk = [ 0 . 0 5 ; 0 ] ; % i n i t i a l s t a t e

d a t a o u t = z e ro s (N , 3 ) ;

f o r k = 0 : ( N−1)

F = r s t a t e f e e d c ( Amod1 , Bmod1 , Amod2 , Bmod2 , Q1 , R , xk , umax ) ;

uk = F∗xk ; % compute u ( k )

d a t a o u t ( k + 1 , : ) = [ k xk ( 1 ) uk ] ; % s t o r e t h e da ta

i f ( xk (1)> 0 . 0 0 0 1 ) | | ( xk (2)> 0 . 0 0 0 1 )

Fk =F ;

end
a l p h a = 0 ;

whi le a l p h a < 0 . 1

a l p h a = 10∗ rand ; % unc e r t a i n parame ter

end
Asys = [1 0 . 1

0 1−0.1∗ a l p h a ] ; % dymamic ma t r i x o f s y s t em

xk = ( Asys+Bsys∗Fk )∗ xk ; % compute x ( k+1)
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normf ( k +1)= norm ( Fk ) ; % compute norm o f ma t r i x F

k = k +1 ;

end
d a t a o u t ( k + 1 , : ) = [ k xk ( 1 ) uk ] ;

t o c % s t o p c l o c k

% Compute x ( k ) , u ( k ) and F ( k ) u s i ng s t a t i c s t a t e f e edback

xks = [ 0 . 0 5 ; 0 ] ;

F s t a t i c = r s t a t e f e e d c ( Amod1 , Bmod1 , Amod2 , Bmod2 , Q1 , R , xks , umax ) ;

d a t a o u t s = z e ro s (N , 3 ) ;

f o r k = 0 : ( N−1)

uks = F s t a t i c ∗xks ; % compute u ( k )

d a t a o u t s ( k + 1 , : ) = [ k xks ( 1 ) uks ] ;

a l p h a = 0 ;

whi le a l p h a < 0 . 1

a l p h a = 10∗ rand ;

end
Asys = [1 0 . 1

0 1−0.1∗ a l p h a ] ;

xks = ( Asys+Bsys∗ F s t a t i c )∗ xks ; % compute x ( k+1)

normfs ( k +1)= norm ( F s t a t i c ) ; % compute norm o f ma t r i x F s t a t i c

k =k +1 ;

end
d a t a o u t s ( k + 1 , : ) = [ k xks ( 1 ) uks ] ;

t ime = d a t a o u t ( : , 1 ) / 1 0 ;

f i g u r e ( 1 ) ; % P l o t t h e r e spon s e x ( 1 )

p l o t ( t ime , d a t a o u t ( : , 2 ) , ’ b ’ ) ; hold on ;

p l o t ( t ime , d a t a o u t s ( : , 2 ) , ’ b : ’ ) ;

x l a b e l ( ’ t ime ( s e c ) ’ ) ;

y l a b e l ( ’\ t h e t a ( r a d ) ’ ) ;

f i g u r e ( 2 ) % P l o t t h e i n p u t u

p l o t ( t ime , d a t a o u t ( : , 3 ) ) ; hold on ;

p l o t ( t ime , d a t a o u t s ( : , 3 ) , ’ : ’ ) ;

x l a b e l ( ’ t ime ( s e c ) ’ ) ;

y l a b e l ( ’ u ( v o l t s ) ’ ) ;

f i g u r e ( 3 ) ; % P l o t t h e norm o f ma t r i x F

p l o t ( t ime ( 1 :N) , normf ) ; hold on ;

p l o t ( t ime ( 1 :N) , normfs , ’ : ’ ) ;

x l a b e l ( ’ t ime ( s e c ) ’ ) ;

y l a b e l ( ’ norm of F ’ ) ;

rstatefeedc.m

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
% r s t a t e f e e d c .m

% Used i n f i l e : a n g u l a r r e s p o n s e .m

% To de t e rm ine t h e f e edback ma t r i x F o f t h e s t a t e f e edback RCMPC law

% by s o l v i n g an LMI o p t i m i z a t i o n

%

% Tu Anh Do

% Update : 12 / 08 / 2005

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
f unc t i on F = r s t a t e f e e d c (A1 , B1 , A2 , B2 , Q1 , R , xk , um)

n = l eng th (A1 ) ; % number o f s t a t e v a r i a b l e s

p = 1 ; % number o f i n p u t s

% De f i n e t h e v a r i a b l e s f o r t h e m i n im i z a t i o n problem
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gamma = s d p v a r ( 1 , 1 ) ;

Q = s d p v a r ( n , n ) ;

Y = s d p v a r ( p , n ) ;

% Decl are t h e l e f t −hand s i d e o f t h e LMIs

Q1s = sqrtm (Q1 ) ;

Rs = sqrtm (R ) ;

I1 = eye ( n ) ;

I2 = eye ( p ) ;

F1 = [1 xk ’ ; xk Q ] ;

F21 = [ Q Q∗A1’+Y’∗B1 ’ Q∗Q1s Y’∗Rs

A1∗Q+B1∗Y Q z e ro s ( n ) [ 0 ; 0 ]

Q1s∗Q z e ro s ( n ) gamma∗ I1 [ 0 ; 0 ]

Rs∗Y [0 0] [0 0] gamma∗ I2 ] ;

F22 = [ Q Q∗A2’+Y’∗B2 ’ Q∗Q1s Y’∗Rs ;

A2∗Q+B2∗Y Q z e ro s ( n ) [ 0 ; 0 ] ;

Q1s∗Q z e ro s ( n ) gamma∗ I1 [ 0 ; 0 ] ;

Rs∗Y [0 0] [0 0] gamma∗ I2 ] ;

F3 = [umˆ2∗ I2 Y % f o r i n p u t c o n s t r a i n t

Y’ Q ] ;

% Se t up t h e c o n s t r a i n t s f o r t h e m i n im i z a t i o n problem

c o n s t r a i n t = s e t (Q>0)+ s e t ( F1>=0)+ s e t ( F21 >=0)+ s e t ( F22 >=0)+ s e t ( F3 >=0);

% So l v e t h e m i n im i z a t i o n problem

s o l v e s d p ( c o n s t r a i n t , gamma ) ;

% The m in im i z e r

Y = doub le (Y ) ;

Q = doub le (Q ) ;

gamma = doub le ( gamma ) ;

% The s t a t e f e edback ma t r i x

F = Y∗ inv (Q ) ;

B Program for Simulation of a Distillation Column

distillation.m

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
% d i s t i l l a t i o n .m

% To s imu l a t e t h e r e spon s e o f a d i s t i l l a t i o n column

% Using o u t p u t f e edback RCMPC

% by combin ing an o f f−l i n e s t a t e f e edback RCMPC t o g e t h e r w i t h an e s t i m a t o r

%

% Tu Anh Do

%

% F i l e s needed : r s t a t e f e e d o f f l i n e .m, o b s e r v e r .m

% Update : 25 / 11 / 2005

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c l o s e a l l ; c l e a r a l l ;

t i c % s t a r t c l o c k

% Decl are t h e norm−bound u n c e r t a i n model

T = 2 ; %sampl ing t ime

s igma = 0 . 0 1 ; %s tanda rd d e v i a t i o n f o r t h e ga in and t ime c o n s t a n t i n t h e TF

t h e t a 1 = max ( abs ( 1 / ( 1 + sigma )−1) , abs (1 / (1 − s igma ) −1) ) ;

t h e t a 2 =max ( abs ((1− s igma ) / ( 1 + sigma )−1) , abs ( ( 1 + sigma )/ (1 − s igma ) −1) ) ;

A = [1−(T / 5 4 ) 0 0 0

0 1−(T / 4 8 ) 0 0

0 0 1−(T / 1 1 4 ) 0

0 0 0 1−(T / 4 2 ) ] ;

B = [34∗T/ 5 4 0
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31 .6∗T/ 7 8 0

0 −44.7∗T/114

0 −45.2∗T/ 4 2 ] ;

Bp = [1 0 0 0 1 0 0 0

0 1 0 0 0 1 0 0

0 0 1 0 0 0 1 0

0 0 0 1 0 0 0 1 ] ;

Cq = t h e t a 1 ∗ [T / 5 4 0 0 0

0 T/ 7 8 0 0

0 0 T/114 0

0 0 0 T/ 4 2

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0 ] ;

Dqu = t h e t a 2 ∗ [ 0 0

0 0

0 0

0 0

34∗T/ 5 4 0

31 .6∗T 0

0 −44.7∗T/114

0 −45.2∗T/ 4 2 ] ;

C = [1 0 1 0

0 1 0 1 ] ;

umax = 0 . 0 5 ; % inpu t c o n s t r a i n t s

% Design pa rame t e r s

Qw = diag ( [ 1 1 1 1 ] ) ;

Rw = 0 .00002∗ diag ( [ 1 1 ] ) ;

rho = 0 . 9 5 ;

% Sequence o f N s t a t e s (N = 9)

x 1 = [1 0 . 5 0 . 3 0 . 2 0 . 1 0 . 0 7 0 .045 0 .033 0 . 0 1 ] ; x 2 = z e ro s ( 1 , 9 ) ;

x 3 = x 1 ;

x 4 = x 2 ;

N = 9 ; v = z e ro s (N , 4 ) ;

f o r k = 1 :N

v ( k , : ) = [ x 1 ( k ) x 2 ( k ) x 3 ( k ) x 4 ( k ) ] ;

k = k +1 ;

end
% Se t up a lookup t a b l e o f ( Qi , Fi )

d a t a o u t 1 = z e ro s (4 ,4∗N ) ; % to s t o r e ma t r i c e s Qi

d a t a o u t 2 = z e ro s (2 ,4∗N ) ; % to s t o r e ma t r i c e s Fi

f o r i =1 :N

[Q, F ] = r s t a t e f e e d o f f l i n e (A, B , Bp , Cq , Dqu ,Qw,Rw, v ( i , : ) ’ , umax ) ;

d a t a o u t 1 ( : , ( 4 ∗ i −3):4∗ i ) = Q;

d a t a o u t 2 ( : , ( 4 ∗ i −3):4∗ i ) = F ;

end
% Obta in t h e e s t i m a t o r ga in

Lp = o b s e r v e r (A, C , rho ) ;

% S imu l a t i o n

xk = [ 0 . 0 5 ; 0 ; 0 . 0 5 ; 0 ] ; x e s t k = [0 ; 0 ; 0 ; 0 ] ;

x augk =[ xk ; x e s t k ] ;

Bpnorm = [ Bp ; z e ro s ( 4 , 8 ) ] ;

f o r j = 1 : 1 : 1 5 0

V = rand ( 3 ) ;

D e l t a = diag (V ( 1 : 8 ) ) ;

%open−l oop
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qk = Cq∗xk ;

pk = D e l t a ∗qk ;

y = C∗xk ;

xk = A∗xk+Bp∗pk ;

y = C∗xk ;

d a t a o u t 3 ( j , : ) = [ y ( 1 ) y ( 2 ) ] ;

%clo s ed−l oop

i f x e s t k == [ 0 ; 0 ; 0 ; 0 ]

n = N;

e l s e
f o r m = 1 :N

i f ( x e s t k ’∗ inv ( d a t a o u t 1 ( : , ( 4 ∗m−3):4∗m) )∗ x e s t k <= 1 ) , c o n t i n u e , end
n = m;

break ;

end
end
i f n < N

Qn = d a t a o u t 1 ( : , ( 4 ∗ n−3):4∗ n ) ;

Fn = d a t a o u t 2 ( : , ( 4 ∗ n−3) : (4∗ n ) ) ;

Qnn = d a t a o u t 1 ( : , ( 4 ∗ ( n +1) −3) :4∗ ( n + 1 ) ) ;

Fnn = d a t a o u t 2 ( : , ( 4 ∗ ( n +1) −3) :4∗ ( n + 1 ) ) ;

a l p h a = (1−( x e s t k ’∗ inv ( Qnn )∗ x e s t k ) ) / ( x e s t k ’∗ ( inv ( Qn) − inv ( Qnn ) )∗ x e s t k ) ;

Fk = a l p h a ∗Fn+(1− a l p h a )∗ Fnn ;

e l s e
Fk = d a t a o u t 2 ( : , ( 4 ∗N−3) : (4∗N ) ) ;

end
uk = Fk∗x augk ( 5 : 8 ) ;

yk = C∗x augk ( 1 : 4 ) ;

d a t a o u t 4 ( j , : ) = [ j uk ( 1 ) uk ( 2 ) yk ( 1 ) yk ( 2 ) ] ;

d a t a o u t 5 ( j , : ) = [ ( x augk (1)− x augk ( 5 ) ) ( x augk (2)− x augk ( 6 ) )

( x augk (3)− x augk ( 7 ) ) ( x augk (4)− x augk ( 8 ) ) ] ;

Anorm = [A B∗Fk

Lp∗C A+B∗Fk−Lp∗C ] ;

Cqnorm = [ Cq Dqu∗Fk ] ;

q augk = Cqnorm∗x augk ;

p augk = D e l t a ∗q augk ;

x augk = Anorm∗x augk + Bpnorm∗p augk ;

x e s t k = x augk ( 5 : 8 ) ;

end
toc % s t o p c l o c k

% P l o t s

t ime = d a t a o u t 4 ( : , 1 ) ∗ 2 −2;

f i g u r e ( 1 ) ; %p l o t t h e o u t p u t y

p l o t ( t ime , d a t a o u t 4 ( : , 4 ) , ’ k ’ ) ; hold on ;

p l o t ( t ime , d a t a o u t 4 ( : , 5 ) , ’ r ’ ) ; hold on ;

p l o t ( t ime , d a t a o u t 3 ( : , 1 ) , ’k−−’ ) ; hold on ;

p l o t ( t ime , d a t a o u t 3 ( : , 2 ) , ’ r−−’ ) ;

x l a b e l ( ’ t ime , t ( min ) ’ ) ;

y l a b e l ( ’ Output , y ’ ) ;

f i g u r e ( 2 ) ; % p l o t t h e i n p u t u

p l o t ( t ime , d a t a o u t 4 ( : , 2 ) , ’ b ’ ) ; hold on ;

p l o t ( t ime , d a t a o u t 4 ( : , 3 ) , ’b−−’ ) ;

x l a b e l ( ’ t ime ( min ) ’ ) ;

y l a b e l ( ’ c o n t r o l move , u ’ ) ;

% P l o t t h e e r r o r

f i g u r e ( 3 ) ; % p l o t t h e e s t i m a t i o n e r r o r

p l o t ( t ime , d a t a o u t 5 ( : , 1 ) , ’ b ’ ) ; hold on p l o t ( t ime , d a t a o u t 5 ( : , 2 ) , ’ r ’ ) ;

hold on p l o t ( t ime , d a t a o u t 5 ( : , 3 ) , ’ g ’ ) ; hold on
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p l o t ( t ime , d a t a o u t 5 ( : , 4 ) , ’ k ’ ) ;

x l a b e l ( ’ t ime , t ( min ) ’ ) ;

y l a b e l ( ’ S t a t e e s t i m a t i o n e r r o r , e ’ ) ;

rstatefeed offline.m

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
% r s t a t e f e e d o f f l i n e .m

% Used i n f i l e : d i s t i l l a t i o n .m

% To de t e rm ine t h e ma t r i c e s Q and F o f t h e o u t p u t f e edback RCMPC law

% by s o l v i n g an LMI o p t i m i z a t i o n

%

% Tu Anh Do

% Update : 25 / 11 / 2005

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
f unc t i on [Q, F ] = r s t a t e f e e d o f f l i n e (A, B , Bp , Cq , Dqu ,Qw,Rw, xk , um)

n = l eng th (A ) ; % number o f s t a t e v a r i a b l e s

p = 2 ; % number o f i n p u t s

% De f i n e t h e v a r i a b l e s f o r t h e m i n im i z a t i o n problem

gamma = s d p v a r ( 1 , 1 ) ;

Q = s d p v a r ( n , n ) ;

Y = s d p v a r ( p , n ) ;

X= s d p v a r ( p , p ) ;

lambda = s d p v a r ( 8 , 8 ) ;

% Decl are t h e l e f t −hand s i d e o f t h e LMIs

Qs = sqrtm (Qw) ;

Rs = sqrtm (Rw ) ;

I1 = eye ( n ) ;

I2 = eye ( p ) ;

F1 = [1 xk ’ ; xk Q ] ;

F2= [ Q Y’∗Rs Q∗Qs Q∗Cq’+Y’∗Dqu ’ Q∗A’+Y’∗B’

Rs∗Y gamma∗ I2 z e ro s ( 2 , 4 ) z e ro s ( 2 , 8 ) z e ro s ( 2 , 4 )

Qs∗Q z e ro s ( 4 , 2 ) gamma∗ I1 z e ro s ( 4 , 8 ) z e ro s ( 4 )

Cq∗Q+Dqu∗Y z e ro s ( 8 , 2 ) z e ro s ( 8 , 4 ) lambda z e ro s ( 8 , 4 )

A∗Q+B∗Y z e ro s ( 4 , 2 ) z e ro s ( 4 ) z e ro s ( 4 , 8 ) Q−Bp∗ lambda ∗Bp ’ ] ;

F3 = [X Y % inpu t c o n s t r a i n t s

Y’ Q ] ;

X1 = X( 1 , 1 ) ; X2 = X( 2 , 2 ) ;

% Se t up t h e c o n s t r a i n t s f o r t h e m i n im i z a t i o n problem

c o n s t r a i n t = s e t (Q>0)+ s e t ( F1>=0)+ s e t ( F2 >=0)+ s e t ( F3>=0)

+ s e t (X1<=umˆ 2 ) + s e t (X2<=umˆ 2 ) + s e t ( lambda >0);

% So l v e t h e m i n im i z a t i o n problem

s o l v e s d p ( c o n s t r a i n t , gamma ) ;

% The m in im i z e r

Y = doub le (Y ) ;

gamma = doub le ( gamma ) ;

lambda = doub le ( lambda ) ;

Q= doub le (Q ) ;

% The s t a t e f e edback ma t r i x

F = Y∗ inv (Q ) ;

observer.m

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
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% ob s e r v e r .m

% Used i n f i l e : d i s t i l l a t i o n .m

% To de t e rm ine t h e ga in ma t r i x Lp o f t h e e s t i m a t o r

% by s o l v i n g an LMI f e a s i b i l i t y problem

%

% Tu Anh Do

% Update : 25 / 11 / 2005

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
f unc t i on Lp = o b s e r v e r (A, C , rho )

n = l eng th (A ) ; % number o f s t a t e v a r i a b l e s

p = 2 ; % number o f i n p u t s

% De f i n e t h e v a r i a b l e s f o r t h e m i n im i z a t i o n problem

Q = s d p v a r ( n , n ) ;

Y = s d p v a r ( n , p ) ;

% Decl are t h e l e f t −hand s i d e o f t h e LMIs

F = [ rho ˆ2∗Q Q∗A−Y∗C

A’∗Q−C’∗Y’ Q ] ;

c o n s t r a i n t = s e t (Q>0)+ s e t ( F >=0);

% So l v e t h e f e a s i b i l i t y problem

s o l v e s d p ( c o n s t r a i n t ) ;

% The s o l u t i o n

Y = doub le (Y ) ; Q = doub le (Q ) ;

% The e s t i m a t o r ga in

Lp = inv (Q)∗Y;

C Program for Simulation of a Two-Mass-Spring System

mass spring.m

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
% ma s s s p r i n g .m

% To s imu l a t e t h e r e spon s e o f a two−ma s s−s p r i n g s y s t em

% Using s t a t e f e edback RCMPC wi t h a PDLF

% in compar i son w i t h a s i n g l e Lyapunov f u n c t i o n and s t a t i c s t a t e f e edback

%

% Tu Anh Do

%

% F i l e s needed : rmpcpoly ma s s .m, rmpcpoly ma s s Lya .m.

% Update : 18 / 04 / 2006

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c l o s e a l l ;

c l e a r a l l ;

m = 1 ; % u n i t ma s s es

N = 500 ; % number o f i t e r a t i o n s

Kmin = 0 . 5 ; Kmax = 1 0 ;

f o r i =1 :N

K = 0 ; % sp r i n g c o n s t a n t

whi le K < Kmin

K = Kmax∗rand ; % K be long s t o [Kmin Kmax ]

end
Ka ( i ) = K;

end
% Decl are t h e v e r t i c e s o f t h e p o l y t o p i c model

A1 = [ 1 0 0 . 1 0

0 1 0 0 . 1

−0.1∗Kmin /m 0 .1∗Kmin /m 1 0



78

0.1∗Kmin /m −0.1∗Kmin /m 0 1 ] ;

B1 = [ 0 ; 0 ; 0 . 1 /m; 0 ] ; A2 = [ 1 0 0 . 1

0

0 1 0 0 . 1

−0.1∗Kmax /m 0 .1∗Kmax /m 1 0

0 .1∗Kmax /m −0.1∗Kmax /m 0 1 ] ;

B2 = B1 ;

% Inpu t c o n s t r a i n t

umax = 1 ;

% Weigh t i ng ma t r i c e s i n t h e o b j e c t i v e f u n c t i o n

Qw = eye ( 4 ) ; Rw = 1 ;

x = [ 1 ; 1 ; 0 ; 0 ] ; % i n i t i a l s t a t e

% A s i n g l e Lyapunov f u n c t i o n case

f o r i =1 :N

Asys = [ 1 0 0 . 1 0

0 1 0 0 . 1

−0.1∗Ka ( i ) 0 .1∗Ka ( i ) 1 0

0 .1∗Ka ( i ) −0.1∗Ka ( i ) 0 1 ] ;

Bsys = B1 ;

% Compute u ( k ) , x ( k ) and norm o f F( k )

[ F , gamma] = rmpcpoly ma s s ( A1 , B1 , A2 , B2 ,Qw, Rw, x , umax ) ;

u = F∗x ;

normF = norm ( F ) ;

i f ( i >2)&&(normF − d a t a o u t ( i −1 ,5)) < 10ˆ( −2)

normFd = d a t a o u t ( i −1 ,5 ) ;

e l s e
normFd = normF ;

end
d a t a o u t ( i , : ) = [ i x ( 2 ) u gamma normFd x ( 4 ) ] ;

x = ( Asys+Bsys∗F )∗ x ;

end

% A Parameter−dependen t Lyapunov f u n c t i o n case

xn = [ 1 ; 1 ; 0 ; 0 ] ; % i n i t i a l s t a t e

f o r i =1 :N

Asys = [ 1 0 0 . 1 0

0 1 0 0 . 1

−0.1∗Ka ( i ) 0 .1∗Ka ( i ) 1 0

0 .1∗Ka ( i ) −0.1∗Ka ( i ) 0 1 ] ;

Bsys = B1 ;

% Compute u ( k ) , x ( k ) and norm o f F( k )

[ Fn , gamman ] = rmpcpoly ma s s Lya ( A1 , B1 , A2 , B2 ,Qw,Rw, xn , umax ) ;

un = Fn∗xn ;

normFn = norm ( Fn ) ;

i f ( i >2)&&(normFn − d a t a o u t n ( i −1 ,5)) < 10ˆ( −2)

normFdis = d a t a o u t n ( i −1 ,5 ) ;

e l s e
normFdis = normFn ;

end
d a t a o u t n ( i , : ) = [ i xn ( 2 ) un gamman normFdis xn ( 4 ) ] ;

xn = ( Asys+Bsys∗Fn )∗ xn ;

end

% S t a t i c s t a t e f e edback

xs = [ 1 ; 1 ; 0 ; 0 ] ; % i n i t i a l s t a t e

[ Fs , gammas ] = rmpcpoly ma s s ( A1 , B1 , A2 , B2 ,Qw,Rw, xs , umax ) ; f o r i =1 :N

Asys = [ 1 0 0 . 1 0
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0 1 0 0 . 1

−0.1∗Ka ( i ) 0 .1∗Ka ( i ) 1 0

0 .1∗Ka ( i ) −0.1∗Ka ( i ) 0 1 ] ;

Bsys = B1 ;

% Compute u ( k ) , x ( k ) and norm o f F( k )

us = Fs∗xs ;

normFs = norm ( Fs ) ;

d a t a o u t s ( i , : ) = [ i xs ( 2 ) us gammas normFs xs ( 4 ) ] ;

xs = ( Asys+Bsys∗Fs )∗ xs ;

end

t ime = d a t a o u t ( : , 1 ) / 1 0 ;

f i g u r e ( 1 ) ; % p l o t t h e s t a t e x2 ( k )

p l o t ( t ime , d a t a o u t ( : , 2 ) , ’−−’ ) ; hold on ;

p l o t ( t ime , d a t a o u t n ( : , 2 ) ) ;

hold on ;

p l o t ( t ime , d a t a o u t s ( : , 2 ) , ’ : ’ ) ;

x l a b e l ( ’ t ime ( s e c ) ’ ) ;

y l a b e l ( ’ s t a t e x 2 ’ ) ;

f i g u r e ( 2 ) ; % p l o t t h e s t a t e x4 ( k )

p l o t ( t ime , d a t a o u t ( : , 6 ) , ’−−’ ) ; hold on ;

p l o t ( t ime , d a t a o u t n ( : , 6 ) ) ;

hold on ;

p l o t ( t ime , d a t a o u t s ( : , 6 ) , ’ : ’ ) ;

x l a b e l ( ’ t ime ( s e c ) ’ ) ;

y l a b e l ( ’ s t a t e x 4 ’ ) ;

f i g u r e ( 3 ) ; % p l o t t h e i n p u t u

p l o t ( t ime , d a t a o u t ( : , 3 ) , ’−−’ ) ; hold on ;

p l o t ( t ime , d a t a o u t n ( : , 3 ) ) ;

hold on ;

p l o t ( t ime , d a t a o u t s ( : , 3 ) , ’ : ’ ) ;

x l a b e l ( ’ t ime ( s e c ) ’ ) ;

y l a b e l ( ’ c o n t r o l u ’ ) ;

f i g u r e ( 4 ) ; % p l o t t h e i nde x gamma

p l o t ( t ime , d a t a o u t ( : , 4 ) , ’−−’ ) ; hold on ;

p l o t ( t ime , d a t a o u t n ( : , 4 ) ) ;

hold on ;

p l o t ( t ime , d a t a o u t s ( : , 4 ) , ’ : ’ ) ;

x l a b e l ( ’ t ime ( s e c ) ’ ) ;

y l a b e l ( ’\gamma ’ ) ;

f i g u r e ( 5 ) ; % p l o t t h e norm o f ma t r i x F

p l o t ( t ime , d a t a o u t ( : , 5 ) , ’−−’ ) ; hold on ;

p l o t ( t ime , d a t a o u t n ( : , 5 ) ) ;

hold on ;

p l o t ( t ime , d a t a o u t s ( : , 5 ) , ’ : ’ ) ;

x l a b e l ( ’ t ime ( s e c ) ’ ) ;

y l a b e l ( ’ norm of F ’ ) ;

rmpcpoly mass.m

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
% rmpcpoly ma s s .m

% Used i n f i l e : ma s s s p r i n g .m

% To de t e rm ine t h e f e edback ma t r i x F o f t h e s t a t e f e edback RCMPC law

% wi t h a s i n g l e Lyapunov f u n c t i o n

% by s o l v i n g an LMI o p t i m i z a t i o n

%

% Tu Anh Do
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% Update : 25 / 04 / 2006

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
f unc t i on [ F , gamma ] = rmpcpoly ma s s ( A1 , B1 , A2 , B2 ,Qw,Rw, xk , um)

n = 4 ; % number o f s t a t e v a r i a b l e s

p = 1 ; % number o f i n p u t s

% De f i n e t h e v a r i a b l e s f o r t h e m i n im i z a t i o n problem

gamma = s d p v a r ( 1 , 1 ) ;

Q = s d p v a r ( n , n ) ;

Y = s d p v a r ( p , n ) ;

% Decl are t h e l e f t −hand s i d e o f t h e LMIs

Qws = sqrtm (Qw) ;

Rws = sqrtm (Rw ) ;

I1 = eye ( n ) ;

I2 = eye ( p ) ;

F1 = [1 xk ’ ; xk Q ] ;

F21 = [ Q Q∗A1’+Y’∗B1 ’ Q∗Qws Y’∗Rws

A1∗Q+B1∗Y Q z e ro s ( n ) z e ro s ( n , p )

Qws∗Q z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F22 = [ Q Q∗A2’+Y’∗B2 ’ Q∗Qws Y’∗Rws

A2∗Q+B2∗Y Q z e ro s ( n ) z e ro s ( n , p )

Qws∗Q z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F3 = [umˆ2∗ I2 Y % f o r i n p u t c o n s t r a i n t s

Y’ Q ] ;

% Se t up t h e c o n s t r a i n t s f o r t h e m i n im i z a t i o n problem

c o n s t r a i n t = s e t (Q>0)+ s e t ( F1>=0)+ s e t ( F21 >0)+ s e t ( F22>0)+ s e t ( F3 >=0);

% So l v e t h e m i n im i z a t i o n problem

s o l v e s d p ( c o n s t r a i n t , gamma ) ;

% The m in im i z e r

Y = doub le (Y ) ; Q = doub le (Q ) ; gamma = doub le ( gamma ) ;

% The s t a t e f e edback ma t r i x

F = Y∗ inv (Q ) ;

rmpcpoly mass Lya.m

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
% rmpcpoly ma s s Lya .m

% Used i n f i l e : ma s s s p r i n g .m

% To de t e rm ine t h e f e edback ma t r i x F o f t h e s t a t e f e edback RCMPC law

% wi t h a parameter−dependen t Lyapunov f u n c t i o n

% by s o l v i n g an LMI o p t i m i z a t i o n

%

% Tu Anh Do

% Update : 25 / 04 / 2006

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
f unc t i on [ F , gamma ] = rmpcpoly ma s s Lya (A1 , B1 , A2 , B2 ,Qw,Rw, xk , um)

n = 4 ; % number o f s t a t e v a r i a b l e s

p = 1 ; % number o f i n p u t s

% De f i n e t h e v a r i a b l e s f o r t h e m i n im i z a t i o n problem

gamma = s d p v a r ( 1 , 1 ) ;

Q1 = s d p v a r ( n , n ) ;

Q2 = s d p v a r ( n , n ) ;
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G = s d p v a r ( n , n ) ;

Y = s d p v a r ( p , n ) ;

% Decl are t h e l e f t −hand s i d e o f t h e LMIs

Qws = sqrtm (Qw) ;

Rws = sqrtm (Rw ) ;

I1 = eye ( n ) ;

I2 = eye ( p ) ;

F11 = [1 xk ’ ; xk Q1 ] ;

F12 = [1 xk ’ ; xk Q2 ] ;

F21 = [ G+G’−Q1 G’∗A1’+Y’∗B1 ’ G’∗Qws Y’∗Rws

A1∗G+B1∗Y Q1 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F22 = [ G+G’−Q1 G’∗A1’+Y’∗B1 ’ G’∗Qws Y’∗Rws

A1∗G+B1∗Y Q2 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F23 = [ G+G’−Q2 G’∗A2’+Y’∗B2 ’ G’∗Qws Y’∗Rws

A2∗G+B2∗Y Q1 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F24 = [ G+G’−Q2 G’∗A2’+Y’∗B2 ’ G’∗Qws Y’∗Rws

A2∗G+B2∗Y Q2 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F31 = [umˆ2∗ I2 Y % inpu t c o n s t r a i n t s

Y’ G+G’−Q1 ] ;

F32 = [umˆ2∗ I2 Y

Y’ G+G’−Q2 ] ;

% Se t up t h e c o n s t r a i n t s f o r t h e m i n im i z a t i o n problem

c o n s t r a i n t = s e t ( F11 >=0)+ s e t ( F12 >=0)+ s e t ( F21>0)+ s e t ( F22 >0)

+ s e t ( F23 >0)+ s e t ( F24 >0)+ s e t ( F31>=0)+ s e t ( F32 >=0);

% So l v e t h e m i n im i z a t i o n problem

s o l v e s d p ( c o n s t r a i n t , gamma ) ;

% The m in im i z e r

Y = doub le (Y ) ; G = doub le (G ) ; gamma = doub le ( gamma ) ;

% The s t a t e f e edback ma t r i x

F = Y∗ inv (G ) ;

D Program for Simulation of a Non-Isothermal CSTR

reactor.m

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
% rea c t o r .m

% To s imu l a t e t h e r e spon s e o f a non−i s o t h e rma l CSTR

% Using o u t p u t f e edback RCMPC

% by combin ing an o f f−l i n e s t a t e f e edback RCMPC t o g e t h e r w i t h an e s t i m a t o r

% Compare 2 ca s e s : a s i n g l e Lyapunov f u n c t i o n and PDLF

% Tu Anh Do

%

% F i l e s needed : rmp c p o l y r e a c t o r .m, rmpcpo l y Lya r eac t o r , o b s e r v e r r e a c t o r .m

% Update : 06 / 06 / 2006

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c l o s e a l l ;
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c l e a r a l l ;

t i c % s t a r t c l o c k

T = 0 . 1 5 ; % sampl ing t ime

a l m i n = 1 ; a l max = 5 ; % u n c e r t a i n t y s e t

be min = 1 ; be max = 5 ;

N = 2 1 ; % number o f i t e r a t i o n s

f o r i =1 :N a l p h a = 0 ;

whi le a l p h a < a l m i n

a l p h a = a l max∗rand ; % alpha be l ong s t o [ a l m in a l max ]

end
a l v e c ( i ) = a l p h a ;

end for i =1 :N b e t a = 0 ;

whi le b e t a < be min

b e t a = be max∗rand ; % be ta be l ong s t o [ be min be max ]

end
bevec ( i ) = b e t a ;

end
n = 2 ; % number o f s t a t e v a r i a b l e s

p = 1 ; % number o f i n p u t s

% Decl are t h e v e r t i c e s o f t h e p o l y t o p i c model

A1 = [ 0.85 −0.0986∗ a l m i n −0.0014∗ a l m i n

0 .9864∗ a l m i n ∗be min 0 .0487+0 .01403∗ a l m i n ∗be min ] ;

B1 = [ 0

−0.912] ;

A2 = [ 0.85 −0.0986∗ a l m i n −0.0014∗ a l m i n

0 .9864∗ a l m i n ∗be max 0 .0487+0 .01403∗ a l m i n ∗be max ] ;

B2 = B1 ; A3 = [ 0.85 −0.0986∗ a l max −0.0014∗ a l max

0 .9864∗ a l max∗be min 0 .0487+0 .01403∗ a l max∗be min ] ;

B3 = B1 ; A4 = [ 0.85 −0.0986∗ a l max −0.0014∗ a l max

0 .9864∗ a l max∗be max 0 .0487+0 .01403∗ a l max∗be max ] ;

B4 = B1 ;

% The nomina l p l a n t

A0 = (A1+A2+A3+A4 ) / 4 ; B0 = B1 ;

% The t ime−v a r y i n g s y s t em

Csys = [0 1 ] ;

Bsys = B1 ;

% Inpu t c o n s t r a i n t s

umax = 0 . 5 ;

% Design pa rame t e r s

Qw = [1 0 ; 0 1 ] ;

Rw = 0 . 0 0 0 0 2 ;

rho = 0 . 1 ;

% Sequence o f Ks s t a t e v e c t o r s

Ks = 1 0 ; x 1 = [1 0 . 5 0 . 3 0 . 2 0 . 1 5 0 . 1 0 . 0 7 0 . 0 5 0 .035 0 . 0 1 ] ; x 2 =

z e ro s ( 1 , Ks ) ; v = z e ro s ( Ks , 2 ) ; f o r k = 1 : Ks

v ( k , : ) = [ x 1 ( k ) x 2 ( k ) ] ;

end
% Se t up a lookup t a b l e o f ( Qi , Fi )

d a t a o u t 1 = z e ro s ( n , n∗Ks ) ; % to s t o r e ma t r i c e s Qi

d a t a o u t 2 = z e ro s ( p , n∗Ks ) ; % to s t o r e ma t r i c e s Fi

d a t a o u t 3 = z e ro s ( 1 , Ks ) ; % to s t o r e gamma

f o r i =1 : Ks

[ F , Q, gamma] = r m p c p o l y r e a c t o r ( A1 , B1 , A2 , B2 , A3 , B3 , A4 , B4 ,Qw,Rw, v ( i , : ) ’ , umax ) ;

d a t a o u t 1 ( : , ( n∗ i −(n−1) ) : n∗ i ) = Q;

d a t a o u t 2 ( : , ( n∗ i −(n−1) ) : n∗ i ) = F ;

d a t a o u t 3 ( 1 , i ) = gamma ;

end
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% Obta in t h e e s t i m a t o r ga in

Lp = o b s e r v e r r e a c t o r ( A0 , Csys , rho ) ;

% With a s i n g l e Lyapunov f u n c t i o n

xk = [ 0 . 1 ; 2 ] ; x e s t k = [0 ; 0 ] ; x augk = [ xk ; x e s t k ] ; f o r i = 1 :N

i f x e s t k == [ 0 ; 0 ]

i n d e x = Ks ;

e l s e
f o r j = 1 : Ks

i f ( x e s t k ’∗ inv ( d a t a o u t 1 ( : , ( n∗ j −(n−1) ) : n∗ j ) )∗ x e s t k <=1)

i n d e x = j ;

e l s e
break ;

end
end

end
i f i n d e x < Ks

Qn = d a t a o u t 1 ( : , ( n∗ index −(n−1) ) : n∗ i n d e x ) ;

Fn = d a t a o u t 2 ( : , ( n∗ index −(n−1) ) : n∗ i n d e x ) ;

Qnn = d a t a o u t 1 ( : , ( n ∗ ( i n d e x +1)−(n −1) ) : n ∗ ( i n d e x + 1 ) ) ;

Fnn = d a t a o u t 2 ( : , ( n ∗ ( i n d e x +1)−(n −1) ) : n ∗ ( i n d e x + 1 ) ) ;

a l p h a k = (1−( x e s t k ’∗ inv ( Qnn )∗ x e s t k ) ) / ( x e s t k ’∗ ( inv ( Qn) − inv ( Qnn ) )∗ x e s t k ) ;

Fk = a l p h a k ∗Fn+(1− a l p h a k )∗ Fnn ; d a t a a l p h a 1 ( i )= a l p h a k ;

e l s e
Fk = d a t a o u t 2 ( : , ( n∗Ks−(n −1 ) ) : ( n∗Ks ) ) ;

end

datanorm1 ( i )= norm ( Fk ) ;

uk = Fk∗x augk ( n +1:2∗ n ) ;

yk = Csys∗x augk ( 1 : n ) ;

d a t a o u t 4 ( i , : ) = [ i uk yk i n d e x x augk ( 1 ) x augk ( 3 ) ] ;

d a t a o u t 5 ( i , : ) = [ ( x augk (1)− x augk ( 3 ) ) ( x augk (2)− x augk ( 4 ) ) ] ;

Asys = [ 0.85 −0.0986∗ a l v e c ( i ) −0.0014∗ a l v e c ( i )

0 .9864∗ a l v e c ( i )∗ bevec ( i ) 0 .0487+0 .01403∗ a l v e c ( i )∗ bevec ( i ) ] ;

Apoly = [ Asys Bsys∗Fk

Lp∗Csys A0+B0∗Fk−Lp∗Csys ] ;

x augk = Apoly∗x augk ;

x e s t k = x augk ( n +1:2∗ n ) ;

end

% With a PDLF

% Se t up a lookup t a b l e o f ( Qi , Fi )

da taou t1new = z e ro s ( n , n∗Ks ) ; % to s t o r e ma t r i c e s Qi

da taou t2new = z e ro s ( p , n∗Ks ) ; % to s t o r e ma t r i c e s Fi

da taou t3new = z e ro s ( 1 , Ks ) ; % to s t o r e gamma

f o r i =1 : Ks

[ Fnew ,Qm, gammanew ] = r m p c p o l y L y a r e a c t o r (A1 , B1 , A2 , B2 , A3 , B3 , A4 , B4 ,Qw,Rw, v ( i , : ) ’ , umax ) ;

da t aou t1new ( : , ( n∗ i −(n −1) ) : n∗ i ) = Qm;

da taou t2new ( : , ( n∗ i −(n −1) ) : n∗ i ) = Fnew ;

da taou t3new ( 1 , i ) = gammanew ;

end
xk = [ 0 . 1 ; 2 ] ;

x e s t k = [0 ; 0 ] ;

x augk = [ xk ; x e s t k ] ;

f o r i = 1 :N

i f x e s t k == [ 0 ; 0 ]

i n d e x = Ks ;
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e l s e
f o r j = 1 : Ks

i f ( x e s t k ’∗ inv ( da t aou t1new ( : , ( n∗ j −(n −1) ) : n∗ j ) )∗ x e s t k <=1)

i n d e x = j ;

e l s e
break ;

end
end

end
i f i n d e x < Ks

Qn = da taou t1new ( : , ( n∗ index −(n −1) ) : n∗ i n d e x ) ;

Fn = da taou t2new ( : , ( n∗ index −(n −1) ) : n∗ i n d e x ) ;

Qnn = da taou t1new ( : , ( n ∗ ( i n d e x +1)−(n −1) ) : n ∗ ( i n d e x + 1 ) ) ;

Fnn = da taou t2new ( : , ( n ∗ ( i n d e x +1)−(n −1) ) : n ∗ ( i n d e x + 1 ) ) ;

a l p h a k = (1−( x e s t k ’∗ inv ( Qnn )∗ x e s t k ) ) / ( x e s t k ’∗ ( inv ( Qn) − inv ( Qnn ) )∗ x e s t k ) ;

Fk = a l p h a k ∗Fn+(1− a l p h a k )∗ Fnn ; d a t a a l p h a 2 ( i )= a l p h a k ;

e l s e
Fk = da taou t2new ( : , ( n∗Ks−(n −1 ) ) : ( n∗Ks ) ) ;

end

datanorm2 ( i )= norm ( Fk ) ;

uk = Fk∗x augk ( n +1:2∗ n ) ;

yk = Csys∗x augk ( 1 : n ) ;

da t aou t4new ( i , : ) = [ i uk yk i n d e x x augk ( 1 ) x augk ( 3 ) ] ;

da t aou t5new ( i , : ) = [ ( x augk (1)− x augk ( 3 ) ) ( x augk (2)− x augk ( 4 ) ) ] ;

Asys = [ 0.85 −0.0986∗ a l v e c ( i ) −0.0014∗ a l v e c ( i )

0 .9864∗ a l v e c ( i )∗ bevec ( i ) 0 .0487+0 .01403∗ a l v e c ( i )∗ bevec ( i ) ] ;

Apoly = [ Asys Bsys∗Fk

Lp∗Csys A0+B0∗Fk−Lp∗Csys ] ;

x augk = Apoly∗x augk ;

x e s t k = x augk ( n +1:2∗ n ) ;

end
toc % s t o p c l o c k

% P l o t s

t ime = d a t a o u t 4 ( : , 1 ) ∗T−T ;

f i g u r e ( 1 ) ; % p l o t t h e o u t p u t y

p l o t ( t ime , da taou t4new ( : , 3 ) ) ;

hold on ;

p l o t ( t ime , d a t a o u t 4 ( : , 3 ) , ’ : ’ ) ;

x l a b e l ( ’ t ime , t ( min ) ’ ) ;

y l a b e l ( ’ Output , y ’ ) ;

f i g u r e ( 2 ) ; % p l o t t h e i n p u t u

p l o t ( t ime , da taou t4new ( : , 2 ) ) ; hold on ;

p l o t ( t ime , d a t a o u t 4 ( : , 2 ) , ’ : ’ ) ;

x l a b e l ( ’ t ime , t ( min ) ’ ) ;

y l a b e l ( ’ C o n t r o l move , u ’ ) ;

f i g u r e ( 3 )

p l o t ( t ime , datanorm2 , ’ r ’ ) ; hold on ;

p l o t ( t ime , datanorm1 ) ;

x l a b e l ( ’ t ime , t ( min ) ’ ) ;

y l a b e l ( ’ norm of F ’ ) ;

f i g u r e ( 4 )

p l o t ( 1 : Ks , da t aou t3new ) ; hold on ;

p l o t ( 1 : Ks , d a t a o u t 3 , ’ : ’ ) ;

x l a b e l ( ’ number ’ ) ;

y l a b e l ( ’\gamma ’ ) ;

f i g u r e ( 5 )
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p l o t ( t ime , da taou t5new ( : , 1 ) ) ; hold on ;

p l o t ( t ime , d a t a o u t 5 ( : , 1 ) , ’ : ’ ) ; hold on ;

x l a b e l ( ’ t ime , t ( min ) ’ ) ;

y l a b e l ( ’ E s t i m a t e d e r r o r o f s t a t e x 1 ’ ) ;

f i g u r e ( 6 )

p l o t ( t ime , da taou t5new ( : , 2 ) , ’ r ’ ) ; hold on ;

p l o t ( t ime , d a t a o u t 5 ( : , 2 ) , ’ r : ’ ) ;

x l a b e l ( ’ t ime , t ( min ) ’ ) ;

y l a b e l ( ’ E s t i m a t e d e r r o r o f s t a t e x 2 ’ ) ;

rmpcpoly reactor.m

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
% rmpcpo l y r e a c t o r .m

% Used i n f i l e : r e a c t o r .m

% To de t e rm ine t h e ma t r i c e s Q and F o f t h e o u t p u t f e edback RCMPC law

% by s o l v i n g an LMI o p t i m i z a t i o n

% With a s i n g l e Lyapunov f u n c t i o n

%

% Tu Anh Do

% Update : 25 / 04 / 2006

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
f unc t i on [ F , Q, gamma] =

r m p c p o l y r e a c t o r ( A1 , B1 , A2 , B2 , A3 , B3 , A4 , B4 ,Qw,Rw, xk , um)

n = 2 ; % number o f s t a t e v a r i a b l e s

p = 1 ; % number o f i n p u t s

% De f i n e t h e v a r i a b l e s f o r t h e m i n im i z a t i o n problem

gamma = s d p v a r ( 1 , 1 ) ;

Q = s d p v a r ( n , n ) ;

Y = s d p v a r ( p , n ) ;

% Decl are t h e l e f t −hand s i d e o f t h e LMIs

Qws = sqrtm (Qw) ;

Rws = sqrtm (Rw ) ;

I1 = eye ( n ) ;

I2 = eye ( p ) ;

F1 = [1 xk ’ ; xk Q ] ;

F21 = [ Q Q∗A1’+Y’∗B1 ’ Q∗Qws’ Y’∗Rws ’

A1∗Q+B1∗Y Q z e ro s ( n ) z e ro s ( n , p )

Qws∗Q z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F22 = [ Q Q∗A2’+Y’∗B2 ’ Q∗Qws’ Y’∗Rws ’

A2∗Q+B2∗Y Q z e ro s ( n ) z e ro s ( n , p )

Qws∗Q z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F23 = [ Q Q∗A3’+Y’∗B3 ’ Q∗Qws’ Y’∗Rws ’

A3∗Q+B3∗Y Q z e ro s ( n ) z e ro s ( n , p )

Qws∗Q z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F24 = [ Q Q∗A4’+Y’∗B4 ’ Q∗Qws’ Y’∗Rws ’

A4∗Q+B4∗Y Q z e ro s ( n ) z e ro s ( n , p )

Qws∗Q z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F3 = [umˆ2∗ I2 Y % f o r i n p u t c o n s t r a i n t s

Y’ Q ] ;

% Se t up t h e c o n s t r a i n t s f o r t h e m i n im i z a t i o n problem

c o n s t r a i n t = s e t (Q>0)+ s e t ( F1>=0)+ s e t ( F21 >0)+ s e t ( F22>0)
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+ s e t ( F23 >0)+ s e t ( F24 >0)+ s e t ( F3 >=0);

% So l v e t h e m i n im i z a t i o n problem

s o l v e s d p ( c o n s t r a i n t , gamma ) ;

% The m in im i z e r

Y = doub le (Y ) ;

Q = doub le (Q ) ;

gamma = doub le ( gamma ) ;

% The s t a t e f e edback ma t r i x

F = Y∗ inv (Q ) ;

rmpcpoly Lya reactor.m

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
% rmpcpo l y L y a r e a c t o r .m

% Used i n f i l e : r e a c t o r .m

% To de t e rm ine t h e ma t r i c e s Q and F o f t h e o u t p u t f e edback RCMPC law

% by s o l v i n g an LMI o p t i m i z a t i o n

% With a PDLF

%

% Tu Anh Do

% Update : 25 / 04 / 2006

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
f unc t i on [ F ,Qm, gamma] =

r m p c p o l y L y a r e a c t o r ( A1 , B1 , A2 , B2 , A3 , B3 , A4 , B4 ,Qw,Rw, xk , um)

n = 2 ; % number o f s t a t e v a r i a b l e s

p = 1 ; % number o f i n p u t s

% De f i n e t h e v a r i a b l e s f o r t h e m i n im i z a t i o n problem

gamma = s d p v a r ( 1 , 1 ) ;

Q1 = s d p v a r ( n , n ) ;

Q2 = s d p v a r ( n , n ) ;

Q3 = s d p v a r ( n , n ) ;

Q4 = s d p v a r ( n , n ) ;

G = s d p v a r ( n , n ) ;

Y = s d p v a r ( p , n ) ;

% Decl are t h e l e f t −hand s i d e o f t h e LMIs

Qws = sqrtm (Qw) ;

Rws = sqrtm (Rw ) ;

I1 = eye ( n ) ;

I2 = eye ( p ) ;

F11 = [1 xk ’ ; xk Q1 ] ;

F12 = [1 xk ’ ; xk Q2 ] ;

F13 = [1 xk ’ ; xk Q3 ] ;

F14 = [1 xk ’ ; xk Q4 ] ;

F21 = [ G+G’−Q1 G’∗A1’+Y’∗B1 ’ G’∗Qws’ Y’∗Rws ’

A1∗G+B1∗Y Q1 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F22 = [ G+G’−Q1 G’∗A1’+Y’∗B1 ’ G’∗Qws’ Y’∗Rws ’

A1∗G+B1∗Y Q2 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F23 = [ G+G’−Q1 G’∗A1’+Y’∗B1 ’ G’∗Qws’ Y’∗Rws ’

A1∗G+B1∗Y Q3 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )
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Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F24 = [ G+G’−Q1 G’∗A1’+Y’∗B1 ’ G’∗Qws’ Y’∗Rws ’

A1∗G+B1∗Y Q4 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F25 = [ G+G’−Q2 G’∗A2’+Y’∗B2 ’ G’∗Qws’ Y’∗Rws ’

A2∗G+B2∗Y Q1 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F26 = [ G+G’−Q2 G’∗A2’+Y’∗B2 ’ G’∗Qws’ Y’∗Rws ’

A2∗G+B2∗Y Q2 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F27 = [ G+G’−Q2 G’∗A2’+Y’∗B2 ’ G’∗Qws’ Y’∗Rws ’

A2∗G+B2∗Y Q3 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F28 = [ G+G’−Q2 G’∗A2’+Y’∗B2 ’ G’∗Qws’ Y’∗Rws ’

A2∗G+B2∗Y Q4 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F29 = [ G+G’−Q3 G’∗A3’+Y’∗B3 ’ G’∗Qws’ Y’∗Rws ’

A3∗G+B3∗Y Q1 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F210 = [ G+G’−Q3 G’∗A3’+Y’∗B3 ’ G’∗Qws’ Y’∗Rws ’

A3∗G+B3∗Y Q2 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F211 = [ G+G’−Q3 G’∗A3’+Y’∗B3 ’ G’∗Qws’ Y’∗Rws ’

A3∗G+B3∗Y Q3 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F212 = [ G+G’−Q3 G’∗A3’+Y’∗B3 ’ G’∗Qws’ Y’∗Rws ’

A3∗G+B3∗Y Q4 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F213 = [ G+G’−Q4 G’∗A4’+Y’∗B4 ’ G’∗Qws’ Y’∗Rws ’

A4∗G+B4∗Y Q1 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F214 = [ G+G’−Q4 G’∗A4’+Y’∗B4 ’ G’∗Qws’ Y’∗Rws ’

A4∗G+B4∗Y Q2 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F215 = [ G+G’−Q4 G’∗A4’+Y’∗B4 ’ G’∗Qws’ Y’∗Rws ’

A4∗G+B4∗Y Q3 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F216 = [ G+G’−Q4 G’∗A4’+Y’∗B4 ’ G’∗Qws’ Y’∗Rws ’

A4∗G+B4∗Y Q4 z e ro s ( n ) z e ro s ( n , p )

Qws∗G z e ro s ( n ) gamma∗ I1 z e ro s ( n , p )

Rws∗Y z e ro s ( p , n ) z e ro s ( p , n ) gamma∗ I2 ] ;

F31 = [umˆ2∗ I2 Y % inpu t c o n s t r a i n t s

Y’ G+G’−Q1 ] ;

F32 = [umˆ2∗ I2 Y

Y’ G+G’−Q2 ] ;
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F33 = [umˆ2∗ I2 Y

Y’ G+G’−Q3 ] ;

F34 = [umˆ2∗ I2 Y

Y’ G+G’−Q4 ] ;

% Se t up t h e c o n s t r a i n t s f o r t h e m i n im i z a t i o n problem

c o n s t r a i n t = s e t ( F11 >=0)+ s e t ( F12 >=0)+ s e t ( F13>=0)+ s e t ( F14>=0)

+ s e t ( F21 >0)+ s e t ( F22 >0)+ s e t ( F23>0)+ s e t ( F24 >0)+ s e t ( F25 >0)

+ s e t ( F26 >0)+ s e t ( F27 >0)+ s e t ( F28>0)+ s e t ( F29 >0)

+ s e t ( F210>0)+ s e t ( F211 >0)+ s e t ( F212 >0)+ s e t ( F213 >0)+ s e t ( F214 >0)+ s e t ( F215 >0)

+ s e t ( F216>0)+ s e t ( F31 >=0)+ s e t ( F32 >=0)+ s e t ( F33>=0)+ s e t ( F34 >=0);

% So l v e t h e m i n im i z a t i o n problem

s o l v e s d p ( c o n s t r a i n t , gamma ) ;

% The m in im i z e r

Y = doub le (Y ) ;

Q1 = doub le (Q1 ) ;

Q2 = doub le (Q2 ) ;

Q3 = doub le (Q3 ) ;

Q4 = doub le (Q4 ) ;

G = doub le (G ) ;

gamma = doub le ( gamma ) ;

% Find t h e maximal Q

t = s d p v a r ( 1 , 1 ) ;

Qm = s d p v a r ( n , n ) ;

M0 = Qm − t ∗eye ( n ) ;

M1 = Q1 − Qm;

M2 = Q2 − Qm;

M3 = Q3 − Qm;

M4 = Q4 − Qm;

c o n s t r a i n t Q = s e t (M0>0)+ s e t (M1>=0)+ s e t (M2>=0)+ s e t (M3>=0)+ s e t (M4>=0);

s o l v e s d p ( c o n s t r a i n t Q ,− t ) ;

Qm = doub le (Qm) ;

t = doub le ( t ) ;

% The s t a t e f e edback ma t r i x

F = Y∗ inv (G ) ;

observer reactor.m

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
% o b s e r v e r r e a c t o r .m

% Used i n f i l e : r e a c t o r .m

% To de t e rm ine t h e ga in ma t r i x Lp o f t h e e s t i m a t o r

% by s o l v i n g an LMI f e a s i b i l i t y problem

%

% Tu Anh Do

% Update : 25 / 04 / 2006

%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
f unc t i on Lp = o b s e r v e r r e a c t o r (A, C , rho )

n = 2 ; % number o f s t a t e v a r i a b l e s

p = 1 ; % number o f i n p u t s

% De f i n e t h e v a r i a b l e s f o r t h e m i n im i z a t i o n problem

Q = s d p v a r ( n , n ) ; Y = s d p v a r ( n , p ) ;

% Decl are t h e l e f t −hand s i d e o f t h e LMIs

F = [ rho ˆ2∗Q Q∗A−Y∗C
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A’∗Q−C’∗Y’ Q ] ;

c o n s t r a i n t = s e t (Q>0)+ s e t ( F >=0);

% So l v e t h e m i n im i z a t i o n problem

s o l v e s d p ( c o n s t r a i n t ) ;

% The m in im i z e r

Y = doub le (Y ) ; Q = doub le (Q ) ;

% The e s t i m a t o r ga in

Lp = inv (Q)∗Y;
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