
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1

english



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

วิธีการตัดหนวยใหมโดยอิงการปรากฏรวมเพื่อใชในแบบจำลองการแจงหัวขอดวยการ
แจกแจงดีริชเลแฝง

นางสาวจินต ชีวประวัติดำรงค

สารนิพนธนี้เปนสวนหนึ่งของการศึกษาตามหลักสูตรปริญญาอักษรศาสตรมหาบัณฑิต
สาขาวิชาภาษาศาสตร ภาควิชาภาษาศาสตร
คณะอักษรศาสตร จุฬาลงกรณมหาวิทยาลัย

ปการศึกษา 2564

ลิขสิทธิ์ของจุฬาลงกรณมหาวิทยาลัย



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

COLLOCATION-BASED RETOKENIZATION METHODS FOR LATENT

DIRICHLET ALLOCATION TOPIC MODELS

Miss Jin Cheevaprawatdomrong

An Independent Study Submitted in Partial Fulfillment of the Requirements

for the Degree of Master of Arts Program in Linguistics

Department of Linguistics

Faculty of Arts

Chulalongkorn University

Academic Year 2021

Copyright of Chulalongkorn University



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Independent

Study Title

COLLOCATION-BASED RETOKENIZATION METHODS

FOR LATENT DIRICHLET ALLOCATION TOPIC MOD-

ELS

By Miss Jin Cheevaprawatdomrong

Field of Study Linguistics

Independent

Study Advisor

Assistant Professor Attapol Thamrongrattanarit, Ph.D.

Accepted by the Faculty of Arts, Chulalongkorn University in Partial Fulfill-

ment of the Requirements for the Master’s Degree

. . . . . . . . . . . . . . . . . . . . . . . . .
Dean of the Faculty of Arts

(Associate Professor Suradech Chotiudompant, Ph.D.)

INDEPENDENT STUDY COMMITTEE

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Chairman

(Assistant Professor Theeraporn Ratitamkul, Ph.D.)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Independent Study Advisor

(Assistant Professor Attapol Thamrongrattanarit, Ph.D.)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Examiner

(Associate Professor Wirote Aroonmanakun, Ph.D.)



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

iv

จินต ชีวประวัติดำรงค: วิธีการตัดหนวยใหมโดยอิงการปรากฏรวมเพื่อใชในแบบจำลอง
การแจงหัวขอดวยการแจกแจงดีริชเลแฝง. (COLLOCATION-BASED RETO-

KENIZATION METHODS FOR LATENT DIRICHLET ALLOCATION

TOPIC MODELS) อ.ที่ปรึกษาสารนิพนธหลัก : รศ. ดร. อรรถพล ธำรงรัตนฤทธิ์,
80 หนา.

การจัดสรรดีริชเลแฝงสามารถคนพบหัวขอตางๆที่แฝงอยูในเอกสารโดยใชคำเปนสิ่ง
ที่ปอนเขา งานวิจัยที่ผานมาแสดงวาการรวมคำเปนคำปรากฏรวมสามารถทำใหหัวขอที่ไดมี
ความเชื่อมโยงกันมากขึ้นในภาษาอังกฤษ แตยังคงมีคำถามวาวีธีใดเปนวิธีที่ดีที่สุดที่จะรวม
คำเขาดวยกัน โดยเฉพาะอยางยิ่งในภาษาที่ไมมีสัญลักษณแบงคำที่ชัดเจนอยางภาษาจีนและ
ภาษาไทย ผูดำเนินงานวิจัยไดเปรียบเทียบวิธี การทดสอบไคสแควร สถิติทดสอบที และ
ความถี่ และแสดงวาการรวมคำที่ปอนเขาดวยวิธีที่เหมาะสมจะสามารถทำใหความเหมาะสม
กับขอมูลของแบบจำลอง (goodness of fit) และความเชื่อมโยงกันของหัวขอของแบบจำลอง
ดีขึ้น

ภาควิชา ภาษาศาสตร ลายมือชื่อนิสิต . . . . . . . . . . . . . . . . .

สาขาวิชา ภาษาศาสตร ลายมือชื่อ อ.ที่ปรึกษาหลัก . . . . . . . . . . . . . . . . .

ปการศึกษา 2564



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

v

## 6382008322: MAJOR LINGUISTICS

KEYWORDS: LATENT DIRICHLET ALLOCATION / COLLOCATION / TOK-

ENIZATION

JIN CHEEVAPRAWATDOMRONG : COLLOCATION-BASED RETOK-

ENIZATION METHODS FOR LATENT DIRICHLET ALLOCATION

TOPIC MODELS. ADVISOR : ASST PROF ATTAPOL THAMRONGRAT-

TANARIT, Ph.D., 80 pp.

Latent Dirichlet Allocation (LDA) discovers hidden themes in documents by

using words as input. Past studies show that merging the words into collocation

improves topic coherence in English. However, there are still questions about the

best merging strategies, especially in the languages without clear word boundaries,

such as Thai and Chinese. We compare chi-squared measure, t-statistics, and raw

frequency strategies, and show that merging input tokens with appropriate strategies

can improve the goodness of fit and topic coherence of the model.

Department: Linguistics Student’s Signature . . . . . . . . . . . . . . . . . . .

Field of Study: Linguistics Advisor’s Signature . . . . . . . . . . . . . . . . . . .

Academic Year: 2021



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

vi

Acknowledgements

I would like to thank my advisor, Assistant Professor Attapol Thamrongratta-

narit, Ph.D., for the chance to work with him on many interesting projects. Without

such opportunities, I would not have started the research journey that I so much en-

joy. I appreciate the time and effort he put into guiding me through the research

and writing process. I am thankful to be his student, and I promise to pay it forward

when I mentor my students if I could become a professor one day.

I would like to express my gratitude to all faculty members in the Linguistics

Department for accepting me into this prestigious university. I gained much more

understanding of linguistics while studying in their classes during these two years

and became more confident in learning and conducting research further.

I would like to also thank my parents and my brother for their unconditional

love and support, which help me to be tough to get through difficult times.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CONTENTS

Page
english

Abstract (Thai) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

Abstract (English) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Latent Dirichlet Allocation . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Topics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.3 Collocations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.4 Tokenization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.5 Retokenization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.6 Objective and Hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.7 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Background and Literature Review . . . . . . . . . . . . . . . . . . . . . 6
2.1 Latent Dirichlet Allocation . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Improving and Evaluating Topic Models . . . . . . . . . . . . . . . . . 10

2.3 Collocations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.4 Morphological Typology and Writing Systems . . . . . . . . . . . . . 21

3 Our Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1 Collocations as LDA Token . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

viii
Page

3.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

Apppendix A Top Bigrams . . . . . . . . . . . . . . . . . . . . . . . . . . 47

Apppendix B Topic Keys . . . . . . . . . . . . . . . . . . . . . . . . . . . 55



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

LIST OF TABLES

Table Page
english

2.1 The nouns w occurring most often in the patterns “strong w” and “pow-

erful w” from New York Times newswire (Manning and Schutze, 1999). 14

2.2 The number of occurences of the word “some definition” and other words 18

3.1 The details of corpora we use in this study (Cheevaprawatdomrong et al.,

2022) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2 The percentage of overlapping merged tokens between two methods of

retokenization computed on the retokenization training data. (Cheevap-

rawatdomrong et al., 2022) . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.3 Normalized unigram log-likelihood per token (top) and Concatenation-

based Embedding Silhouette (CBES) scores (bottom) for between the

baseline and retokenization models: χ2 , textitt, and raw frequency.

(Cheevaprawatdomrong et al., 2022) . . . . . . . . . . . . . . . . . . . . . 40



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

LIST OF FIGURES

Figure Page
english

1.1 Example of topics from restaurant reviews. . . . . . . . . . . . . . . . . . 1

2.1 The intuition of the LDA model. (Blei, 2012) . . . . . . . . . . . . . . . . 7

2.2 Example of topics from New York Times corpus. . . . . . . . . . . . . . . 7

2.3 The figure shows the relationship of random variables (Blei, 2012) . . . 8

2.4 Histogram of the position of strong relative to three words from the New

York Times newswire (Manning and Schutze, 1999) . . . . . . . . . . . . 16

2.5 Chinese is an example of an analytic language . . . . . . . . . . . . . . . 22

2.6 Chinese is an example of logogram . . . . . . . . . . . . . . . . . . . . . . 24

2.7 Japanese is an example of syllabary . . . . . . . . . . . . . . . . . . . . . . 24

2.8 Hebrew is an example of abjad . . . . . . . . . . . . . . . . . . . . . . . . 25

2.9 Thai is an example of abugida . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.10 Korean is an example of featural system . . . . . . . . . . . . . . . . . . . 26

3.1 The topic on the right is a better topic . . . . . . . . . . . . . . . . . . . . 29

3.2 The top 20 collocations from each strategy. (Cheevaprawatdomrong

et al., 2022) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.3 PTLL improvement vs. merged percentage. (Cheevaprawatdomrong

et al., 2022) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.4 CBES improvement vs. merged percentage. (Cheevaprawatdomrong

et al., 2022) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

A.1 The top 50 collocations from English Wikipedia. (Cheevaprawatdom-

rong et al., 2022) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

A.2 The top 50 collocations from German Wikipedia. (Cheevaprawatdom-

rong et al., 2022) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

A.3 The top 50 collocations from Chinese Wikipedia. (Cheevaprawatdom-

rong et al., 2022) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

A.4 The top 50 collocations from Japansese Wikipedia. (Cheevaprawat-

domrong et al., 2022) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

xi
Page

A.5 The top 50 collocations from Korean Wikipedia. (Cheevaprawatdom-

rong et al., 2022) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

A.6 The top 50 collocations from Thai Wikipedia. (Cheevaprawatdomrong

et al., 2022) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

A.7 The top 50 collocations from Arabic Wikipedia. (Cheevaprawatdom-

rong et al., 2022) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

B.1 The topic keys from the New York Times with different retokenization

measures. (Cheevaprawatdomrong et al., 2022) . . . . . . . . . . . . . . . 55

B.2 The topic keys from the United States State of the Union Addresses with

different retokenization measures. (Cheevaprawatdomrong et al., 2022) . 56

B.3 The topic keys from the Yelp Dataset with different retokenization mea-

sures. (Cheevaprawatdomrong et al., 2022) . . . . . . . . . . . . . . . . . 57

B.4 The topic keys from the the Ten Thousand German News Articles

Dataset with different retokenization measures. (Cheevaprawatdom-

rong et al., 2022) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

B.5 The topic keys from the Chinanews with different retokenization mea-

sures. (Cheevaprawatdomrong et al., 2022) . . . . . . . . . . . . . . . . . 59

B.6 The topic keys from the Dianping with different retokenization mea-

sures. (Cheevaprawatdomrong et al., 2022) . . . . . . . . . . . . . . . . . 60

B.7 The topic keys from the Douban with different retokenization measures.

(Cheevaprawatdomrong et al., 2022) . . . . . . . . . . . . . . . . . . . . . 61

B.8 The topic keys from the Webhose’s Free Datasets with different retok-

enization measures. (Cheevaprawatdomrong et al., 2022) . . . . . . . . . 62

B.9 The topic keys from the KAIST Corpus with different retokenization

measures. (Cheevaprawatdomrong et al., 2022) . . . . . . . . . . . . . . . 63

B.10 The topic keys from the Prachathai with different retokenization mea-

sures. (Cheevaprawatdomrong et al., 2022) . . . . . . . . . . . . . . . . . 64

B.11 The topic keys from the Wongnai with different retokenization mea-

sures. (Cheevaprawatdomrong et al., 2022) . . . . . . . . . . . . . . . . . 65



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

xii
Page

B.12 The topic keys from the BEST Corpus with different retokenization

measures. (Cheevaprawatdomrong et al., 2022) . . . . . . . . . . . . . . . 66

B.13 The topic keys from the Thai National Corpus with different retokeniza-

tion measures. (Cheevaprawatdomrong et al., 2022) . . . . . . . . . . . . 67

B.14 The topic keys from the Antcorpus with different retokenization mea-

sures. (Cheevaprawatdomrong et al., 2022) . . . . . . . . . . . . . . . . . 68



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter I

INTRODUCTION

1.1 Latent Dirichlet Allocation
Latent Dirichlet allocation (LDA) model is an unsupervised statistical model

that allows us to find topics or themes in a large set of text documents (Blei et al.,

2003). The LDA receives words as input and produces topics, which are probability

distributions of words in the corpus. A topic is often represented by a list of high

probability words within the topic called topic keys. The documents are expressed

as combinations of such topics.

1.2 Topics
Figure 1.1 contains some examples of topics from restaurant reviews, repre-

sented by their topic keys. There are topics about desserts, burgers, Asian foods,

beverages, and breakfast. In topic 1, since the topic is about desserts, we can guess

that the words “ice” and “cream” are actually part of the word “ice cream,” which

conveys more meaning than the individual words. The topic keys could be more

meaningful if it presents “ice cream” together, as in the following example.

chocolate, cake, ice cream, dessert, try, sweet, love, make, one

Topic 1: chocolate, cake, cream, dessert, try, sweet, love, make, ice, one
Topic 2: burger, fry, burgers, order, get, hot, good, cheese, dog, like
Topic 3: food, chicken, dish, thai, order, rice, chinese, soup, good, pho
Topic 4: beer, bar, good, great, beers, food, place, drink, selection, wing
Topic 5: breakfast, egg, order, good, food, bacon, wait, toast, place, pancakes

Figure 1.1: Example of topics from restaurant reviews.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2

The same can be said about topic 2, where the topic could be more meaningful

if the words “hot” and “dog” are together as “hot dog.” When “hot” and “dog”

are separated, readers may think that “dog” refers to an animal. The meaning of

the word “dog” will be inconsistent with other words in the topic about burgers,

resulting in an incoherent topic.

1.3 Collocations
The groups of words, such as “ice cream” and “hot dog,” are called colloca-

tion, which is two or more words that convey conventional meaning. The meaning

of the collocations often goes beyond the meaning of the components. For example,

the word “super bowl” refers to a football match, which is the meaning not captured

by the words “super” and “bowl.”

The topic would be more meaningful and more coherent when collocations are

presented together, but in the traditional LDA they are not as we feed the model with

individual words. In addition, the model is based on the bag-of-word assumption,

which assumes that the order of the words does not matter. As a result, the original

meaning of the words, such as “ice cream,” “hot dog,” and “super bowl,” could be

lost.

To fix this problem, we can group together some input words with a significant

relationship, and feed them to the LDA model as a single unit to preserve their

special meaning. The question then comes to how we decide which group of words

should be connected. However, before discussing how to connect the words, we first

need to extract them from our documents.

1.4 Tokenization
Typically, the data in the document is in the form of text, sentence after sen-

tence, which is not the form of input the LDA needs. In order to obtain input words



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3

for the LDA model, we perform tokenization, which is a process of breaking text

into chunks of words called tokens. Although breaking text may seem obvious for

a language with explicit word boundaries such as English, it is not that simple. Pe-

riods, which often suggest the end of words, could be a part of an abbreviation.

Hyphens, which are often within a word, such as “e-mail” and “co-occur”, could

also separate the two words, such as in “San Francisco-Los Angeles flights”. Col-

locations may also be a problem where the whitespace between two words may not

suggest they should be separated.

Tokenizing issues are even more crucial in the languages that do not have clear

word boundaries, including Chinese and Thai. For example, we need a tokenizer

to break a sentence “นายกรัฐมนตรีเดินทางไปตางประเทศ (the prime minister travels

abroad)” into words “ นายก [na�jok] (prime), รัฐมนตรี [rad tha mon tri�] (minister),

เดินทาง [d�n thaŋ] (travel), ไป [paj] (to), ตาง [ta�ŋ] (other), ประเทศ [pra the�d] (coun-

try).”

Although there are some tokenizers that work well in these languages, there

is no single tokenizing standard that works well for all tasks. A good tokenizer is

the one that does the right amount of breaking. If it breaks the text too much into

smaller tokens, we may end up losing the original meaning of the words. On the

other hand, if the tokenizer doesn’t break enough, we could see many unnecessary

longer distinct words, which expand the vocabulary size of the model or increase

out-of-vocab problems.

Modern tokenizers are often built using machine learning techniques. They

are trained on annotated data, where linguists mark the word boundaries in the train-

ing document. Therefore, the criteria linguists used to segment text into tokens af-

fect the standard of the tokenizer. When the annotators prefer to break text into

smaller words, the resulting tokenizer tends to break collocations into separated

individual words, which leads to a meaning loss in downstream tasks.
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1.5 Retokenization
A remedy to the problem of lost meaning due to the tokenization, as we men-

tioned, is to do the retokenization, or merging the input words with special rela-

tionships after the tokenization process. Many strategies can be employed to help

decide whether each pair of adjacent words should be merged. In this research, we

explore three such merging strategies, including chi-squared statistics, t-statistics,

and raw frequency counts of phrases. We believe that many languages, especially

the ones that do not have clear tokenization standards, deserve investigation into

what kind of processing is appropriate.

1.6 Objective and Hypothesis
The objective of this research is to study the performance of different merging

measures when they are employed in different types of languages. In particular, we

are interested in the strategies that would make the resulting topics generated by the

LDA model more coherent and meaningful, as well as increase the goodness of fit

of the model, or how well the model represents the data.

We hypothesize that the strategies could influence the goodness of fit of the

model and the coherence of the topics. We perform experiments on English, Ger-

man, Chinese, Japanese, Korean, Thai, and Arabic, a set of languages with different

writing systems and morphological typology, to understand how the merging strate-

gies perform in various types of language.

1.7 Contribution
The main contributions of this research are as follows:

• The results of the experiment show that a t-statistic and raw-frequency merg-

ing measures can improve the results of the LDA across all language types



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5

and writing systems when the input documents do not differ much from the

collocation training data.

• The study found that the results tend to be better when more tokens are merged.

• The investigation indicates that when we use χ2measure to produce a truncated

list of collocations, the resulting list rarely merges any collocation in input

documents. Therefore, this strategy is less suitable for merging the input of

topic models.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter II

BACKGROUND AND LITERATURE REVIEW

2.1 Latent Dirichlet Allocation

Model
Latent Dirichlet Allocation (LDA) is a topic model used to find hidden topics

from unlabeled and unannotated documents. We say the topics are hidden because

we can only see words but not the underlying topics when we observe the documents.

Figure 2.1 shows the intuition of the model. Discovering these topics provides us

with useful insight into what different themes there are in the documents. Since the

model is unsupervised, it is handy in processing a large number of documents.

A topic consists of words with their probabilities. We often represent a topic

by its topic-keys which are the top words in the topic. For example, in a topic about

baseball, topic-keys would include “san, francisco, baseball, yankees, game, league,

last, first, chicago, run, mets, season, stadium, team, pitch, diego, today, manager,

major, home.” In Figure 2.2, we can find themes or topics about education, sport,

military, police, healthcare, Europe, president, court, music, and restaurant from

the New York Times corpus.

There are a few assumptions of the model.

1. We assume that the order of the words in the document does not make a dif-

ference. Therefore, we can use a bag of words as input.

2. We assume that the order of the document does not make a difference.

3. Although we do not know what each topic looks like, we assume that we know

the number of topics in the documents.
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Figure 2.1: The intuition of the LDA model. (Blei, 2012)

Topic 1: school, university, high, students, college, study, new, education, public, graduate
Topic 2: team, national, coach, football, game, season, league, basketball, players, play
Topic 3: today, say, united, military, war, american, states, force, army, officials
Topic 4: say, police, kill, people, fire, man, two, officer, shoot, yesterday
Topic 5: health, drug, say, job, care, people, use, make, workers, work
Topic 6: london, world, european, german, war, europe, today, west, germany, british
Topic 7: washington, president, today, reagan, administration, house, bush, say, clinton, white
Topic 8: court, judge, federal, rule, state, right, supreme, appeal, say, case
Topic 9: music, dance, hall, night, concert, new, program, opera, work, theater
Topic 10: food, restaurant, eat, wine, restaurants, cook, use, drink, fresh, sell

Figure 2.2: Example of topics from New York Times corpus.

Generative Process
The objective is to find hidden topics from the words in the documents we

observe. However, instead of going directly to the process of discovering the topics,

we first look at the generative process, or how we can generate a document given

that we know the hidden topics and the hidden topic distribution.

1. Choose a topic distribution

2. For each word,

a) Randomly choose a topic from the topic distribution

b) Randomly choose a word from the topic, which is a distribution of words.
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The joint distribution of the hidden and observed variables are as follows.

p(β1:K , θ1:D, z1:D, w1:D) =

K∏
i=1

p(βi)

n∏
d=1

p(θd)
( N∏
n=1

p(zd,n | θd)p(wd,n | β1:K , zd,n)
)

(2.1)

where βk is topic k which is a distribution of words, θd is the topic proportion of the

dth document, zd is the topic assignment of the dth document, zd,n is the topic assign-

ments for nth word in the dth document, wd is the observed words in dth document,

and wd,n is the nth word in the dth document.

Figure 2.3: The figure shows the relationship of random variables (Blei,

2012)

Topics Discovery Process
The process of discovering topics, which is what we want, can be understood

as a reversion of the generative process. We try to compute the posterior distribu-

tuion given that we have observed the words in the documents.

p(β1:K , θ1:D, z1:D | w1:D) =
p(β1:K , θ1:D, z1:D)

p(w1:D)
(2.2)

We can compute p(β1:K , θ1:D, z1:D), which is the joint distribution of the random

variables. However, it is difficult to compute the p(w1:D), which is the probability of

seeing this corpus from any possible combination of the hidden topics because such

a number of combinations is huge. Statisticians use algorithms to approximate this

posterior distribution. One of the wildly used algorithms is a sampling algorithm

called Gibbs sampling.
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Gibbs Sampling
For the words w = {w1, . . . , wn}, where each word wi is in document di, our

objective is to discover the θdi
, which is the distribution of topics in document di

and the βj , which is the distribution of the words in topic j. We would be able to

estimate both θdi
and βj if we have all zi, which is the topic assignment for word wi.

Gibbs sampling uses the Markov Chain Monte Carlo (Gilks et al., 1995),

which is an algorithm for sampling from a probability distribution. Each step of

the Gibbs sampling try to assign the topic zi for each word wi in the document by

sampling from the probability distribution calculated from equation 2.3 (Griffiths

and Steyvers, 2004).

P (zi = j|z−i, w)∝
n
(wi)
−i,j + γ

n
(·)
−i,j +Wγ

n
(di)
−i,j + α

n
(di)
−i,· + Tα

(2.3)

where z−i is the topic assignment for the words wk, k ̸= i, n(wi)
−i,j is the number of

word w assigned to topic j, not including this current word, n(·)
−i,j is the total num-

ber of words assigned to topic j, not including this current word, γ is a smoothing

parameter, W is the number of words in the vocabulary, n(di)
−i,j + α is the number of

words from document di that is assigned to topic j, not including this current word,

n
(di)
−i,· is the total number of words in document di, not including this current word, T

is the number of topic, and α is a smoothing parameter.

This probability in the equation gives a chance that topic j will be assigned to

the word wi which is depending on the first fraction, which can be interpreted as the

smooth version of the current proportion of the word wi assigned to topic j, and the

second fraction, which can be explained as the smooth version of the proportion of

the word wi assigned to topic j in this document dj .

During the iterations, the algorithm will keep adjusting the topic assignment

of each word. Eventually, the assignments are going to be good enough to be used

to calculate the θdi
and βj that we are interested in.

Mallet (McCallum, 2002), which is the toolkit we use to discover the hidden
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topics in this research, is a fast and highly scalable implementation of the Gibbs

sampling.

2.2 Improving and Evaluating Topic Models

Preprocessing for Topic Models
Many studies show that the results of LDA depend on preprocessing steps even

in a language with word boundaries such as English

May et al. (2016) studies the effect of lemmatization on the interpretability of

topic models in Russian, a language with high morphological variation. They found

that interpretability improves when the corpus contains untruncated documents, the

vocabulary is filtered, and lemmatization is used.

Schofield et al. (2017) found that removing stopwords improve the coherence

of topic models. However, it is sufficient to remove the most common, evident

stopwords from a corpus without constructing a specific stoplist for the problem.

Topic Models with Phrases-based Input
Many works recognize that LDA results can be improved when input includes

phrases

Lindsey et al. (2012) present an extension to Latent Dirichlet Allocation called

Phrase-Discovering Latent Dirichlet Allocation. The model uses a hierarchy of

Pitman-Yor processes to infer the location, duration, and topic of phrases within

a corpus while relaxing the bag-of-words assumption. The experiment on human

subjects shows that the algorithm finds significantly better, more interpretable rel-

evant phrases than competing models.

Lau et al. (2013) shows that including bigram collocations in the document

representation leads to better topic coherence. The research finds that a small num-



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

11

ber of top-ranked bigrams, up to 1000, improves subject quality when compared

to unigram tokenization. Using up to 10,000 bigrams can improve topic quality

even further. The paper also shows that named entities with several words provide

consistent results, implying that they should be represented as single tokens.

Yu et al. (2013) provides a phrase-based LDA model that uses a key phrase

extraction methodology, the C-value method, to transition from a bag of words or

n-grams paradigm to a ”bag-of-key-phrases” to discover latent themes. The pa-

per demonstrates that the model can help LDA create better and more interpretable

themes than those generated using the bag-of-n-grams technique by employing a

phrase incursion user study.

El-Kishky et al. (2014) presents ToPMine, a topical phrase mining frame-

work for segmenting documents into single and multi-word phrases, and a new topic

model that works with the induced document partition.

Wang et al. (2016) presents PTR, which is a phrase-based topical ranking al-

gorithm for extracting key words from scientific papers. Candidate keys are sep-

arated into different themes and used as vertices in a topic’s phrase-based graph.

Then, to rank phrases for each topic, PageRank is partitioned into several weighted-

PageRanks. Keyphrases are finally identified by their overall scores on related con-

nected topics.

Bin et al. (2018) presents a key phrase and LDA model-based strategy for

discovering and recommending hot subtopics in Chinese news. The study chooses

the Longest Common Sequence (LCS) value as the similarity distance during the

clustering of hot subtopics.

Li et al. (2018) combines a quality phrase mining method and a document

clustering method to provide topical cohesion.
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Evaluating Topic Models
Evaluating the results of LDA can be complicated. One must assess the statis-

tical fit of the model, as well as the coherence of the topic keys, which are the most

probable words in each topic. However, the two measurements may not agree. As

Chang et al. (2009) points out, topic models that outperform on held-out likelihood

may infer less semantically meaningful topics. Researchers usually use the evalua-

tions of fit (Wallach et al., 2009), together with the measure of coherence based on

mutual information (Bouma, 2009; Mimno et al., 2011).

The analyses often require the models in focus to have the same vocabulary and

tokenization standard. These requirements do not hold for our study. Schofield and

Mimno (2016) proposes a metric called the normalized log-likelihood per token,

which measures how much the log-likelihood per token of the model in focus has

improved over that of the original model without requiring the two models to have

the same number of vocabulary.

2.3 Collocations
Collocations consist of two or more words that express conventional meaning

(Manning and Schutze, 1999). Examples of collocations include noun phrases, such

as “New York,” which refers to a city in the United States. It conveys conventional

meaning beyond the content of its two components, “New” and “York.” Colloca-

tions also consist of phrasal verbs such as “knock down” and “build in.” These

groups of words co-occur so frequency that native speakers use them correctly. For

instance, we use “strong tea” and “powerful car” but not “powerful tea” or “stong

car.”

Understanding collocations is useful in a variety of situations. It ensures that

the final sentences sound genuine and without errors when text is automatically gen-

erated. It can also automatically determine which collocations should be included in

a dictionary entry. In addition, it can help improve the parsing of text that includes
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collocations.

There are many strategies we can use to identify the collocations, including

frequency, mean and variance, and hypothesis testing.

Frequency
Frequency is the simplest way to find collocations. If two words often appear

together, they could have a special relationship and, therefore, could be a colloca-

tion.

Ranking phrases by frequency crudely may not yield interesting results be-

cause the top frequent pairs may include collocations without much meaning, such

as “of the,” “in the,” and “to the.” One way we can filter these uninteresting phases

is by using a part-of-speech filter to look for pairs that could be “phrases.” We can

also eliminate so-called stopwords or words that do not add much meaning before

counting the frequency.

Frequency can also be used to suggest a correct phrase. In table 2.1, we can

clearly observed that “strong support” and “powerful symbol” are correct while

“powerful support” and “strong symbol” are not.

Mean and Variance
The words in a collocation may not always be next to each other. The distance

between them can be flexible. For example, as we can see in these two sentences:

• The girl takes care of her ailing cat.

• She always takes good care of other people around her.

The distance between the word “takes” and “care” can vary. Therefore, we can un-

derstand the relationship between the two words we are interested in by computing
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w C(strong, w ) w C(powerful, w )
support 50 force 13
safety 22 computers 10
sales 21 position 8
opposition 19 men 8
showing 18 computer 8
sense 18 man 7
message 15 symbol 6
defense 14 military 6
gains 13 machines 6
evidence 13 country 6
criticism 13 wepons 5
possibility 11 post 5
feelings 11 people 5
demand 11 nation 5
challenges 11 forces 5
challenge 11 chip 5
case 11 Germany 5
supporter 10 senators 4
signal 9 neighbor 4
man 9 magnet 4

Table 2.1: The nouns w occurring most often in the patterns “strong w”
and “powerful w” from New York Times newswire (Manning and Schutze,
1999).
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the mean and the variance of their distance. For example, the distance between the

word “takes” and “care” in the samples are 1 and 2.

The mean (d̄) is defined as

d̄ =

n∑
i=1

di

n
(2.4)

where di are the distances between two words, and n is the number of the pair. And

the variance s2 is defined as

s2 =

n∑
i=1

(di − d̄)2

n− 1
(2.5)

The low variance of the distance between two words indicates an interesting

relationship. High variance means that the relationship is quite random and, there-

fore, not so interesting. In Figure 2.4, the lower variance of the distance between two

words suggests that “strong oppposition” and “strong support” are more interesting

collocations than “strong for.”

Hypothesis Testing
Hypothesis testing is a technique for drawing statistical conclusions from pop-

ulation data. It is used to determine whether or not the outcomes of an experiment

are meaningful. It starts with declaring a null hypothesis, which is a statement that

says there is no significant difference in the given observations, and an alternative

hypothesis, which is a contradiction statement of the null hypothesis. Then statisti-

cians collect data and analyze the data to either reject the null hypothesis or conclude

that the observed difference is insignificant and only happens by chance.

In our work, hypothesis testing is used to determine whether a pair of words

co-occur by chance. The null hypothesis H0 is formulated as the two words co-

occur only by chance, and there is no significant relationship between them. The

alternative hypothesis H1 would be the opposite of H0, which is that the two words
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Figure 2.4: Histogram of the position of strong relative to three words from
the New York Times newswire (Manning and Schutze, 1999)
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are somehow associated. Then we assume H0 is true and compute p, the probability

that the two words would appear as they are. If the probability p is too small, which

means if H0 is true, it is unlikely that the observation would be as we have seen, we

reject the null hypothesis H0. Otherwise, we retain H0.

The t test

We can apply the t test (Student, 1908) to decide whether to reject the null

hypothesis. The t statistic is defined as

t =
x̄− µ√

s2

N

(2.6)

where x̄ is the sample mean, s2 is the sample variance, N is the sample size, µ is the

distribution mean. After we compute the t we reject the null hypothesis if t value is

larger than the critical value for our preferred confidence level.

In our collocation problem, we first assume that the null hypothesis is true,

or in other words, w1 and w2 co-occur only by chance. Then, we generate bigrams

randomly. When the bigram is w1 and w2, we says that the outcome is 1, and when

the bigrams is not w1 and w2, we says that the outcome is 0. This is a Bernoulli

process with p = P (w1)P (w2). where P (w1) and P (w2) are the probabilities that the

word w1 and w2 occur respectively.

The sample mean (µ) for this process is P (w1, w2), and the sample variance

(s2) is P (w1, w2)(1 − P (w1, w2)), where P (w1, w2) is the probability that two adja-

cent words are w1 and w2. this sample variance is approximately P (w1, w2) when

P (w1, w2) is very small.

The equation 2.6 then becomes

t(w1, w2) ≈
P (w1, w2)− P (w1)P (w2)√

P (w1,w2)
N

(2.7)

If, for example, in a corpus consisting of 15245658 words, we found the word

“hot issues” 7 times, “hot” 15256 times, and ”issues” 4258 times. We can calulate
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w1 = some w1 ̸= some
w2 = definition 10 5786
w2 ̸= definition 14325 15668574

Table 2.2: The number of occurences of the word “some definition” and other
words

the t statistic as follows.

t ≈
7

15245658 − 15256
15245658 × 4258

15245658√
7

15245658

15245658

(2.8)

≈ 0.657 (2.9)

Since the critical value for α = 0.005 is 2.576 we cannot reject the null hypothesis

that “hot issues” co-occur only by chance, and there is no significant relationship

between the two words “hot” and “issues.”

Pearson’s chi-square test

Pearson’s chi-square test (Pearson, 1900) is an alternative test. It is different

than the t test because it does not assume that the probability are approximately

normally distributed. The chi-square (χ2) statistic is defined as

χ2 =
∑
i,j

(Oij − Eij)
2

Eij
(2.10)

where i and j are the row and column in the table, while Oij and Eij are the observed

and expected value for cell (i, j). For the case of 2 by 2 table, in which column 1 is

for w1, column 2 is for not w1, row 1 is for w2 and row 2 is for not w2, we can work

out the Equation 2.10 to get

χ2 =
N(O11O22 −O12O21)

2

(O11 +O12)(O11 +O21)(O12 +O22)(O21 +O22)
(2.11)

Again, we reject the null hypothesis if χ2 exceeds the critical value for our signifi-

cance level.
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Suppose we observe the number of occurrences in a corpus as in Table 2.2,

we can compute the χ2statistic as follows.

χ2 =
15688695(10× 15668574− 5786× 14325)2

(10 + 5786)(8 + 15820)(5786 + 15668574)(14325 + 15668574)
(2.12)

≈ 3.79 (2.13)

Since the critical value is 3.841 for α = 0.05 we cannot reject the null hypothesis that

“some definition” co-occur only by chance, and there is no significant relationship

between the two words “some” and “definition.”

The chi-square (χ2) statistic can also be computed by

χ2(w1, w2) =
N(P (w1, w2)− P (w1)P (w2))

2

P (w1)P (w2)
(2.14)

Likelihood Ratios
Hypothesis testing can also be done using likelihood ratios, especially when

data are sparse. The likelihood ratio is relatively more interpretable than the

χ2statistic. It describes the ratio of the chance one hypothesis has over the other

(Dunning, 1993).

We can formulate two hypotheses when we are interested in a bigram w1w2.

The first hypothesis states that w1 and w2 are independent.

Hypothesis 1: P (w2 | w1) = p = P (w2 | ¬w1)

The second hypothesis states the opposite, saying that they are dependent,

which means they can be an interesting collocation.

Hypothesis 2: P (w2 | w1) = p1 ̸= p2 = P (w2 | ¬w1)
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We calculate p, p1, p2 as follows.

p =
c2
N

(2.15)

p1 =
c12
c1

(2.16)

p2 =
c2 − c12
N − c1

(2.17)

where c1 is the number of times w1 occurs, c2 is the number of times w2 occurs, and

c12 is the number of times w1w2 occurs.

Assuming a binomial distribution we can compute the probability as follows.

b(k;n, x) =

(
n

k

)
xk(1− x)(n−k) (2.18)

The likelihood for hypotheses 1 and 2 would be

L(H1) = b(c12; c1, p)b(c2 − c12;N − c1, p) (2.19)

L(H2) = b(c12; c1, p1)b(c2 − c12;N − c1, p2) (2.20)

then the log of the likelihood ratio λ would be

logλ = logL(c12, c1, p) + logL(c2 − c12, N − c1, p)

− logL(c12, c1, p1)− logL(c2 − c12, N − c1, p2)

(2.21)

where L(k, n, x) = xk(1−x)n−k.

For example, the word “powerful force” occurs 10 times in the New York

Times corpus, while the individual word “powerful” and “force” occur 932 and 3424

times respectively. We can can calculate −2 logλ = 80.39, which can be interpreted

that the two words “powerful force” are e0.5×80.39 = 2.86 × 1017 times more likely

than the would by random chance.

And since −2 logλ is asympoticlly χ2distributed (Mood et al., 1974), we can

also utilize the number −2 logλ = 80.39 to reject H1 for α = 0.005 since 82.96 is more

than the critical value of 7.88.
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2.4 Morphological Typology and Writing Sys-

tems

Morphology
In linguistics, morphology is a study of the structure within words. It focuses

on how words are constructed from smaller meaningful components and how such

construction affects the meaning or grammatical function of the final word (Dawson

et al., 2016). Morphological processes include derivation and inflection.

Derivation

Derivation is the process of constructing words out of other words. Deriva-

tion takes a single word and applies one or more operations to it, yielding a new

term, generally belonging to a different lexical category, or sometimes called part

of speech (Dawson et al., 2016). An example of derivation is constructing the word

“co-author” from the word “author” by adding “co-” in front of the original word

to create a new word that means joint author.

Inflection

Inflection is the process of changing the grammatical forms of words. Inflec-

tion uses stems and affixes or other processes as derivation does. However, the

critical difference is that, instead of developing wholly new words, it changes forms

of the original words (Dawson et al., 2016). An example of inflection would be to

create the word “dogs” from “dog” by adding “-s” to develop a plural version of the

original word.

Morphological Typology
Morphological typology is a study that tries to classify languages by grouping

them based on their morphological patterns. Languages are categorized by whether

or not they employ morphological processes in analytic or synthetic languages.
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Analytic Languages

Analytic languages are languages that are constructed from sequences of free

morphemes. Each word is made up of a single morpheme with meaning and func-

tion. Separate words are used in analytic languages to represent semantic and gram-

matical notions that are commonly expressed with affixes in other languages (Daw-

son et al., 2016). Chinese is an example of an analytic language. In Chinese, the

concepts of plurality and the past tense are expressed through the use of function

words, not a change in form. As shown in Figure 2.5, the word [le] is used to show

past tense.

Figure 2.5: Chinese is an example of an analytic language

Synthetic Languages

In synthetic languages, a word can be constructed by connecting many mean-

ingful morphemes. The added morpheme can communicate grammatical functions

or provide additional meaning to the word. There are many types of synthetic lan-

guages, including agglutinating languages and fusional languages.
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Agglutinating Languages

The morphemes in agglutinating languages are linked together loosely. There-

fore, it is typically simple to discover where the morpheme boundaries are. For ex-

ample, in Hungarian words [ha�z-unk] (our house) and [ha�z-�d] (your house) we

can see that [unk] means “our” and [�d] means “your” (Dawson et al., 2016)

Fusional Languages

Words in fusional languages are generated by adding bound morphemes to

stems, like in agglutinating languages. However, the affixes may be difficult to be

separated from the stem because of the fusion between morphemes. For example,

in Spanish, “hablo,” “habla,” and “hable” means “I am speaking,” “S/he is speak-

ing,” and “I spoke” respectively. But we cannot conclude that “habl” means speak

because there is no such a morpheme in Spanish. Actually, “hablar” would mean

speak. We can observe the fusion of going from “hablar” to “hablo,” “habla,” and

“hable.”

In agglutinating languages, each affix typically indicates only one meaning,

whereas, in fusional languages, a single prefix commonly transmits multiple mean-

ings simultaneously.

Influence of Morphological Typology on Latent Dirichlet Allocation

Since Latent Dirichlet Allocation uses words as input, the text needs to be

broken into tokens by using tokenizers. Each language has their complication when

we try to break long sentences into tokens. For example, in German, compound

nouns are written without spaces, so tokenizers have to perform the task of breaking

these compound nouns. However, in the process of breaking compound nouns,

together with the bag-of-word assumption of the model, the meaning of broken

compound nouns could be lost. Therefore, the morphological characteristics of each

language may affect the suitability of retokenization strategies that try to merge the

words after the tokenization processes.
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Writing Systems
Writing is the use of graphic marks to represent specific linguistic utterances

(Rogers, 2005). Writing helps us to communicate with other people beyond using

spoken language. As we write, we record a specific thought for a specific audience.

The components of writing are called graphs or graphemes. We can catego-

rize a writing system based on whether the graphemes of that system are primarily

used to express sound or meaning. Phonographic systems, such as English, base

primarily on the representation of sound, while morphographic systems, such as

Chinese, rely on the representation of meaning.

Logograms

Logograms rely on a relationship between a written graphemes and a specific

word or morpheme, mainly its meaning. The symbols may or may not give informa-

tion about the pronounciation. An example of logograms are Chinese and Sumerian

cuneiforms. In Figure 2.6, we can see that each of the chinese character denotes a

specific meaning.

Figure 2.6: Chinese is an example of logogram

Syllabary

In a syllabary, such as Japanese Hiragana, characters denote syllables, In Fig-

ure 2.7, we can see that each character represents a syllable.
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Figure 2.7: Japanese is an example of syllabary

Abjads

Abjads are systems that represent consonants but not vowels. Some examples

of abjads are Arabic and Hebrew. Reading without vowels may seem complicated,

but language understanding usually allows the reader to add the vowels by looking

at the context of a sentence. In Figure 2.8, the first line presents Hebrew characters,

and the second line shows the corresponding consonants in English. We can see

that there is no character denoting vowels. The readers must fill in vowels to read it

as [gamal], which means camel in English.

Figure 2.8: Hebrew is an example of abjad

Alphabet

In alphabet writing systems like English and German, characters denote both

consonants and vowels. For example, in a word “hit,” “h” and “t” denote consonants,

and “i” denotes vowels.
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Abugidas

Abugidas are writing systems that use characters to denote consonants and

specific characters to denote vowels. Thai is an example of Abugida. In Figure

2.9, “ดีใจ” is constructed by using a sequences of “ด” (consonant) “ ี ” (vowel) “ใ”
(vowel) “จ” (consonant)

Figure 2.9: Thai is an example of abugida

Featural

Another writing system is featural, where character denotes place and manner

of articulation, together with voicing, of phonemes. Korean is an example of a

featural script. In Figures 2.10, the word [Hangul], which means “Korean,” has two

syllables and is denoted by two characters. In the first character, there are three

components. The upper left component denotes the [h], the upper-right component

represents [a], and the lower component indicates [n]. In the second character, the

upper line denotes [g], the longest horizontal line in the middle represents [eu], and

the lower component indicates the ending [l].

Figure 2.10: Korean is an example of featural system
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Influence of Writing Systems on Latent Dirichlet Allocation
Tokenization is an important preprocessing step that prepares token input for

Latent Dirichlet Allocation model. However, the resulting tokens are not in the

same standard because the tokenization processes differ between languages, part

of that because they use different writing systems. Therefore each retokenization

strategy may produce different results when they try to merge tokens with different

characteristics from many writing systems.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter III

OUR PROPOSED METHOD

3.1 Collocations as LDA Token
We hypothesize that merging words into ngrams would increase the coherence

of the topic keys. The merging can also be helpful, particularly in languages with-

out clear word boundaries. It can help adjust the tokenizing standard to be more

appropriate for topic modeling.

There are many ways to merge words into collocations (Manning and Schutze,

1999). We analyze the use of chi-squared statistics (χ2), the t-statistic, and raw

frequency to compute the threshold to decide whether or not adjacent words are

merged.

We first compute the collocation measures in a large corpus. Then for each

measure, we list the top 50,000 bigrams with the highest scores. We use this list to

merge the input tokens of the LDA.

3.2 Evaluation Metrics
To study the contribution of merging input tokens to the result of the LDA, we

measure the improvement of statistical fit and coherence with held-out likelihood

and a silhouette coefficient based metric.

Held-Out Likelihood
Combining words into phrases gives us fewer tokens and a larger vocabulary

size. Therefore, we cannot use the conventional log-likelihood metric to compare

the word-token and collocation-token models. To account for the difference in the
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number of tokens and the vocabulary size, we normalize the log-likelihood by di-

viding it with the log-likelihood of the null (unigram) model as in Schofield and

Mimno (2016). Then, the normalized log-likelihood per token (PTLLnorm) is

PTLLnorm =
logLmodel − logLunigram

N
(3.1)

where N is the number of tokens. This metric measures how the log-likelihood per

token of the collocation-token model has improved over the log-likelihood per token

of the word-token model. Since this metric has already been normalized, the model

with higher PTLL is better.

Concatenation-based Embedding Silhouette (CBES)
Metrics used to measure topic coherence assume that all models have the same

vocabulary. This is not our case. Therefore, we would like to propose the new ap-

plication of the silhouette coefficient (Rousseeuw, 1987), which is a standard metric

for evaluating clustering.

In a good topic, topic keys should be close to each other and away from the

topic keys in other topics. In our case, the length between topic keys is measured

by the cosine distance between word embedding. So, the cosine distance should

be relatively smaller within the topic and relatively larger between the keys from

different topics.

Figure 3.1: The topic on the right is a better topic
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To compute the silouette coefficient, we first calculate the a(i), which is the

mean cosine distance between topic-key i and other topic-keys in the same topic.

a(i) =
1

| Ci | −1

∑
j∈Ci,i ̸=j

d(i, j) (3.2)

where d(i, j) is the distance between ith and jth topic-key. Then for each other topic,

we calculate the mean of the distance of topic-key i to topic-keys in that other topic.

And b(i) is the smallest of such mean among other topics.

b(i) = min
k ̸=i

1

| Ck |
∑
j∈Ck

d(i, j) (3.3)

After we get a(i) and b(i), the silhouette coefficient for topic-key i is defined as:

s(i) =
b(i)− a(i)

max(a(i), b(i)) , if | Ci |> 1 (3.4)

and

s(i) = 0, if | Ci |= 1 (3.5)

The silhouette coefficient for the entire model is the average s(i) over all i. The

larger silhouette coefficient means that topic-keys are relatively similar within its

topic and different from other topics.

3.3 Experiments
We think that we should consider the morphology of the language when we

choose the pre-processing steps. We study the corpus from different morphological

typologies, such as German, which is a fusional language; Japanese and Korean,

which are agglutinative languages; Chinese, Thai, and Arabic, which are analytic

languages; and English, which can be analytic or fusional language. These lan-

guages have different writing systems, including logogram (Chinese), syllabic sys-

tem (Japanese), featural system (Korean), abugida (Thai), abjad (Arabic), and true

alphabets (English and German).

The English corpora consist of The New York Times (Sandhaus, 2008), the

Yelp Dataset1, and United States State of the Union addresses (1790 to 2018) divided
1www.yelp.com/dataset
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into paragraphs2. The German data is from Ten Thousand German News Articles

Dataset3. The Chinese corpora consist of the news articles from Chinanews4, restau-

rant reviews from Dianping5, and the movie reviews from Douban6. The Japanese

data is drawn from the Webhose’s Free Datasets7. The Korean data is from the

KAIST Corpus8. The Thai corpora consist of the news articles in Prachathai9, the

restaurant reviews from Wongnai10, the BEST corpus11, and the Thai National Cor-

pus (Aroonmanakun, 2007). The Arabic data is from the Antcorpus (Chouigui et al.,

2017). Each corpus is divided into 75% training documents and 25% test documents

(Table 3.1).

We use the text from the reduce version of Wikipedia dump for each language

except English to train the χ2, t, and frequency-based tokenizers. For English we use

the Wiki103 dataset (Merity et al., 2016). English, German, Chinese, Japanese, Ko-

rean, Thai and Arabic documents are tokenized with NLTK (Bird, 2006), SoMaJo

(Proisl and Uhrig, 2016), Stanford Word Segmenter (Tseng et al., 2005), Fugashi

(McCann, 2020), KoNLPy (Park and Cho, 2014), Attacut (Chormai et al., 2020)

and Camel-tools (Obeid et al., 2020) respectively. We construct a list of 50,000 top

bigrams with the highest scores in each criterion. We then merge words in the input

of the LDA with these lists.

We use the gensim (Řehůřek and Sojka, 2010) with the Continuous Bag-of-

Word (CBOW) algorithm (Mikolov et al., 2013) to obtain word embeddings. For

English, we lowercase and lemmatize data. To lemmatize a word is to remove the

inflectional ending of the word, resulting in a lemma, or base form of the word.

An example of lemmatizing is converting “studies” to just “study.” For Korean,
2www.kaggle.com/rtatman/state-of-the-union-corpus-1989-2017
3github.com/tblock/10kGNAD
4www.chinanews.com
5github.com/zhangxiangxiao/glyph
6www.kaggle.com/utmhikari/doubanmovieshortcomments
7webhose.io/free-datasets/japanese-news-articles/
8semanticweb.kaist.ac.kr/home/index.php/KAIST_Corpus
9github.com/PyThaiNLP/prachathai-67k

10www.kaggle.com/c/wongnai-challenge-review-rating-prediction
11thailang.nectec.or.th/downloadcenter
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Domains Docs Tokens %Merged
(K) (M) CHI T FREQ

EN-NYTimes News 53 0.7 1.64 12.71 12.72
EN-SOTU Speeches 42 0.8 0.86 9.76 10.33
EN-Yelp Restaurants 67 2.1 0.16 7.85 8.97
DE-10kGNAD News 222 1.9 0.09 7.46 7.68
CN-Chinanews News 49 0.8 0.00 11.61 11.64
CN-Dianping Restaurants 40 0.8 0.01 2.82 2.80
CN-Douban Movies 98 0.6 0.03 4.17 4.23
JA-JapanNews News 528 3.6 21.74 21.95 21.85
KO-KAIST Misc 20 0.2 19.82 20.71 21.27
TH-Prachathai News 32 4.4 0.07 15.97 14.06
TH-Wongnai Restaurants 40 1.2 0.00 8.52 6.09
TH-BEST Misc 7 2.1 0.03 14.94 13.09
TH-TNC Misc 4 1.0 0.03 13.65 12.00
AR-ANT News 60 1.1 0.16 26.13 27.45

Table 3.1: The details of corpora we use in this study (Cheevaprawatdom-
rong et al., 2022)

Japanese, and Arabic, we lemmatize the data. For German, Chinese, and Thai, we

do not do any normalization.

We use MALLET (McCallum, 2002) with the default hyperparameters to train

and evaluate topic models with 10, 50, 100 topics. We run the experiment 3 times

for each combination of corpus, type of retokenization (no retokenization, χ2, t or

frequency), and number of topics to compute the means of the normalized held-out

likelihood and CBES, which is explained in chapter 3.2.
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3.4 Results and Discussion

Results
We first describe the overall picture of the results to show the similarity among

all corpora in all languages and then discuss individual languages later about the

unique behaviors they have which are different from the majority.

In general, the retokenization based on t and frequency significantly improve

the normalized log-likelihood per token for English, German, Chinese, Japanese,

Korean, and Arabic for all text collections and the number of topics except EN-Yelp,

TH-BEST, and TH-TNC (Table 3.3). Among these two measures, frequency-based

retokenization performs slightly better than t retokenization.

The χ2retokenization does not perform well in most languages, except for

Japanese and Korean. This result is counterintuitive since χ2is a wildly used mea-

sure in finding collocation. It shows that χ2based collocation might not be suitable

for merging input of the LDA model.

The retokenization based on t and frequency also improves the coherence of

the topic-keys (Table 3.3). After applying the retokenization to the input, topic-keys

become more semantically coherent, and topics become more distinct. We see the

improvement across all number of topics in English, Japanese, Korean, and Arabic

corpora.

Similar to the results in normalized log-likelihood, we see the improvement

across all types of collocation measures for Japanese and Korean. There could be

some quality in morphology or typology of the two languages that make them ben-

efit from the retokenization.
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English

English is the language that yields the results that agree with the overall re-

sults. χ2based retokenization doesn’t significantly improve both the normalized log-

likelihood per token and the coherence of the topic keys, if not make them worse.

One of the results worth mentioning is that the t and frequency based retokeniza-

tion improve both the normalized log-likelihood per token and the coherence of the

topic keys for all number of topics over all corpora except only for the 100 topics of

Yelp. This exception could be because the domain of the Yelp, which is restaurant

reviews, is quite different from that of the Wikipedia used to train the retokenizers.

Chinese and Thai

What happens to Yelp in English can be observed more clearly in Chinese and

Thai. The corpora in both languages contain text from many domains. Prachathai

and Chinanews consist of news, Wongnai and Dianping contain restaurant reviews,

Douban involves movie reviews, and in BEST and TNC there are various types of

text, including novels.

While, in general, t and frequency based retokenization improve the normal-

ized log-likelihood and the coherence of the topic-keys, they fail to increase the

topic coherence in Dianping and Douban in Chinese over almost all number of top-

ics. In Thai, They worsen the normalized log-likelihood of the 10 topics of BEST

and TNC. The frequency based retokenizer also performs poorly over all topics of

Wongnai. This is worth mentioning because in the languages with many corpora

from various domains, we can clearly observe that the t and frequency based reto-

kenizers do not perform as expected in corpora having content diverge from that of

the Wikipedia used to train the retokenizers.

Japanese and Korean

The results stand out in Japanese and Korean. While χ2based retokenization

doesn’t significantly increase, if not decrease, both the normalized log-likelihood
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per token in most languages, it performs well across the board in Japanese and Ko-

rean. Some characteristics in these languages could be the reason for this exception.

German and Arabic

There are some results in German and Arabic worth mentioning. In Ara-

bic, while χ2retokenization worsens the log-likelihood per token over all number

of topics, it improves the topic coherence across the board. It is almost the opposite

in German, where the same retokenization improves the log-likelihood per token

over all number of topics but decreases the topic coherence in 10 and 50 topics of

the German corpus. We do not see any clear explanation for this behavior. The

χ2retokenization doesn’t help in general, so it can introduce some noise to the data,

but some characteristics in these languages may help support its performance in

certain metrics.

Discussion
Chi-square Strategy

We observe different improvements from collocation measures, and χ2does

not perform well in most languages. This could be due to the percentage of merged

tokens during the retokenization (Table 3.1). The percentages of merged tokens us-

ing χ2measure are about one percent or below for many corpora, including English,

Chinese, German, Arabic, and Thai corpora. This could generate the noise into the

data that makes the results worse than the baseline in some cases.

On the other hand, we can see significantly higher percentages of merged to-

kens using t and frequency-based retokenization. They merge similar tokens across

languages as demonstrated in Table 3.2. We see about 8%-15% of merging in En-

glish, German and Chinese, The highest percentages of merging, which is about

26%-27% are in Arabic. Japanese and Korean see about 20% of merging in all

three types of retokenization strategies. All of these higher merging percentages
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The reason why χ2retokenization merges fewer tokens than other measures

could be the truncation of the top bigrams list. We limit the number of top bigrams

to 50,000 for all three measures. However, the number of the bigrams that pass the

hypothesis testing is relatively large, so many of the bigrams from the χ2measure are

left unused. For example there are 3.73 million χ2collocations, much more than the

231 thousand t collocations in Thai for the same significance level α = 0.005. The

list of bigrams that pass the χ2testing also includes all of the top bigrams obtained

from the t measure. Therefore, we could get at least the same percentage merged

if we use all the bigrams that pass the χ2hypothesis testing. In addition, we also

observe that the top 50,000 bigrams from χ2measures mostly contain rare words.

These words don’t appear frequently, but they make the list because they co-occur

much more than they should do randomly. So when the percentage merge is very

low when we use these rarely occurred top 50,000 bigrams from χ2measure.

The writing system or the morphology of the language can also account for

the different merged percentages. For example, in English, we see specific named

entities in the top 20 χ2collocations and see compound nouns and common phrases

in the t and frequency-based retokenizers (Figure 3.2).

Influence of Merge Percentages
The models with higher merge percentages produce better normalized log-

likelihood and CBES scores. That means they are better regarding the goodness of

fit and topic-keys coherence. When considering merging strategies, t and frequency

measures give better merge percentages, and when focusing on each language, the

news corpora see higher merge percentages over other types of data, such as restau-

rant and movie reviews (Table 3.1). This could be because the news corpora are in

a similar domain to that of the Wikipedia, which we use to build the top bigrams

list.

There is a positive correlation between merge percentage and the improvement

of the PTLL over the baseline word model. The correlation coefficient is 0.41, 0.77,
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Figure 3.2: The top 20 collocations from each strategy. (Cheevaprawatdom-
rong et al., 2022)

and 0.68 for all models with 10, 50, and 100 topics respectively. There is also a

positive correlation between merge percentage and the improvement of CBES over

the baseline word model. The correlation coefficient is 0.73, 0.76, and 0.79 for all

models with 10, 50, and 100 topics respectively. This means the retokenizers that

generalize well and recognize many collocations in the target corpora can better

improve the result of the LDA models.

Topic-keys
We found merged topic-keys in almost all topics when the models are merged

with the t or raw frequency measures. We can also see that the meaning of the

topic-keys from the merged models is more precise. For example, the meaning of

the collocation “social security” is much more precise than the individual meaning

of its components, which are the word “social” and “security.” In some cases, the

meaning is totally different when breaking up the collocations. For example, the

meaning of the collocation “คน เสื้อ แดง” [khon s��a d��ŋ], which is a specific political
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Figure 3.3: PTLL improvement vs. merged percentage. (Cheevaprawatdom-
rong et al., 2022)

group in Thailand, can be totally lost when the collocation is broken into words,

which are “คน” [khon] (people) “เสื้อ” [s��a] (shirt) “แดง” [d��ŋ] (red).

However, some might feel that the topics from the merged and unmerged mod-

els look similar. That is because we look through the human perspective. We un-

derstand the language and understand the context of the topics. The computer and

algorithms may not have this privilege, and they need explicit collocations to per-

form well in search and classification tasks.
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Figure 3.4: CBES improvement vs. merged percentage. (Cheevaprawatdom-
rong et al., 2022)

χ2-t χ2-freq t-freq
English 8.90 7.78 74.87
German 0.00 0.00 83.06
Chinese 0.00 0.00 86.48
Japanese 29.06 22.60 73.34
Korean 10.56 7.34 71.95
Thai 0.22 0.06 67.25
Arabic 1.22 1.20 66.89

Table 3.2: The percentage of overlapping merged tokens between two meth-
ods of retokenization computed on the retokenization training data. (Chee-
vaprawatdomrong et al., 2022)



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

40

10 topics 50 topics 100 topics
Word χ2 t freq Word χ2 t freq Word χ2 t freq

EN-NYTimes .3646 .3675 .4119 .4386 .5214 .5225 .5766 .6128 .5588 .5533 .6050 1.0492
EN-SOTU .2699 .2660 .2967 .3145 .3809 .3809 .4122 .4430 .4135 .4101 .4367 .4705
EN-Yelp .1597 .1607 .1833 .2021 .2589 .2599 .2893 .3169 .3357 .2822 .3130 .3412
DE-10kGNAD .4982 .5001 .5233 .5251 .7272 .7272 .7622 .7651 .7784 .7809 .8122 .8188
CN-Chinanews .5033 .5046 .5510 .5592 .7647 .766 .8170 .8344 .8427 .8394 .8847 .9044
CN-Dianping .2557 .2574 .2644 .2659 .3899 .3906 .3965 .4013 .4188 .4212 .4255 .4263
CN-Douban .2966 .2955 .3076 .3092 .4048 .4073 .4144 .4173 .4294 .4301 .4332 .4374
JA-JapanNews .4540 .7803 .5942 .6342 .7173 .9268 .9339 .9926 .8088 1.0325 1.0316 1.1003
KO-KAIST .2901 1.0315 .4589 .5442 .6446 .6833 .7152 .8390 .4755 .7437 1.3443 .9221
TH-Prachathai .4367 .4331 .4756 .4743 .7052 .8458 .7699 .7719 .7854 .7854 .8537 .8548
TH-Wongnai .2048 .2013 .2225 .2192 .3237 .3222 .3472 .3399 .3467 .3463 .3720 .3636
TH-BEST .6995 .6995 .6704 .6838 .9148 .9190 .9279 .9389 .9812 .9819 .9967 1.0100
TH-TNC .7420 .7422 .7079 .7239 .9969 .9952 1.0079 1.0219 1.0508 1.0473 1.0608 1.0758
AR-ArabicNews .3183 .3152 .4676 .5663 .4923 .4913 .7175 .8742 .5417 .5409 .7681 .9355

10 topics 50 topics 100 topics
Word χ2 t freq Word χ2 t freq Word χ2 t freq

EN-NYTimes .0143 .0153 .0246 .0453 -.0582 -.0625 -.0544 -.0487 -.0876 -.0875 -.0783 -.0780
EN-SOTU .0034 -.0013 .0070 .0100 -.0602 -.0597 -.0595 -.0527 -.0812 -.0823 -.0793 -.0743
EN-Yelp -.0634 -.0548 -.0465 -.0337 -.1117 -.1085 -.1023 -.0952 -.1299 -.1290 -.1179 -.1153
DE-10kGNAD -.0209 -.0244 -.0190 -.0134 -.0804 -.0860 -.0785 -.0680 -.0753 -.0730 -.0655 -.0599
CN-Chinanews .0002 .0018 .0152 .0162 -.0523 -.0559 -.0456 -.0388 -.0699 -.0712 -.0665 -.0620
CN-Dianping -.0708 -.0854 -.0714 -.0744 -.1278 -.1316 -.1317 -.1339 -.1373 -.1439 -.1446 -.1439
CN-Douban -.0226 -.0140 -.0078 -.0095 -.0847 -.0854 -.0864 -.0850 -.1037 -.1041 -.1073 -.1053
JA-JapanNews -.0925 -.0655 -.0562 -.0133 -.1503 -.1010 -.0977 -.0716 -.1644 -.1120 -.1106 -.0915
KO-KAIST -.0608 -.0315 -.0317 -.0191 -.0895 -.0691 -.0664 -.0503 -.0868 -.0698 -.0726 -.0592
TH-Prachathai -.0039 -.0092 -.0040 .0160 -.0806 -.0797 -.0684 -.0623 -.1137 -.1121 -.0939 -.0896
TH-Wongnai -.0667 -.0672 -.0733 -.0726 -.1468 -.1530 -.1462 -.1505 -.1761 -.1709 -.1738 -.1767
TH-BEST -.0278 -.0187 -.0248 -.0095 -.0987 -.0977 -.0987 -.0927 -.1145 -.1153 -.1086 -.1007
TH-TNC -.0284 -.0324 -.0133 -.0271 -.1079 -.1053 -.1332 -.0964 -.1281 -.1274 -.1297 -.1175
AR-ArabicNews -.0695 -.0673 -.0496 .0124 -.1255 -.1129 -.0834 -.0434 -.1355 -.1309 -.1010 -.0735

Table 3.3: Normalized unigram log-likelihood per token (top) and
Concatenation-based Embedding Silhouette (CBES) scores (bottom) for be-
tween the baseline and retokenization models: χ2 , textitt, and raw frequency.
(Cheevaprawatdomrong et al., 2022)



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter IV

CONCLUSION
In this research, we show that merging input tokens of the LDA can improve

the statistical fit of the model, and results in the topics that are more coherent and

more distinct. We also found that the percentage of merging has a positive impact

on both goodness of fit and coherence results. The study shows that t statistics and

raw frequency strategies are better than the χ2measure when we want to merge LDA

input because the χ2measure focuses on rare named entities which do not merge well

in general documents. By retokenizing with t statistics and frequency measure, we

get the input with noun phrases in the topic keys that could help better understanding

of the topics and make these topics more semantically precise for the downstream

tasks. We also found different merging behavior, and thus varying results, among

types of languages. This may be due to their unique morphological typology and

writing system.
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Appendix I

TOP BIGRAMS

Figure A.1: The top 50 collocations from English Wikipedia. (Cheevap-

rawatdomrong et al., 2022)
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Figure A.2: The top 50 collocations from German Wikipedia. (Cheevap-

rawatdomrong et al., 2022)
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Figure A.3: The top 50 collocations from Chinese Wikipedia. (Cheevap-

rawatdomrong et al., 2022)
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Figure A.4: The top 50 collocations from Japansese Wikipedia. (Cheevap-

rawatdomrong et al., 2022)
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Figure A.5: The top 50 collocations from Korean Wikipedia. (Cheevap-

rawatdomrong et al., 2022)
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Figure A.6: The top 50 collocations from Thai Wikipedia. (Cheevaprawat-

domrong et al., 2022)
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Figure A.7: The top 50 collocations from Arabic Wikipedia. (Cheevaprawat-

domrong et al., 2022)
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Appendix II

TOPIC KEYS

Figure B.1: The topic keys from the New York Times with different retok-

enization measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.2: The topic keys from the United States State of the Union

Addresses with different retokenization measures. (Cheevaprawatdomrong

et al., 2022)
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Figure B.3: The topic keys from the Yelp Dataset with different retokeniza-

tion measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.4: The topic keys from the the Ten Thousand German News Arti-

cles Dataset with different retokenization measures. (Cheevaprawatdomrong

et al., 2022)
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Figure B.5: The topic keys from the Chinanews with different retokenization

measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.6: The topic keys from the Dianping with different retokenization

measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.7: The topic keys from the Douban with different retokenization

measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.8: The topic keys from the Webhose’s Free Datasets with different

retokenization measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.9: The topic keys from the KAIST Corpus with different retok-

enization measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.10: The topic keys from the Prachathai with different retokenization

measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.11: The topic keys from the Wongnai with different retokenization

measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.12: The topic keys from the BEST Corpus with different retok-

enization measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.13: The topic keys from the Thai National Corpus with different

retokenization measures. (Cheevaprawatdomrong et al., 2022)
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Figure B.14: The topic keys from the Antcorpus with different retokenization

measures. (Cheevaprawatdomrong et al., 2022)
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